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Abstract 

Hepatic schistosomiasis is a prolonged disease resulting mainly from the solvable egg antigen of schistosomiasis 
infection due to the host’s granulomatous cell-mediated immune. Irreversible fibrosis results from the progress of 
the schistosomal hepatopathy. Sensitive diagnosis of this disease is based on the investigation of the microscopy 
images, liver tissues, and egg identification. Early diagnosis of schistosomiasis at its initial infection stage is vital to 
avoid egg-induced irreparable pathological reactions. Typically, there are several classification approaches that can be 
used for liver fibrosis staging. However, it is unclear which approaches can achieve high accuracy for analyzing and 
intelligently classifying the liver microscopic images. Consequently, this work aims to study the performance of the 
different machine learning classifiers for accurate fibrosis level staging of granuloma, namely cellular, fibrocellular and 
fibrotic granulomas as well as the normal samples. The classifiers include a multi-layer perceptron neural network, a 
decision tree, discriminant analysis, support vector machine (SVM), nearest neighbor, and the ensemble of classifiers. 
The statistical features of the microscopic images are extracted from the different fibrosis levels of granuloma, namely 
cellular, fibrocellular and fibrotic granulomas as well as the normal samples. The results established that the maxi-
mum achieved classification accuracies of value 90% were achieved using the subspace discriminant ensemble, the 
quadratic SVM, the linear SVM, or the linear discriminant classifiers. However, the linear discriminant classifier can be 
considered the superior classifier as it realized the best area under the curve of value 0.96 during the classification of 
the cellular granuloma as well as the fibro-cellular granuloma fibrosis levels.
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Introduction
In developing countries, trematode schistosoma causes 
schistosomiasis, which is a prevalent disease that affects 
the liver tissues [1–3]. Liver fibrosis occurs due to the 
invariably of this schistosoma mansoni infection. Such 
fibrosis has several stages, namely cellular, fibrocellu-
lar and fibrotic granulomas that may be characterized 
by small focal areas of sever inflammation and excess 

extracellular matrix placed in periovular granulomas. 
In schistosomiasis, the interactions of the host-parasite 
assist the understanding of the liver fibrosis features, 
such as regulation, vascular changes, and the portal 
hypertension pathophysiology [4]. The progression of the 
fibrosis level is related to the liver function failure. Thus, 
monitoring the microscopic liver fibrosis images is essen-
tial for precise identification of the chronic liver diseases 
for further appropriate therapy. Quantitative assessment 
of the liver fibrosis level using image analysis provided 
superior and accurate results compared to the conven-
tional assessment [5].
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Recently, for liver tissues classification, medical image 
processing and machine learning have been developed 
for computer-aided diagnosis systems. For liver images 
classification, Mahmoud-Ghoneim [6] applied texture 
analysis at different resolutions on the conventional grey 
scale images, and RGB (Red, Green, Blue) images as well 
as the Hue-Saturation-Intensity (HSI). At low resolution, 
significant characterizing features can be extracted from 
the green channel of the liver fibrosis images. However, 
at high resolution, the gray scale space provided superior 
results. Additionally, at all resolutions, the HSI space had 
high error percentage, thus, it is unsatisfactory for liver 
fibrosis classification. Stanciu et  al. [7] used non-linear 
optical microscopy method, namely the two-photon 
excitation fluorescence (TPEF) for liver fibrosis assess-
ment, and scoring by capturing images of a Thioaceta-
mide-induced rat model. These images are then classified 
using a gradient based Bag-of-Features (BoF) approach. 
The results reported the assessed performance was influ-
enced by the BoF parameters during the fibrosis scoring 
framework.

Early liver fibrosis diagnosis is a challenging issue, 
which inspired researchers to employ machine learning 
classifiers for the staging process. Based on the previous 
studies, until now, few automated fibrosis staging clas-
sifiers have been implemented. At the same time, there 
are several image classification approaches that can be 
employed for liver fibrosis staging, such as ensemble of 
classifiers, support vector machine (SVM), neural net-
work, the decision tree, and k-nearest neighbor (KNN) 
[8]. Recently, for automated microscopic images classifi-
cation of microscopic liver images, Cinque et al. [9] inte-
grated the textural based segmentation technique with 
a support vector machine. This approach detected the 
existence of abnormal regions for further classification 
using the SVM. Consequently, it is essential to compare 
the performance and feasibility of the image classification 
procedures in diagnosing the liver fibrosis diseases. This 
can enable the follow-up studies on the automated liver 
fibrosis diagnosis.

Accordingly, for liver fibrosis staging, the present work 
conducted a comparative study of different classifiers, 
namely the discriminant analysis (linear/quadratic), sup-
port vector machine ‘SVM’ (linear/quadratic/cubic/fine 
Gaussian/medium Gaussian/coarse Gaussian), Nearest 
Neighbor ‘KNN’ (fine/medium/cosine/cubic/weighted/
coarse), ensembles (subspace with discriminant/bagged 
with trees/subspace with KNN/ boosted with trees/RUS-
Boosted with trees), neural network (multi-layer percep-
tron neural network ‘MLP-NN’), and the decision tree 
(simple/medium/complex). This comparative study is 
applied to enumerate the different classifiers accuracies 

on liver fibrosis microscopic images of animal models 
(mice) liver samples.

The remaining sections are organized as follows. The 
methodology and a brief description of the involved clas-
sifiers are included in Sect.  2. The results are reported 
and discussed in Sect.  3. The conclusion is finally pre-
sented in Sect. 4.

Methodology
The light microscopic samples of infected mice are cap-
tured by Schistosoma mansoni cercariae. The attained 
images included normal and different fibrosis three lev-
els, which are cellular granuloma, fibrocellular granu-
loma, and fibrotic granuloma; respectively. Binarization, 
thresholding, and segmentation using the watershed 
method are used to identify the lesion regions. Then, the 
most significant features are selected, which are the area, 
Feret, minor, and the RawIntDen of the selected region in 
the image. These selected features can be defined as fol-
lows: the area represents the area in square pixels or in 
(mm2, μm2, etc.) of the region of interest (ROI) accord-
ing to the calibration unit, the Feret represents the Fer-
et’s diameter, which is the longest distance between any 
two points along the ROI boundary, the minor is the sec-
ondary axis of the best fitting ellipse that fits the selected 
ROI, and Raw integrated density (RawIntDen) represents 
the sum of the pixel values in the selected ROI. These 
selected statistical features are employed to classify the 
cases in the dataset into one of the four cases using the 
different classifiers involved in the present comparative 
study.

Discriminant analysis
In the present work, the linear discriminant analysis 
(LDA) and the quadratic discriminant analysis (QDA) 
are employed for the multiclass classification using a lin-
ear and a quadratic decision surface, respectively. These 
classifiers have easily computed closed-form solutions 
that do not have hyper-parameters to be tuned. Typically, 
the LDA can only learn linear boundaries, while QDA is 
flexible by using learn quadratic boundaries. For classifi-
cation, the LDA calculates discriminant scores for each 
instance (sample) [10]. These scores are attained by find-
ing the independent variables’ linear combinations. For a 
single predictor variable A = a , the LDA classifier can be 
estimated using the following expression of the discrimi-
nant score 

(
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 [11]:

where ⌢η(a) is the expected discriminant score that used 
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variable according to the predictor variable  a value. For 
the wth class, 

⌢

δw represents the average of the training 
samples, ⌢σ

2 is the sample variances’ weighted average and 
⌢
γ w represents the prior probability of the sample to which 
it belongs to specific class. Thus, each sample (instant) 
is assigned to the wth class, which has the largest ⌢η(a) , 
where the LDA computes the probability distribution 
to classify the sample to specific classifier. Typically, the 
LDA considers that the samples within each class are 
from a multivariate Gaussian distribution and the pre-
dictor covariance of the variables is common across all w 
classes. These assumptions provide some enhancements 
over the logistic regression [12, 13].

Conversely, the QDA has different approach compared 
to the LDA as it considers that each class has its individ-
ual covariance matrix, where the predictor variables do 
not have mutual variance across the w classes [14]. Con-
sequently, the QDA can sense the divergent in the covari-
ance of the variables and offer non-linear and more 
accurate classification decision boundaries compared to 
the LDA.

Support vector machines
The SVM is a supervised learning discriminative classi-
fier that has separating hyperplane. It basically depends 
on determining the optimal hyperplane, which pro-
vides the largest minimum distance (margin) between 
the classes to separate all data samples of one class from 
those of the other classes [15]. The SVM classifier is fast 
and accurate. Nevertheless, it requires training and its 
model before using it. It can be used with multi-classes 
(as in the present work to classify the sample into one 
of the four classes), where the SVM model will gener-
ate a set of binary classification sub-problems using one 
SVM learner for each sub-problem. This binary classifi-
cation can be performed i) the ‘one-versus-one’ strategy 
between every pair of the classes or using ii) the ‘one-
versus-all’ strategy between one of the labels and the rest 
[16]. In the first strategy, the classification is performed 
using the ‘max-wins voting’ approach. The concept of this 
voting strategy is to assign the sample to one of the two 
classes, and then increase the vote for the assigned class. 
Afterwards, the class with the most votes is considered 
to determine the classification of the sample. On the con-
trary, the ‘winner-takes-all’ approach is applied to classify 
any new sample for the ‘one-versus-all’ strategy (second 
strategy). In this approach, the classifier with the highest 
output assigns the class.

To clarify the concept of the SVM, let X and Y rep-
resent the input and output sets; respectively, and 
(

x1, y1
)

, . . . ,
(

xa , ya
)

 is the training set. This training 
set is used to learn the classifier, which is expressed as 
follows:

where β are the function parameters and the decision 
function is given by:

where K (xi, x) is the kernel function, which is used to 
implicit the nonlinear feature map. The present work 
applied several kernel functions, namely linear, quad-
ratic, cubic, fine Gaussian, medium Gaussian, and coarse 
Gaussian.

Nearest neighbor based classifiers
In the present work, several varieties of the nearest 
neighbor (KNN) classifier are employed, namely the fine 
KNN, medium KNN, cosine KNN, cubic KNN, weighted 
KNN, and coarse KNN. Generally, in the training dataset, 
the KNN classified the samples (instances) according to 
their distance to other instances [17]. During the classifi-
cation of any new instance, the kNN model search for the 
listed k number of the nearest neighbors. However, this 
classifier may be misled by irrelevant features.

Decision tree
Accompanied by linear classifiers, the decision tree is 
considered one of the broadly used classification meth-
ods. It consists of internal (non-leaf ) node that repre-
sents an attribute, each branch denotes the test output, 
and a class label is represented by each leaf node.  The 
decision tree is extremely simple, intuitive and achieves 
interpretable estimates [18]. It has two main prediction 
steps, including the model training to build the tree, and 
then trained model can be used for predicting any new 
instances. In the present study, simple tree, medium tree, 
and complex tree are applied for multi-classification of 
the normal and the three fibrosis levels.

Other classifiers
Furthermore, the neural network, namely the multi-layer 
perceptron neural network ‘MLP-NN’ [19] as well as the 
ensembles of classifiers [20–22] is also included in the 
present work. The ensembles of classifiers that involved 
in the resent work are, namely the subspace with discri-
minant ensemble, the bagged with trees ensemble, the 
subspace with KNN ensemble, the boosted with trees 
ensemble, and the RUSBoosted with trees ensemble.

Experimental results and discussions
In the current work, the used dataset is obtained from 
the Parasitology Department, Faculty of Medicine, 
Tanta University, Tanta, Egypt. It includes normal mice 
liver microscopic samples, cellular granuloma of level 1 

(2)y = f (x,β)

(3)f (x) =
∑

i

βiK (xi, x) + s
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Table 1  Parameters’ settings of the used classifiers

Main classifier type Classifier specific type Parameters’ Settings

Discriminant analysis Linear discriminant Regularization is auto

Quadratic discriminant Regularization is diagonal covariance

Support vector machine Linear SVM Kernel function is linear
Kernel scale is automatic
Box constraint level is 1
Multiclass method is one-vs-one
Standardize data is true

Quadratic SVM Kernel function is quadratic
Kernel scale is automatic
Box constraint level is 1
Multiclass method is one-vs-one
Standardize data is true

Cubic SVM Kernel function is cubic
Kernel scale is Automatic
Box constraint level is 1
Multiclass method is one-vs-one
Standardize data is true

Fine Gaussian SVM Kernel function is Gaussian
Kernel scale is 0.5
Box constraint level is 1
Multiclass method is one-vs-one
Standardize data is true

Medium Gaussian SVM Kernel function is Gaussian
Kernel scale is 2
Box constraint level is 1
Multiclass method is one-vs-one
Standardize data is true

Coarse Gaussian SVM Kernel function is Gaussian
Kernel scale is 8
Box constraint level is 1
Multiclass method is one-vs-one
Standardize data is true

Decision tree Complex tree Maximum number of splits is 100
Split criterion is Gini’s diversity index
Surrogate decision splits is off

Medium tree Maximum number of splits is 20
Split criterion is Gini’s diversity index
Surrogate decision splits is off

Simple tree Maximum number of splits is 4
Split criterion is Gini’s diversity index
Surrogate decision splits is off

Nearest neighbor Fine KNN Number of neighbors is 1
Distance metric is euclidean
Distance weight is equal
Standardize data is true

Medium KNN Number of neighbors is 10
Distance metric is euclidean
Distance weight is equal
Standardize data is true

Coarse KNN Number of neighbors is 100
Distance metric is euclidean
Distance weight is equal
Standardize data is true

Cosine KNN Number of neighbors is 10
Distance metric is cosine
Distance weight is equal
Standardize data is true

Cubic KNN Number of neighbors is 10
Distance metric is cubic (Minkowski)
Distance weight is equal
Standardize data is true
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fibrosis, fibrocellular granuloma of level 2 fibrosis, and 
the fibrotic granuloma of level 3 fibrosis. The dataset 
includes 60 microscopic images of liver sections at dif-
ferent fibrosis levels and the normal liver case (15 images 
from each class). The comparative study between all the 
mentioned classifiers and the varieties of each is con-
ducted in the present work in terms of the classification 
accuracy, where the setting parameters of the used classi-
fiers are reported in Table 1.

To evaluate the performance of the different classifiers, 
the true positive rates/ false negative rates, and the posi-
tive predictive values/ false discovery rates are obtained 
for each classifier to measure the accuracies of the dif-
ferent classifiers. In addition, the Receiver Operating 
Characteristic (ROC) curves are included to represent 
the classifier results during the test phase. Generally, the 
ROC curve illustrates the FPR (false positive rate) repre-
senting the number of the incorrect positive classifica-
tion regarding the negative instances, and the TPR (true 

positive rate) representing the number of correct positive 
results about all positive instances.

The present study included twenty-two classifiers; 
however, top four classifiers, namely the linear discrimi-
nant, linear SVM, quadratic SVM, and the subspace dis-
criminant ensemble, provided the best accuracy. Thus, 
we highlighted in some details the results of those supe-
rior classifiers as follows. However, since the subspace 
discriminant ensemble employed the linear discriminant 
as its learner type with 30 learners using the ensemble 
subspace method, to avoid repetition, we do not include 
again the same using subspace discriminant ensemble.

Discriminant analysis staging performance
Linear discriminant classification performance
The confusion matrix of the linear discriminant classi-
fier is illustrated in Fig. 1, showing the positive predictive 
values/false discovery rates. The ROC curves  are dem-
onstrated in Fig. 2a–d for the normal and fibrosis levels; 
respectively, during the staging process.

The confusion matrix in Fig.  1 reports 90% accuracy 
of the linear discriminant classifier. In addition, Fig.  2 
presents the ROC curves including the area under the 
curve (AUC) to measure the classification accuracy. 
Figure  2 establishes that the linear discriminant classi-
fier has AUC =  1, which indicates perfect classification 
of both the normal and the fibrosis granuloma due to 
the absence of the granulomas and the fibrosis regions 
in the normal cases and the very big area of the fibrosis 
granuloma regions, which provided significant differ-
ences in the extracted features of these classes compared 
to all the four classes in the present study. However, the 
AUC = 0.96 during the classification of the cellular gran-
uloma, and the fibro-cellular granuloma fibrosis levels 
indicating good classification.

Quadratic discriminant classification performance
The confusion matrix of the quadratic discriminant clas-
sifier using diagonal covariance regularization is illus-
trated in Fig. 3. The ROC curves for the different classes 
during the staging process are illustrated in Fig. 4.

The confusion matrix in Fig.  3 indicates 83.3% accu-
racy of the quadratic discriminant classifier. Fur-
thermore, Fig.  4 illustrates the ROC curves with the 
AUC values, showing that the quadratic discriminant 

Table 1  continued

Main classifier type Classifier specific type Parameters’ Settings

Weighted KNN Number of neighbors is 10
Distance metric is euclidean
Distance weight is squared inverse
Standardize data is true

Fig. 1  Confusion matrix of the linear discriminant
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classifier achieves the same perfect classification per-
formance as the linear discriminant classifier with both 
the normal and the fibrosis granuloma. Nevertheless, the 
AUC = 0.90 during the cellular granuloma as well as the 
fibro-cellular granuloma fibrosis classification. This indi-
cates the superiority of the linear discriminant classifier 
compared to the quadratic discriminant classifier perfor-
mance during the staging process of the fibrosis levels 1 
and 2.

Support vector machines staging performance
In the present work, several varieties of the SVM clas-
sifiers are used based on the used kernel. The perfor-
mance evaluation in terms of the accuracy values using 
each type indicates that the linear SVM and the quadratic 
SVM achieve the superior accuracies of value 90% each 
compared to the other SVM types. The other SVM varie-
ties realize the following accuracy values, 88.3, 85, 81.7, 
and 81.7% using the Cubic SVM, Fine Gaussian SVM, 

Fig. 2  The ROC curves of the linear discriminant with the a normal liver case, b cellular granuloma, c fibro-cellular granuloma, and d fibrosis granu-
loma
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Medium Gaussian SVM, and the Coarse Gaussian SVM; 
respectively. Figure  5 illustrates the confusion matrices 
of both the linear SVM and the quadratic SVM using the 
‘one-versus-one’ strategy; respectively.

Figure  5 indicates that each of the liner SVM, and 
quadratic SVM achieve 90% accuracy values. Figure  6 
illustrates the ROC curve indicating the AUC values, 
where Fig. 6a1–d1 refers to the results of the normal liver 
case, cellular granuloma, fibro-cellular granuloma, and 
the fibrosis granuloma; respectively, when classified using 
the linear SVM. In addition, Fig. 6a2–d2 illustrate to the 
results of the normal liver case, cellular granuloma, fibro-
cellular granuloma, and the fibrosis granuloma; respec-
tively, when classified using the quadratic SVM.

Figure  6 illustrates the ROC curves with the AUC 
values, showing that the linear SVM and the quadratic 
SVM classifiers accomplish the same perfect classifica-
tion of both the normal and the fibrosis granuloma with 
AUC = 1. Nevertheless, the linear SVM outperforms the 
quadratic SVM during the cellular granuloma as they 
achieve AUC = 0.96 and AUC = 0.91; respectively. Also, 
during the classification of the fibro-cellular granuloma 
fibrosis, the linear SVM has AUC =  0.95, AUC =  0.96, 
respectively, while the quadratic SVM has AUC = 0.94 in 
the classification of these two classes. This indicates the 
superiority of the linear SVM compared to the quadratic 
SVM classifier performance during the staging process.

Performance evaluation comparative study
Figure 7 illustrates radar graph showing the accuracies of 
the twenty-two employed classifiers to stage the fibrosis 
level compared to the normal liver cases in the present 
four-class classification problem.

Figure  7 reports that the maximum accuracy is 90% 
owing to the large size dataset as only 60 light micro-
scopic samples are captured from the normal and the 
three levels of fibrosis (15 images from each class). Even 
though, the linear discriminant, linear SVM, quadratic 
SVM, and the subspace discriminant ensemble are con-
sidered the superior classifiers as they achieved the maxi-
mum accuracy of 90%. Additionally, the Cosine KNN, 
cubic SVM, medium KNN, and cubic KNN achieved 
88.30% accuracy, while the Fine Gaussian SVM has 
85% accuracy. Additionally, 81.70% accuracy values 
are obtained using the quadratic discriminant, bagged 
trees ensemble, medium Gaussian SVM, and the Coarse 
Gaussian SVM. However, all the decision tree classifiers 
(simple-, medium-, and complex-tree) along with the fine 
KNN and the weighted KNN achieved 78.30% accuracies, 
while the subspace KNN ensemble has 71.70% accuracy. 
Generally, three classifiers, namely Coarse KNN, Boosted 
trees ensemble, and RUSBoosted trees ensemble are 
failed in the fibrosis staging as they have 25%. In addition, 
Fig. 8 reports the computational processing time for the 
classifiers involved in the present study in terms of the 
prediction speed in observations/second.

Figure  8 depicts that the subspace KNN ensemble 
requires the least prediction speed of 44 observations/
second, however, it achieves 71.7% accuracy, then the 
Subspace discriminant ensemble that requires 68 obser-
vations/second and achieves the superior accuracy of 
90%. However, the maximum required prediction speed 
is 2700 observations/second in the case of the simple tree 
classifier, which also achieves 78.3% accuracy.

The preceding results reported the superiority of four 
classifiers, namely linear discriminant, linear SVM, quad-
ratic SVM, and the subspace discriminant ensemble in 
terms of the classification accuracy, where each of the 
four classifiers achieved 90% classification accuracy. Con-
sequently, another comparison is conducted in terms of 
the AUC and the prediction speed to determine the best 
classifier, which is related to the processing/computa-
tional time as reported in Table 2.

Table  2 establishes that in terms of the AUC for the 
classification/staging of the four classes, the linear discri-
minant classifier is considered the superior classifier as it 
achieves AUC =  1.0, 0.96, 0.96, 1.0 values, respectively, 
while the other classifiers achieved less AUC values in 

Fig. 3  Confusion matrix of the quadratic discriminant showing the 
positive predictive values/false discovery rates
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the classification of the level 1 and level 2 in the fibrosis 
stages. However, in terms of the computational time, the 
subspace discriminant ensemble takes the least predic-
tion speed of 68 observations per second, while the linear 
discriminant classifier takes the highest prediction speed 
of 860 observations per second.

Generally, the variation in the twenty-two classifiers’ 
performance is owing to the ability of each classifier to 
handle the extracted statistical features, and the small 

size dataset in the current study. Consequently, only four 
classifiers had the top/ superior classification accuracy 
values of 90% compared to the remaining 18 classifiers, 
which involved in the present work, where the LDA, 
the linear SVM classifier, quadratic SVM classifier, and 
the subspace discriminant ensemble classifier achieved 
good performance on accuracy due to the characteristics 
of each classifier and their matching with the extracted 
features of the liver fibrosis images. Generally, the LDA 

Fig. 4  The ROC curves of the quadratic discriminant with the a normal liver case, b cellular granuloma, c fibro-cellular granuloma, and d fibrosis 
granuloma
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provides more class separability as it draws between 
the classes a decision region. It finds the project axes 
to project the data samples of the dissimilar classes to 
be far from each other and to close the data samples of 
the same class. Hence, the LDA generates a linear com-
bination of the data samples, which achieves the largest 

differences between the classes [23]. At the same time, 
the SVM determine decision boundaries according to the 
decision planes, which separate the set of features of the 
different classes. The SVM determines the hyper-plane 
that maximizes the separation margin between the differ-
ent classes to divide the data space [24]. In addition, it is 

Fig. 5  Confusion matrix showing the positive predictive values/false discovery rate of the a liner SVM, and b quadratic SVM

Fig. 6  The ROC curves of the linear SVM (1st row) and quadratic SVM (2nd row) with the a1, a2 normal liver case, b1, b2 cellular granuloma, c1, c2 
fibro-cellular granuloma, and d1, d2 fibrosis granuloma
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established that the classifiers which are based on linear 
functions, such as the linear SVM and the linear discri-
minant achieved the superior overall performance.

Conclusion
Hepatic fibrosis is one of the serious diseases that has 
several stages and requires early detection and classifica-
tion for accurate diagnosis and treatment. The current 
work was interested to determine the superior classifier 

in such medical problem for further implementation for 
a computer aided diagnosis system based on the auto-
mated classification. Consequently, mice animal models 
were used to capture microscopic images for liver fibro-
sis staging in schistosomiais. Twenty-two classifiers were 
employed in the current study after the analysis of the 
microscopic images to extract the statistical features.

The results demonstrate the superiority of the linear 
discriminant classifier, linear SVM classifier, quadratic 
SVM classifier, and the subspace discriminant ensemble 
classifier in terms of the classification accuracy, as they 
achieved 90% accuracy values. To be more specific, the 
linear discriminant classifier realized the superior perfor-
mance in terms of the values of the AUC, while it took 
the highest computational time as it took prediction 
speed of 860 observations per second. However, the sub-
space discriminant ensemble took the least prediction 
speed of 68 observations per second.

Since the present study evaluated the classifiers using 
the significant statistical features only, namely the area, 
Feret, minor, and the RawIntDen of the selected region in 
the image, it is recommended to extract another features 
based on the morphology and the texture with integrat-
ing these features with the statistical ones. Furthermore, 
due to the superiority of the linear discriminant, linear 
SVM, quadratic SVM, and the subspace discriminant 
ensemble, it is recommended to test these classifiers at 

Fig. 7  Radar graph of the different classifiers’ accuracies

Fig. 8  Different classifiers’ prediction speed
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different parameters settings to improve their perfor-
mance. In addition, other ensemble configurations can 
be used and compared to with results of this study. Using 
the segmented images before feature extraction is recom-
mended instead of using the original images can lead to 
superior performance. Generally, large size dataset is rec-
ommended, which can inspire the use of the deep learn-
ing classifier for the fibrosis staging problem. Thus, other 
classifiers, other ensemble of classifiers or deep learning 
classifiers can be involved after extracting morphologi-
cal features and their integration with those statistical 
features.
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