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a b s t r a c t 

This paper presents a new Mixed Integer Linear Programming model (MILP) to account for the Security- 

Constrained Unit Commitment Problem (SCUC). Transmission Constraints are introduced through bus bal- 

ances, line power bound flows, and bus voltage angle differences. Line status is also considered. Binary 

variables regarding line status (active or inactive) are introduced for this purpose. 

These variables allow discrete decisions on the connectivity of buses, reducing the angle coupling 

between buses, with several advantages. 

Three examples are solved. The results indicate that this method can obtain feasible solutions with 

CPU times of 2.5 s (for a 6-bus system) and 500 s (for the IEEE 118-bus system), and they reached cost 

savings up to 4.9% of the total generating cost for one day of programming horizon, in comparison with 

classical models. 

Relations of the network are illustrated graphically, and an analysis of the results is presented through 

new evaluation indexes. 

© 2018 Elsevier Ltd. All rights reserved. 
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. Introduction 

Near 80% of the energy consumed in the world comes from

he combustion produced by fossil fuels, including 31.4% from oil,

9.0% from coal, and 21.3% from natural gas ( International Energy

gency, 2014 ). Countries economic growth depends, among other

actors, on energy availability at low costs. The current way of pro-

ucing energy is hard to sustain due to two main reasons. First,

he environmental impacts ( Saidi & Hammami, 2015 ). Second, the

ecrease of fossil fuel reserves ( Shafiee & Topal, 2009 ): some of

he new fossil fuel reserves are located in difficult to access areas;

his means that fossil fuels will be available only after paying ex-

ensive extraction processes. The “renewable way” is in constant

rogress and depends on geographical factors. Improving energy

fficiency of electric power systems is a global issue, independent

f geographical factors. 

A growing interest in the optimal design and operation of com-

lex generation, transmission and distribution systems is the sub-

ect of this work. The problem of operation involves several sub-

roblems, being scheduling of generating units one of the most

ecognized due to the economic and environmental advantages
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anta Fe, República Argentina. 
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hat can be derived from optimization. Scheduling of generating

nits to meet a forecast demand in an efficient manner, is known

s Unit Commitment (UC) problem ( Lowery, 1966 ). 

The objective of the UC problem is to minimize the operat-

ng costs by an optimal schedule of power generators along a

redefined time horizon. Time horizons range from 24 h to one

eek. Different constraints are considered according to the set

f units involved ( Oonsivilai, Marungsri, Barsoum, Uatrongjit, &

asant, 2008; Wright, 2013 ): spinning reserve, lower and upper

ounds on power, minimum up/down time and ramp limits. 

Many approaches have been developed by different authors to

olve this problem. Most methods for solving UC problem can be

rouped into two broad categories: deterministic techniques and

euristic techniques. Deterministic methods include Priority List,

ynamic Programming, Integer and Linear Programming, Branch

nd Bound, Lagrangian Relaxation, and others. While heuristic

ethods include Tabu Search, Simulated Annealing, Expert Sys-

ems, Fuzzy Systems, Artificial Neural Networks, Genetic Algo-

ithms, Evolutionary Programming, Ant Colony Search Algorithm,

ybrid Models, and others ( Padhy, 2004 ). 

Mathematical programming is a widely used approach in

ecision-making processes. Within the scope of Mathematical Pro-

ramming, Mixed Integer Linear Programming (MILP) is experienc-

ng a rapid grow in solving technical processes due to the advan-

ages of linear models ( Vielma, 2015 ). 

https://doi.org/10.1016/j.compchemeng.2018.05.001
http://www.ScienceDirect.com
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Nomenclature 

Indexes 

i unit index 

t time period index 

l transmission line index 

bu bus index 

c load index 

bu i power input bus index 

bu o power output bus index 

Constants 

a i , b i , c i , coefficients of fuel cost function for unit i 

($/MWh 2 ), ($/MWh),($) 

I total number of units 

T total number of periods 

R t spinning reserve required for time period t (MW) 

p LO 
i 

lower limit of power generation of unit i (MW) 

p UP 
i 

upper limit of power generation of unit i (MW) 

T ini 
i 

initial status of unit i (h) 

TD i minimum OFF time of unit i (h) 

TU i minimum ON time of unit i (h) 

DR i ramp-down rate limit of unit i (MW/h) 

UR i ramp-up rate limit of unit i (MW/h) 

SD i maximum shutdown rate of unit i (MW) 

SU i maximum startup rate of unit i (MW) 

Hsc i hot start costs of unit i ($) 

Csc i cold starts costs of unit i (h) 

T D 

cold 
i 

cold start hours of unit i (h) 

DC i shut down costs for unit i ($) 

bkt c, bu, t load requirement at load c, bus bu, and time t 

(MW) 

x l reactance of line l (p.u.) 

r l resistance of line l (p.u.) 

F l real power flow limit on transmission line l (MW) 

L total number of transmission lines 

BU total number of Buses 

C total number of Loads 

g b u i b u o susceptance of transmission line connecting the 

bus bu i with the bus bu o (p.u.) 

b b u i b u o conductance of transmission line connecting the 

bus bu i with the bus bu o (p.u.) 

�l, i , �l, c matrixes relating to the power flows on transmis- 

sion line l with the generator output i or load c 

t.a . i active time. Hour that the unit i is generating 

power (h) 

Variables 

u i, t binary variable: 1 if unit i is on, 0 if unit i is off, 

at time t 

p i, t power output of unit i at time period t (MW) 

cu i, t startup cost of unit i at time period t ($) 

cd i, t shut down cost of unit i at time period t ($) 

p _ l l,b u i ,b u o ,t real power flow of line l (MW) 

q _ l l,b u i ,b u o ,t reactive power flow of line l, input bus bui and 

output bus buo, and time t (MVAR) 

V bu voltage in bus bu (MV) 

θbu voltage angle in bus bu (rad) 

θb u i b u o 
difference of bus voltage angles between con- 

nected buses (rad) 

y l, t binary variable: Status of line l and time t 

Transmission constraints are important in the formulation of

UC problem, because they ensure that centers of consumption

are properly supplied by the power plants. Solutions of classical
nit Commitment Problem could lead to forbidden operating re-

ions of the system ( Guan, Zhai, & Papalexopoulos, 2003; Kazarlis,

akirtzis, & Petridis, 1996; Ostrowski, Anjos, & Vannelli, 2012;

uan, Srinivasan, Khambadkone, & Khosravi, 2015; Zhai, Guan, &

ang, 2009 ). When the works do not consider transmission con-

traints into the model, that could lead to several problems such as

ine overloads, or even that the systems are unable to transmit the

rogrammed generation. When transmission constraints are con-

idered and added to the UC problem, it is known as Security-

onstrained Unit Commitment Problem (SCUC). This approach pro-

ides an efficient and workable schedule which is more appropri-

ted for a real electric system. 

Plenty of methods have been proposed to solve transmis-

ion constraints in Security-Constrained Unit Commitment Prob-

ems ( Abdul-Rahman, Shahidehpour, Aganacic, & Mokhtari, 1996;

astillo, Conejo, Pedregal, Garcia, & Alguacil, 2002; Fu, Shahideh-

our, & Li, 2005; Guan et al. , 2005; Reza Norouzi, Ahmadi, Esmaeel

ezhad, & Ghaedi, 2014; Senthil Kumar & Mohan, 2010; Tseng

t al., 1999; Wang, Shahidehpour, Li, & Member, 2009; Yamin,

004; Zhao, Luh, Yan, Stern, & Chang, 2008 ), and have been applied

o complex systems ( Guy, 1971; Ruzic & Rajakovic, 1991 ). In 1995,

haw introduced a method which solve transmission constraints

rough Lagrangian relaxation ( Shaw, 1995 ). The Direct Method was

resented and lower-cost solutions were obtained compared with

o-called Indirect Methods. 

In the literature two models are mainly adopted to represent

ransmission limits: AC power flow and DC power flow. 

The AC power flow model is characterized by the high accuracy

nd detailed level of results, however obtaining an optimal solution

sing this model could be time consuming, especially in real large-

cale power systems. 

In real power markets analysis, the requirement of calculation

peed is of most concern, comparing with the requirement of cal-

ulation precision ( Zhu, 2009 ). DC power flow model ( Tseng, Guan,

 Svoboda, 1998 ) is an approximation of AC power flow and its

ain advantage is the reduction of computational requirements

ue to the use of linear equations, with an acceptable level of ac-

uracy ( Overbye, Cheng, & Sun, 2004; Stott, Jardim, & Alsac, 2009 ).

This paper presents a new approach for modeling the

CUC problem, based on the UC formulation developed in

 Marcovecchio, Novais, & Grossmann, 2014 ), with the aim to solve

he model though deterministic optimization. Transmission con-

traints presented in this paper are based on DC model. The goal

f this work is the implementation of binary variables for line

tatus to model transmission constraints, discriminating between

ctive and inactive lines. In this approach, the differences of the

oltage angle between buses depend on the power flow circula-

ion through lines that connect these buses. By implementing this

odel, it is possible to represent more solutions compared to clas-

ical models. Then, lower operating costs could be reached. In fact,

ariables of bus voltage angles can take wider ranges of values due

o the implementation of the proposed binary variables. Imple-

enting the proposed model, SCUC problems can be solved in ef-

cient computational times without implementing loops matrixes

s is done in other formulations ( Stagg & El-Abiad, 1968; Yan &

ekar, 2005 ). 

Works like Fu et al . (2005) and Wang et al. (2009) , include

ransmission constraints using AC power flow model, but this

odel does not decouple buses when there not power flow in

he associated transmission lines. On the other hand, Reza Norouzi

t al. (2014); Senthil Kumar and Mohan (2010); Yamin (2004) and

hao et al. (2008) implement the DC power flow model, but

he model does not distinguish between active or inactive lines.

ther works like Abdul-Rahman et al. (1996), Guan, Guo, and Zhai

2005) and Tseng et al. (1999) do not consider the voltage bus an-

le constraints at all. 
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With the aim of illustrating the effectiveness of the proposed

odeling, three systems are tested: a 6-bus system, a 31-bus sys-

em, and the IEEE 118–bus system. First, each UC problem is stud-

ed using CPLEX and Gurobi which are the most commonly used

olvers. Then SCUC problems are tested modeling transmission

onstraints without the proposed binary variables, as in the clas-

ical model formulation. In third place, the three systems are stud-

ed, including the proposed binary variables for modeling transmis-

ion constraints and results are compared to previous cases. Com-

arisons between solvers are presented. 

Another contribution of this paper is the implementation of

raphs to illustrate the obtained results. Graphs illustrate the sta-

us of lines and buses, according to their relative contribution to

he network. The proposed approach shows not only how to op-

rate the system in a more efficient way, but also indicates where

o emphasize maintenance and investments for renovation and ex-

ansion of networks for the companies responsible of the system

perations. 

The rest of this paper is organized as follows. The basic UC

roblem is mathematically formulated in Section II. The new ap-

roach for solving transmission constraints is introduced in Sec-

ion III. Numerical examples are shown in Section IV for illustrat-

ng the performance of the proposed model. Analyses of the results

btained are presented in Section V. Finally, Section VI draws the

onclusion of this work. 

. UC problem formulation 

The Unit Commitment problem (UC) consists in determining

he most economical scheduling of generating units with the aim

f meeting a forecast demand. The UC problem is formulated as

 mathematical programming model, whose objective function to

e minimized is the power system operating cost. It includes the

ost of the fuel consumed which is estimated by a quadratic func-

ion, together with fixed startup ( cu i, t ) and shutdown costs ( cd i, t )

f each unit over the time programming horizon (1) . ( Carrión &

rroyo, 2006; Marcovecchio et al., 2014 ). u i, t is a binary variable

hich indicate the ON/OFF status of the unit i . 

The electric system is composed by I thermal units; and a i , b i , c i 
re the coefficients for computing the fuel consumption cost when

nits are generating power ( p i, t > 0). There are C power loads that

epresent the demand, L transmission lines, and BU buses where

he generators, loads, or lines are located. The programming hori-

on includes T hours. 

Moreover, i is the set for generating units, c is the set for power

oads, l is the set for transmission lines, bu is the set for busses,

nd t is the set for time periods. 

in C = 

I ∑ 

i =1 

T ∑ 

t=1 

[(
a i u i,t + b i p i,t + c i p i,t 

2 
)

+ c u i,t + c d i,t 
]

(1) 

Where p i, t is the power generated by unit i during the time

eriod t , and u i, t is a binary variable which indicates the ON/OFF

tatus of unit i at each time period. 

With the aim of obtaining a MILP formulation, the quadratic

erms of the objective function (1) will be linearly underestimated.

Eqs. (2) –(20) are the constraints to be satisfied. 

The forecast demand of power to be met: 

C 
 

c=1 

BU ∑ 

bu =1 

bk t c,bu,t ≤
I ∑ 

i =1 

p i,t , t = 1 , . . . , T (2)

Spinning reserve ( R t ) is the on-line generation capacity that is

nloaded, but available by increasing the power output of units

hat are already connected to the power system. It can respond
uickly to compensate outages. 

C 
 

c=1 

BU ∑ 

bu =1 

bk t c,bu,t + R t ≤
I ∑ 

i =1 

p UP 
i u i,t , t = 1 , . . . , T (3)

Each unit has a minimum and maximum limit of real power

eneration: 

 i,t p LO 
i ≤ p i,t ≤ u i,t p UP 

i , t = 1 , . . . , T ; i = 1 , . . . , I (4)

The initial status ( T ini 
i 

) indicates the number of hours that each

nit has been online/offline before the beginning of the program-

ing horizon. And, the minimum UP/DOWN time is the number

f hours that each unit must remain in ON/OFF status, once it is

urned ON/OFF. 

Thus, initial status and minimum UP/DOWN times ( TU i / TD i ) de-

erminate the ON/OFF status of each unit at its earliest operating

eriods. 

 i,t = 0 ∀ i : T ini 
i < 0 ; t = 1 , . . . .. 

(
T D i + T ini 

)
(5)

 i,t = 1 ∀ i : T ini 
i > 0 ; t = 1 , . . . .. 

(
T U i − T ini 

)
(6)

If T ini 
i 

> 0 , it indicates the amount of hours that unit i was on-

ine before the first hour of the programing horizon. Similarly, if

 

ini 
i 

< 0 , it indicates the number of hours that unit i was offline. 

The number of hours that unit i must remain online/offline af-

er it was turned ON/OFF is imposed by Eqs. (7 )–( 10 ): 

u i,t − u i,t−1 ≤ u i,t+ j , i = 1 , . . . . . . I; t = 2 , . . . . . . T ;
j = 1 , . . . . . . (T U i − 1) (7) 

 i, 1 ≤ u i, 1+ j , ∀ i : T ini 
i < 0 ; j = 1 , . . . .. ( T U i − 1 ) (8)

u i,t+ j ≤ u i,t − u i,t−1 + 1 

i = 1 , . . . . . . I, t = 2 , . . . . . . T ; j = 1 , . . . . . . (T D i − 1) (9) 

 i, 1+ j ≤ u i, 1 , ∀ i : T ini 
i > 0 ; j = 1 , . . . . . . (T D i − 1) (10)

Ramp rate limits avoid possible unit damages due to an exces-

ive increase or decrease in the power output. UR i is a constant for

he ramp ascending limit and DR i is the ramp descending limit for

he unit i. SU i / SD i are the maximum start-up/shut down rates. 

p i,t−1 − D R i u i,t − S D i ( 1 − u i,t ) ≤ p i,t , i = 1 , 

. . . . . . I; t = 2 , . . . . . . T (11) 

p i,t ≤ p i,t−1 + U R i u i,t−1 − S U i ( 1 − u i,t−1 ) , i = 1 , 

. . . . . . I; t = 2 , . . . , T (12) 

The value of the variable star up cost depends of several tech-

ical characteristics of the generator. One of these characteris-

ics is the amount of hours that the unit has been in OFF sta-

us before it turns ON (DOWN time) Naidoo, 2007 ). If the DOWN

ime ≤ ( TD i + T cold 
i 

), then the start-up cost is computed as the hot

tart cost: Hsc i . If not, then it is computed as the cold start cost:

sc i . Eqs. (13) –( (17) define this cost function. T cold 
i 

is a constant

hat added to TD i , is the number of down time hours limiting be-

ween hot start cost and cold start cost. The value of Csc i is higher

han the value of Hsc i , because as time passes, the temperature of

nit is lower and more fuel is required for starting it up. 

The hot start cost is modeled by the following constraints: 

( u i,t − u i,t−1 ) Hs c i ≤ c u i,t , i = 1 , . . . , I; t = 2 , . . . , T (13)

 i, 1 Hs c i ≤ c u i,t , ∀ i : T ini < 0 (14)
i 



458 G.E. Alvarez et al. / Computers and Chemical Engineering 115 (2018) 455–473 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

q

 

 

m  

a  

fl  

T  

o  

fl  

b  

D  

e  

g

 

s

 

 

 

 

 

 

 

 

 

 

 

 

p  

e  

t  

(  

i  

p

 

p  

t  

S  

I  

g  

s

 

 

i  
Similarly, the cold start cost is modeled mathematically by Eqs.

(15) and (16) as follows: ⎛ 

⎝ u i,t −
∑ 

j<T D i + T cold 
i 

+1 

u i,t− j 

⎞ 

⎠ Cs c i ≤ c u i,t 

i = 1 , . . . . . . I; T D i + T cold 
i < t ≤ T (15)

( 

u i,t −
∑ 

j<t 

u i,t− j 

) 

Cs c i ≤ c u i,t , 

∀ i : T ini 
i < 0 ; (T D i + T cold 

i + 1) < t ≤
(
T D i + T cold 

i 

)
(16)

If unit i is not turned on at the time period t, Eq. (17) ensures

that the value of start-up cost is equal to zero. 

0 ≤ c u i,t , i = 1 , . . . , I; t = 1 , . . . , T (17)

Occasionally, a shut-down cost must be imposed. This is mod-

eled by Eqs. (18) and (19) . cd i, t is the shut-down cost variable. 

( u i,t−1 − u i,t ) D C i ≤ c d i,t , i = 1 , . . . , I; t = 2 , . . . , T (18)

( 1 − u i, 1 ) D C i ≤ c d i,t , ∀ i : T ini 
i > 0 ; (19)

In a similar way, Eq. (20) together with the optimization pro-

cess, prevent the shutdown cost from taking negative values. 

0 ≤ c d i,t i = 1 , . . . . . . I; t = 1 , . . . . . . T (20)

Eqs. (1) –(20) model the Unit Commitment Problem, when the

transmission constraints are not considered. These constraints are

discussed in the following section. 

3. SCUC problem formulation 

3.1. Formulation of transmission constraints using classic power flow 

models: AC and DC 

By the inclusion of transmission constraints, models may in-

cur in significant computational complexities due to variables

representing power flows through the lines are annexed. When

transmission constraints are included, the UC problem is known

as Security-Constrained Unit Commitment Problem (SCUC). These

constraints model the power flow of transmission network, in or-

der to ensure the capacities of the lines are not exceeded. In

( Shaw, 1995 ) the author introduced the following constraint to ad-

dress transmission constraints: 

−F l ≤ p l l,t = 

I ∑ 

i =1 

�l,i p i,t −
C ∑ 

c=1 

BU ∑ 

bu =1 

�l,c bk t c,bu,t ≤ F l , t = 1 , . . . , T 

(21)

where �l, i and �l, c are the matrixes relating to the power

flows on transmission line l with the generator output or load. 

The AC power flow model is detailed in ( Bai, Zhong, Xia, Kang,

& Xie, 2015 ) and is briefly described in this section. Eq. (22) mod-

els the real power flow sent from bus bu i to bus bu o , and

Eq. (23) represents the reactive power flow circulating from bus

bu i to bus bu o . 

p _ l b u i −b u o ,t = V b u i 

BU ∑ 

b u o =1 

V b u o 

(
g b u i ,b u o Cos θb u i −b u o ,t + b b u i ,b u o Sin θb u i −b u o ,t 

)
b u i = 1 , . . . , BU; b u o = 1 , . . . , BU; t = 1 , . . . , T (22)
i

 _ l b u i −b u o ,t = V b u i 

BU ∑ 

b u o =1 

V b u o 

(
g b u i ,b u o Sin θb u i −b u o ,t − b b u i ,b u o Cos θb u i −b u o ,t 

)
b u i = 1 , . . . , BU; b u o = 1 , . . . , BU; t = 1 , . . . , T (23)

A power system with BU buses results in an AC power flow

odel with 2 ∗BU non-linear equations and 8 ∗BU continuous vari-

bles. As a consequence, the major difficulty of the AC power

ow model is the computational effort required for its resolution.

herefore, a simplified lineal model based on the AC power flow

ne has been developed for Unit Commitment problem: DC power

ow model. The DC power flow model described in this section is

ased on ( Alvarez, Marcovecchio, & Aguirre, 2016; Van Den Bergh,

elarue, & D’haeseleer, 2014; Zhu, 2009 ). This model only consid-

rs active power flows and supposes transmission losses as negli-

ible. 

The DC power flow model is based on the following three as-

umptions: 

1 Voltage angle differences θb u i −b u o between neighboring buses

are small enough, such that the sine and cosine terms in the

AC power flow model can be approximated linearly as follows: 

Sin θb u i −b u o 
∼= 

θb u i −b u o (24)

Cos θb u i −b u o 
∼= 

1 (25)

2 Magnitudes of all bus voltages are assumed as equal to 1.0

[p.u.]. 

3 Transmission line reactances are greater than line resistances;

therefore, line resistances can be neglected. Furthermore, if l is

the line which connects the input bus bu i with the output bus

bu o , transmission line reactances and resistences are estimated

as follows: 

g b u i b u o = 

r b u i b u o 
r 2 

b u i −b u o 
+ x 2 

b u i −b u o 

= 

r l 

r 2 
l 

+ x 2 
l 

≈ 0 (26)

b b u i b u o = 

x b u i b u o 
r 2 

b u i −b u o 
+ x 2 

b u i −b u o 

= 

x l 

r 2 
l 

+ x 2 
l 

≈ − x l 

x 2 
l 

≈ − 1 

x l 
(27)

The real power flow balance for each bus of the system is com-

uted in Eq. (28) . This equation imposes that the sum of the gen-

rated power by all units ( p i, bu, t ), in addition to the difference be-

ween the sum of transmitted power which is entering the bus bu

 p _ l l,b u i ,b u o = bu,t ) and the sum of transmitted power which is leav-

ng the bus bu ( p _ l l,b u i = bu,b u o ,t ) , are equal to the sum the sum of all

ower loads. 

In this equation, variables p _ l l,b u i ,b u o ,t are replaced by the ex-

ression in Eq. (22) , but applying the three previous assump-

ions. Hence, Cos θb u i −b u o ,t is roughly equivalent to θb u i −b u o , and

in θb u i −b u o ,t is approximately equal to 1 (see Eqs. (24 ) and ( 25 )).

n addition, voltages V b u i and V b u o are computed as 1 p.u. Finally,

 b u i b u o 
is considered equal to 0 and b b u i b u o is assumed as − 1 

x l 
, con-

idering that line l connects buses bu i and bu o (see Eq. (27) ). 

I ∑ 

i =1 

p i,bu,t + 

L ∑ 

l=1 

p _ l l,b u i ,b u o = bu,t −
L ∑ 

l=1 

p _ l l,b u i = bu,b u o ,t 

= 

I ∑ 

i =1 

p i,bu,t + 

L ∑ 

l=1 

(
θb u i = bu,t − θb u o = bu,t 

x l 

)

−
L ∑ 

l=1 

(
θb u o = bu,t − θb u i = bu,t 

x l 

)
= 

C ∑ 

c=1 

bk t c,bu,t 

t = 1 , . . . , T (28)

The following sign convention is adopted: a power flow enter-

ng the bus is assumed positive and a power flow leaving the bus

s assumed negative. 
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.2. Implementation of binary variables for modeling the line status 

n the SCUC problem 

In the formulation of Eq. (28) , line power flows are determined

y the differences between the voltage angles of input and output

uses. Therefore, the differences between the voltage angles of all

onnected buses are always computed, even when there are not

ower flows in transmission lines. 

In this work, a more efficient and accurate modeling of the

ransmission constraints is proposed. For this purpose, a new set

f binary variables is incorporated ( y l,t ) for representing the sta-

us of the lines. In this model, if the power flow p_l l,t circulates

hrough the transmission line l at time t , the status of the line is

ctive. In this case, the value of y l,t is 1. 

On the other hand, when no power flow circulates through the

ine l at time t , the line status is inactive and the value of variable

 l,t is equal to 0. 

 l,t = 

{
1 i f p _ l l,t � = 0 

0 i f p _ l l,t = 0 

(29) 

The modeling of transmission constraints with the possibility to

ctive or deactivate lines is presented in the following equations.

he calculation of the value of power flow with binary variables is

ntroduced in (30) and (31) . M is a large positive constant. (
θb u i ,t 

− θb u o ,t 

)
− p _ l l,t x l ≤

(
1 − y l,t 

)
M 

t = 1 , . . . , T ; bu = 1 , . . . , BU; l = 1 , . . . , L (30) 

p _ l l,t x l −
(
θb u i ,t 

− θb u o ,t 

)
≤

(
1 − y l,t 

)
M 

 = 1 , . . . , T ; bu = 1 , . . . , BU; l = 1 , . . . , L 
(31) 

Constraints (32) and (33) impose the limits for the line power

ows: 

p _ l l,t ≤ y l,t F l , t = 1 , . . . , T ; l = 1 , . . . , L (32)

p _ l l,t ≥ −y l,t F l , t = 1 , . . . , T ; l = 1 , . . . , L (33)

Eqs. (34 ) and ( 35 ) show the particular case of constraints

30) and (31) when the status of line l is active (and in accordance,

he value of y l, t is 1). These equations are used to compute the

ower flow in line l as the voltage angle difference between buses

onnected by l , divided by the line reactance. (
θb u i ,t 

− θb u o ,t 

)
x l 

≤ p _ l l,t 

t = 1 , . . . , T ; bu = 1 , . . . , BU; l = 1 , . . . , L (34) 

p _ l l,t ≤
(
θb u i ,t 

− θb u o ,t 

)
x l 

t = 1 , . . . , T ; bu = 1 , . . . , BU; l = 1 , . . . , L (35) 

Otherwise, when the status of line l is inactive (and the value

f y l, t is 0), Eqs. (30) and (31) are applied as it is showed in

onstraints (36) and (37) . Therefore, in this cases, Eqs. (30) and

31) have no influence over the variables involved, since M is a very

arge positive constant. (
θb u i ,t 

− θb u o ,t 

)
− p _ l l,t x l ≤ M 

t = 1 , . . . , T ; bu = 1 , . . . , BU; l = 1 , . . . , L (36) 

p _ l l,t x l −
(
θb u i ,t 

− θb u o ,t 

)
≤ M 

t = 1 , . . . , T ; bu = 1 , . . . , BU; l = 1 , . . . , L (37) 
The main advantage of incorporating binary variables to a

ransmission constraint model is the reduction in the number of

uses that are dependent on each other. In fact, the classical DC

ower flow model considers that the voltage angle of bus Ɵ de-

ends on all buses which are connected to it, even all those buses

ith no power flow on the connecting line. In contrast, with the

roposed model the voltage angle of each bus is computed taking

nto account only the buses connected to it whose connecting lines

re active. Due to this reduction in the interdependence of buses,

oltage angles can take other values producing a better distribu-

ion of power flows through transmission lines. With the introduc-

ion of y-variables in this model that solves a minimization prob-

em, the goal is to increase power flows in some lines by increasing

he amount of lines in off-status. The increase is due to the novel

odel seeks to obtain the smallest possible quantity of variables

 l, t with value 1. If there are fewer active lines, variables Ɵ have

ewer active restrictions. Consequently, by applying the proposed

odel, alternative solutions with lower costs can be found, that

re not provided by classical models. 

Additionally, the implementation of the binary variables for the

ctive/inactive status of each line may facilitate the maintenance

f power systems, since the scheduling obtained allows to identify

ines at inactive status that can be taken out of service. 

.3. An illustrative example 

With the aim of illustrating the scope of the incorporation of bi-

ary variables for modeling the transmission network and the ad-

antages of the proposed model, two simple cases are presented in

ig. 1 . The one-line diagram of this figure corresponds to a power

ystem with four buses, four transmission lines, one unit located

t the bus 1, and one load located at the bus 4. In this system,

ransmission losses are neglected. The power produced by the unit

s 60 [MW], and it must be transmitted from the bus 1 to the bus

 where the load is located. 

In Case A, transmission constraints are modeled using the clas-

ical DC power flow model. In this case, a power flow of 28.421

MW] circulates trough lines 1 and 3, and a power flow of 31.579

MW] circulates trough lines 2 and 4. As a consequence, the value

f the voltage angle of bus 1 ( Ɵ1 ) depends on relationships be-

ween buses 1-2 via Eq. (38) , and buses 1-3 through Eq. (39) . 

p _ l 1 = 

θ1 − θ2 

x 1 
= 28 . 421 [ MW ] (38)

p _ l 2 = 

θ1 − θ3 

x 2 
= 31 . 579 [ MW ] (39)

In Case B, y-binary variables are implemented to model trans-

ission constraints. In this case, a power flow of 60 [MW] circu-

ates from the bus 1 to the bus 4, through lines 1 and 3. The power

ows in line 1 and 3 are modeled by constraints (30–33). The sta-

us of these lines is active and thus the values of y 1 and y 3 are 1.

hese constraints ensure that the power flows on the lines 1 and

 are limited by their maximum capacities. 

However, in Case B there is no power flows on lines 2 and 4,

hus these lines are inactive and the values of y 2 and y 4 are 0. With

hese values, constraints (30–33) are deactivated, i.e., they have no

nfluence over the variables involved. 

In Case A, variable Ɵ1 depends on two relationships with Ɵ1 -

2 and Ɵ1 - Ɵ3 , since there are power flows on lines 1 and 3. In-

tead, in Case B, variable Ɵ1 depends only on the relationship with

2 because lines 2 and 4 are inactive. Indeed, for the solution ob-

ained with the proposed model, power flows on lines 1 and 3 are

ncreased, enabling lines 2 and 4 to be deactivated. 

This simple example illustrates the fact that the proposed

odel, including y-binary variable can represent more solutions
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Fig. 1. Illustrative example. One-line diagram: Cases A and B. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1 

6-bus system, Case 4.1.1: UC Problem. Performance of solvers. 

Solver Cost [$] CPU time [s] 

CPLEX 73721.7 0.110 

Gurobi 73721.7 0.104 
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than the classical model. For this example, both solutions can be

obtained with the novel model, while the optimization process

chose the solution of case B as the best option for operating the

system when the proposed model is solved. However, the solution

of case B is infeasible for the classical DC model; in fact, there is

not a possible combination of the voltage angles between buses 1-

2/1-3 and 2-4/3-4 in order to lines take values of 60 or 0 [MW], re-

spectively. Then, for the example illustrated, none of the aforemen-

tioned relationships can be deactivated with the classical model. 

Releasing lines in certain periods of time allow maintenance

and other activities without affecting the supply of demand. 

4. Numerical test 

The proposed model was implemented for three power systems

in General Algebraic Modeling System (GAMS). Solvers CPLEX and

Gurobi were applied in an Intel i5 (2.67 Ghz), 4 GB Ram computer.

First, a 6-bus power system is solved in order to illustrate the

methodology. Second, a 31-bus power system is addressed, and for

this case, results are analyzed and interpreted graphically. Finally,

to prove the effectiveness of the proposed model the well-known

IEEE 118-bus power system is studied. This last power system is

about 18 times larger than the first system and 4 times larger than

the second one. 

4.1. 6-bus system 

First, a 6-bus system was addressed. The data for this system

can be found in ( Grey & Sekar, 2008 ). This system consists of 3

generators, 3 loads, and 11 transmission lines. Fig. 2 shows the

corresponding one-line diagram. Three cases of this system were

tested to show the importance of considering transmission con-

straints and the effects of including binary variables for their mod-

eling. 

Case 4.1.1: Firstly, the UC problem without network constraints

is considered. Operational costs of this system and CPU times for

the optimal solutions obtained with solvers CPLEX and Gurobi

are shown in Table 1 . The solutions obtained with these solvers

present the same objective value $ 73,721 and very similar execu-
ion times. The solution of this case is $4601 lower than the solu-

ion reported in ( Grey & Sekar, 2008 ). 

The absolute gap is the difference between the objective value

f the best known solution and the best lower bound of the objec-

ive function, and the relative gap is the absolute gap divided by

he best lower bound. In this case, the relative gap was set at 0. 

Table 2 shows the schedule of commitments, where 1/0 repre-

ent the ON/OFF status of each unit for each time period during

he programming horizon. Unit 1 is ON during the entire program-

ing horizon while units 2 and 3 are used at peak periods to reach

he demand. 

The model is composed of 1196 equations, 289 continuous vari-

bles and 72 binary variables. 

Case 4.1.2: In the second case UC problem with transmission

onstraints is solved, by implementing the classical model, i.e. the

roblem known as SCUC problem. In order to illustrate the effects

f network constraints on the total cost, the data for transmission

ines were modified in this case. Table A1 in Appendix A shows the

ew limits for power flow lines. 

If the solution obtained in the previous case for UC problem is

pplied to this model, it results to be infeasible since the values

or power outputs obtained from UC schedule cannot adjust the

imitations of the lines. 

Table 3 shows the values of objective functions and CPU times

btained with solvers CPLEX and Gurobi when the relative gap 0 is

equired. 

After including transmission constraints, the optimal total cost

esulted around 5.5% higher than the one obtained for the UC

roblem. Table 4 shows the schedule of commitments in this in-

tance. 

Transmission line power flows for each time period are shown

n Table 5 . The negative values of power flows indicate that the
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Fig. 2. 6- bus system: one-line diagram. 

Table 2 

6-bus system, Case 4.1.1: UC Problem. Schedule of committed units. 

HOURS 

U 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

G1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

G2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 

G3 0 0 1 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 1 1 1 0 

Table 3 

6-bus system, Case 4.1.2: SCUC Problem with classical DC model. Performance of 

solvers. 

Solver Cost [$] CPU time [s] 

CPLEX 77775.1 0.249 

Gurobi 77775.1 0.149 
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irections of these flows are inverse to the ones originally assumed

see Fig. 2 ). The table also shows that there are four time periods

hours 18–21) in which some of the lines 4, 6, 8, 10, or 11 are

nactive. 

In this case, the SCUC model with DC transmission constraints

ncludes 2396 equations, 2017 continuous variables and 72 binary

ariables. 

Case 4.1.3: For the third case, SCUC problem is solved, includ-

ng y l,t binary variables for modeling transmission constraints. The

roduction costs and CPU times obtained with both solvers by re-

uiring relative gap 0 are shown in Table 6 . Similar to case 4.1.1,
Table 4 

6-bus system, Case 4.1.2: SCUC Problem with classical DC model. Schedule of comm

Hours 

Unit 1 2 3 4 5 6 7 8 9 10 11 12 13

G1 1 1 1 1 1 1 1 1 1 1 1 1 1 

G2 0 0 0 0 0 0 0 0 0 1 1 1 1 

G3 0 0 0 0 0 0 0 0 0 0 0 0 0 
he optimal cost is 5.0% higher than the one obtained for the UC

roblem in case 4.1.1. However, the incorporation of binary vari-

bles for modeling transmission constraints enables alternative so-

utions that cannot be represented through the classical model. As

 result, the optimal cost obtained in this case is slightly lower

han the one obtained with the classical model in case 4.1.2. 

Table 7 presents the schedule of commitments. As in previous

ases, unit 1 is ON at all time periods. Unit 2 is committed at hours

0–17 and 20–23, and unit 3 is committed only at hours 18–20. 

Transmission line scheduling for this case is shown in Table 8 .

his table shows that there are 19 time periods (hours 1–10, 14–

6, 18–21, and 23–24) in which some of the lines 4, 6, 8, 10, or 11

ave no power flows. This number of periods in which some lines

re inactive is considerably higher than the one obtained with the

lassical model in case 4.1.2. Thus, another important advantage of

he proposed model is the fact it allows to obtain a higher number

f lines and hours available for receiving maintenance. 

This model consists of 2396 equations, 2017 continuous vari-

bles, and 336 binary variables. 
itted units. 

 14 15 16 17 18 19 20 21 22 23 24 

1 1 1 1 1 1 1 1 1 1 1 

1 1 1 1 0 0 1 1 1 1 0 

0 0 0 0 1 1 1 1 0 0 0 
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Table 5 

6-bus system, Case 4.1.2: SCUC Problem with classical DC model. Transmission line scheduling, in MW. 

Hour Transmission Line 

L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 

1 73.97 91.99 55.14 10.98 36.03 5.82 21.14 −3.80 14.82 −4.60 8.27 

2 68.25 84.87 50.87 10.13 33.25 5.37 19.50 −3.50 13.67 −4.30 7.63 

3 64.47 80.17 48.06 9.57 31.40 5.08 18.42 −3.30 12.92 −4.00 7.20 

4 62.56 77.80 46.64 9.29 30.47 4.93 17.88 −3.20 12.53 −3.90 6.99 

5 60.69 75.47 45.24 9.01 29.56 4.78 17.34 −3.10 12.16 −3.80 6.78 

6 61.63 76.64 45.94 9.15 30.02 4.85 17.61 −3.20 12.35 −3.90 6.89 

7 62.56 77.80 46.64 9.29 30.47 4.93 17.88 −3.20 12.53 −3.90 6.99 

8 67.35 82.83 48.22 10.83 30.95 3.31 22.25 −6.60 17.43 −5.30 0.00 

9 75.85 94.32 56.54 11.26 36.94 5.97 21.67 −3.90 15.19 −4.80 8.48 

10 74.03 97.46 57.91 13.48 46.87 8.56 25.12 −3.10 16.56 −5.30 8.19 

11 75.94 99.84 59.33 13.76 47.80 8.71 25.67 −3.20 16.94 −5.40 8.41 

12 75.38 100 59.35 14.07 49.25 9.09 26.14 −3.00 17.11 −5.50 8.33 

13 75.94 99.84 59.33 13.76 47.80 8.71 25.67 −3.20 16.94 −5.40 8.41 

14 74.03 97.46 57.91 13.48 46.87 8.56 25.12 −3.10 16.56 −5.30 8.19 

15 73.01 96.16 57.16 13.34 46.31 8.49 24.86 −3.00 16.37 −5.20 8.09 

16 73.01 96.16 57.16 13.34 46.31 8.49 24.86 −3.00 16.37 −5.20 8.09 

17 75.38 100 59.35 14.07 49.25 9.09 26.14 −3.00 17.11 −5.50 8.33 

18 70.23 100 52.68 0 59.55 0 10.68 15.76 44.74 −10.50 1.26 

19 70.99 100 59.67 −2.80 58.01 0 15.80 0 38.62 −5.20 0 

20 71.99 100 59.34 13.34 56.02 0 29.06 0 24.78 −5.50 0 

21 70.08 100 55.96 14.45 59.84 9.24 26.90 −3.20 17.68 0 8.69 

22 74.57 100 59.25 14.41 50.86 9.54 26.65 −2.90 17.27 −5.60 8.23 

23 73.09 96.30 57.21 13.34 46.42 8.48 24.86 −3.00 16.37 −5.20 8.09 

24 76.82 95.52 57.26 11.40 37.42 6.05 21.95 −4.00 15.39 −4.80 8.58 

Table 6 

6-bus system, Case 4.1.3: SCUC Problem including y binary variables. Performance 

of solvers. 

Solver Cost [$] CPU time [s] 

CPLEX 77423.6 2.496 

Gurobi 77423.6 2.711 
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4.2. 31- bus system 

This system has 31 buses, 16 generating units and 43 lines. The

data for this system can be found in ( Guo, 2012 ) and its one-line

diagram is depicted in Fig. 3 . Here again, three cases are consid-

ered: the UC problem, the SCUC problem with classic DC power

flow model, and finally, the SCUC problem with the proposed y bi-

nary variables ( y l,t ) . 

Case 4.2.1: In this case, the UC problem without network con-

straints is considered. Table 9 presents the optimal costs and com-

putational times obtained with solvers CPLEX and Gurobi, requir-

ing relative gap 0. Gurobi resulted almost 8 s faster than CPLEX.

The model includes 7307 equations, 1537 continuous variables, and

384 binary variables. 

Case 4.2.2: In this case, SCUC problem is considered by imple-

menting the classical DC power flow. The optimal operation costs

and CPU times are presented in Table 10 . Due to the application of

transmission constraints, the operating cost obtained in this case

with both solvers is $ 2173 higher than the optimal cost of the

UC problem in case 4.2.1. To reach relative gap 0, solver Gurobi

required 18.2 s less than CPLEX. The model in this case is com-
Table 7 

6-bus system, Case 4.1.3: SCUC Problem including y binary variables. Schedule of c

Hours 

Unit 1 2 3 4 5 6 7 8 9 10 11 12 13

G1 1 1 1 1 1 1 1 1 1 1 1 1 1 

G2 0 0 0 0 0 0 0 0 0 1 1 1 1 

G3 0 0 0 0 0 0 0 0 0 0 0 0 0 
osed of 12,179 equations, 8473 continuous variables, and 384 bi-

ary variables. 

Case 4.2.3: Finally, SCUC problem with the proposed y l,t binary

ariables for modeling transmission constraints is considered. The

odel in this case is composed of 12,179 equations, 8473 contin-

ous variables, and 1416 binary variables. Logically, the model has

ore variables than the previous case. Consequently, this model

esulted harder to solve by requiring relative gap 0. Then, different

PU time limits were tested with the aim of analyzing the per-

ormance of the model; Table 11 shows the results. For each CPU

ime limit, total costs and relative gaps for both solvers are very

lose. Considering the cases tested, it can be seen that increasing

he time limit does not necessarily lead to better solutions. In fact,

ost savings for high time limits are minor. Solvers can find good

olutions easily, but they spend too much time trying to reduce

he gap. Then, it can be concluded that optimal solutions for the

roposed model can be found in relative short CPU time, reaching

ight relative gap, even though relative gap 0 is not warranted. 

On the other hand, for time limits greater than 200 s, the op-

imal costs obtained with the proposed model are lower than the

nes obtained in case 4.2.2 with the classic DC power flow model.

s was mentioned before, real alternative solutions can be repre-

ented when y l,t binary variables are incorporated for transmission

odeling, that are unfeasible for the classic DC power flow model.

hus, this case exemplifies that cost savings can be achieved with

he proposed model since solutions with better operating cost can

e obtained. 

Regarding lines that are inactive in some period of time, for

xample the solution obtained with CPLEX and 10,0 0 0 s of time

imit presents a total of 261 time periods in which some line is
ommitted units. 

 14 15 16 17 18 19 20 21 22 23 24 

1 1 1 1 1 1 1 1 1 1 1 

1 1 1 1 0 0 1 1 1 1 0 

0 0 0 0 1 1 1 0 0 0 0 
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Table 8 

6-bus system, Case 4.1.3: SCUC Problem including y binary variables. Transmission line scheduling, in MW. 

Hour Transmission Line 

L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 

1 74.11 92.03 54.96 12.84 35.83 0 25.44 −5.9 18.78 −4.8 0 

2 68.03 86.15 49.82 11.56 36.25 0 20.22 0 11.56 0 9.01 

3 61.7 79.67 51.33 0 35.95 0 25.75 −5.8 5.81 0 6.97 

4 61.54 78.43 47.03 0 33.77 5.99 21.78 −7.1 7.10 0 8.52 

5 58.08 75 48.32 0 33.84 0 24.24 −5.5 5.47 0 6.56 

6 58.98 76.16 49.06 0 34.36 0 24.62 −5.6 5.55 0 6.66 

7 61.94 77.62 47.44 11.12 31.36 0 19.46 0 11.12 −3.2 6.82 

8 65.71 82.35 50.34 11.8 33.27 0 20.65 0 11.8 −3.4 7.23 

9 74.79 95.2 56.71 11.74 40.82 0 22.24 −3.4 15.13 0 7.97 

10 72.43 98.16 58.81 14.55 51.48 0 26.4 −1.9 16.41 0 7.07 

11 75.94 99.84 59.33 13.76 47.8 8.70 25.67 −3.2 16.94 −5.4 8.40 

12 75.38 100 59.35 14.07 49.25 9.09 26.14 −3 17.11 −5.5 8.33 

13 75.94 99.84 59.33 13.76 47.8 8.70 25.67 −3.2 16.94 −5.4 8.40 

14 74.02 99.22 56.16 14.71 50.42 0 28.89 −6.3 20.99 0 0 

15 71.41 96.84 58.08 14.42 50.85 0 26.14 −1.8 16.22 0 6.96 

16 71.41 96.84 58.08 14.42 50.85 0 26.14 −1.8 16.22 0 6.96 

17 75.38 100 59.35 14.07 49.25 9.09 26.14 −3 17.11 −5.5 8.33 

18 70.23 100 52.68 0 59.55 0 10.68 15.76 44.74 −10.5 1.25 

19 70.99 100 59.67 −2.8 58.01 0 15.8 0 38.62 −5.2 0 

20 71.99 100 59.34 13.34 56.02 0 29.06 0 24.78 −5.5 0 

21 70.08 100 55.96 14.45 59.84 9.24 26.9 −3.2 17.68 0 8.69 

22 74.57 100 59.25 14.41 50.86 9.53 26.65 −2.9 17.27 −5.6 8.22 

23 73.07 98.03 55.5 14.57 49.93 0 28.58 −6.2 20.74 0 0 

24 77.56 97.63 54.41 12.07 40.13 0 25.36 −8.5 20.56 0 0 

Table 9 

31- bus system, Case 4.2.1: UC Problem. Performance of solvers. 

Solver cost [$] CPU time [s] 

CPLEX 1103044.7 62.7 

Gurobi 1103044.7 50.9 

Table 10 

31-bus system, Case 4.2.2: SCUC with classical DC model. Performance of solvers. 

Solver Cost [$] CPU time [s] 

CPLEX 1105217.9 122.7 

Gurobi 1105217.9 104.5 

Table 11 

31- bus system, Case 4.2.3: SCUC with y binary variables. Performance of solvers. 

Solver COST [$] REL. gap CPU t. limit [s] 

CPLEX 1125110.1 0.0236 100 

Gurobi 1105484.6 0.0027 100 

CPLEX 1105741.1 0.0023 500 

Gurobi 1104987.0 0.0012 500 

CPLEX 1105668.3 0.0019 10 0 0 

Gurobi 1104962.6 0.0010 10 0 0 

CPLEX 1105554.3 0.0016 3600 

Gurobi 1104702.2 0.0 0 07 3600 

CPLEX 1104538.4 0.0 0 06 10,0 0 0 

Gurobi 1104581.8 0.0 0 04 10,0 0 0 
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Table 12 

IEEE 118-bus system, Case 4.3.1: UC Problem. Performance of CPLEX and Gurobi. 

Solver Cost [$] CPU time [s] 

CPLEX 133,983,648 3.8 

Gurobi 133,983,648 3.5 

Table 13 

IEEE 118-bus system, Case 4.3.1: SCUC problem with classical DC model. Perfor- 

mance of CPLEX and Gurobi. 

Solver Cost [$] CPU time [s] 

CPLEX 142,947,848 37.2 

Gurobi 142,947,848 81.4 
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nactive. This constitutes an increase of 522% with respect to this

mount for the solution obtained with the classical DC model in

ase 4.2.2. In these time periods, inactive lines may receive main-

enance, among other applications. 

.3. IEEE 118- bus system 

The well-known IEEE 118-bus system ( Badakhshan, Kazemi, &

hsan, 2015; Lotfjou, Shahidehpour, & Fu, 2010; Reza Norouzi et al.,

014 ), is implemented to study the performance of binary variables

 l,t . The system has 54 thermal units, 186 transmission lines, and

1 loads. The one-line diagram is shown in Fig. 4 and the data for
his system can be found in Appendix B . Here again, three cases

ere solved. 

Case 4.3.1: the base UC problem without transmission con-

traints was solved. Table 12 presents the optimal costs and CPU

imes for solvers tested when relative gap 0 is required. For this

ase, both solvers have very similar performances. The model has

6,389 equations, 5185 continuous variables, and 1296 binary vari-

bles. 

Case 4.3.2: In the second case, transmission constraints mod-

led with the classical DC power flow model are consid-

red. Table 13 shows that the optimal operating cost increases

8,946,199 respect to the UC problem. CPLEX is 44 s faster than

urobi, when the relative GAP is set to zero. The size of this model

s: 47,077 equations, 34,801 continuous variables, and 1296 binary

ariables. In this case, there are only 17 time periods in which

ome lines are inactive. 

Case 4.3.3: In this case, binary variables y l,t are applied to model

ransmission constraints in the SCUC problem. By applying the pro-

osed model, a cost saving of up to 3.6% is achieved. The model

f this case is composed of 47,077 equations, 34,801 continuous

ariables, and 5760 binary variables. Here again, due to the higher

umber of binary variables, the model is hard to solve by requiring

elative gap 0. Then, five different time limits were tested for this

ase. 
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Fig. 3. 31-bus system: one-line diagram. 

Fig. 4. IEEE 118-bus system: one-line diagram ( Illinois Center for a Smarter Electric Grid, 2013 ). 
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Table 14 

IEEE 118-bus system, Case 4.3.1: SCUC problem with classical DC model. Perfor- 

mance of solvers. 

Solver Cost [$] REL. gap CPU t. limit [s] 

CPLEX 151612810.9 0.1145 100 

Gurobi No solution returned – 100 

CPLEX 141177337.6 0.0490 500 

Gurobi No solution returned – 500 

CPLEX 140017162.3 0.0406 10 0 0 

Gurobi No solution returned – 10 0 0 

CPLEX 137753403.3 0.0248 3600 

Gurobi 137977523.4 0.0256 3600 

CPLEX 135976766.5 0.0119 10,0 0 0 

Gurobi 137015247.2 0.0185 10,0 0 0 
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Fig. 5. 31-bus system. Utilization factor versus commitment factor for generating 

units. 
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Performances for both solvers are presented in Table 14 . For

PU time limits up to 10 0 0 s, Gurobi is unable to obtain a feasible

olution. For this case CPLEX exhibits a better performance, find-

ng good solutions in few seconds, and improving it when the time

imit increases. For CPU time limits higher than 500 s, the solutions

btained with CPLEX present costs considerably lower than the op-

imal solutions obtained with the classic DC power flow model in

ase 4.3.2. In fact, at 10 0 0 s, the cost of the solution obtained with

PLEX is $2,930,686 lower than the one obtained in case 4.2.3;

t 3600 s, the cost saving is $5,194,445, while at 10,0 0 0 s of the

PU time limit, the solution obtained with the proposed model is

6,971,082 lower than the one for the classical DC model. 

This example also illustrates that the proposed model is capable

f representing more solutions than the classical model, and in this

ay it is possible to find solutions more economic that satisfy the

equired demand. 

For the systems previously tested, the performances of Gurobi

re better than CPLEX. But, in this case, CPLEX reaches feasible so-

utions with lower operating costs than Gurobi for all CPU time

imits. 

For the best solution found in this case with the proposed

odel, there are 947 time periods in which some lines are inac-

ive. This constitutes an increase of 5570% in the number of such

ime periods compared with the best solution found with the clas-

ical model in case 4.3.2. 

. Analysis of results 

.1. 6-bus system 

Clearly, the total generating cost obtained for the UC problem is

ower than the one obtained for the SCUC problem (with the clas-

ical DC model), due to the implementation of transmission con-

traints. In this case, when transmission line limits are taken into

ccount, the obtained solution implies that the units must gener-

te in a more expensive way, in comparison with the solution of

C problem. 

Furthermore, with the proposed model a reduction in the total

ost was achieved, compared to the classical DC model, and that is

ue to the inclusion of y l,t variables. Indeed, a greater number of

easible solutions can be obtained by the application of the novel

odel. This fact increases the chances of obtaining cheaper solu-

ions. In addition, it increases the number of inactive lines (avail-

ble to receive maintenance), comparing the DC model and the

ew model. 

.2. 31-bus system 

For the 31-bus system, the situation is similar to 6-bus system.

CUC problem solution is higher than UC solution, as consequence

f transmission constraints. 
Comparing results of the classical DC model and the new trans-

ission model, it can be seen that there is a decrease in the total

ost and the increase of 522% in the number of inactive lines, are

ue to the qualities of the novel model, which have been detailed

bove. 

The 31-bus power system is chosen for presenting a more de-

ailed analysis of the obtained results through graphics. 

The analysis of generator performance is crucial for the system

peration; it allows identifying which unit is operating close to its

aximum capacity as well as its participation in the total power

roduced. 

Fig. 5 illustrates the relationships between power produced by

nits and their committed times. Abscissa axis represents the com-

itment factor for generating units (40) , which is the sum of hours

uring which the unit is committed (active time ( t.a . i )) divided by

he programming horizon, usually 24 h are adopted. ∑ T 
t=1 t.a . i 
24 

, ∈ [ 0 , 1 ] i = 1 , . . . , I (40)

Ordinate axis represents the utilization factor for generating

nits , which is the ratio of the power produced ( p i, t ) divided by

he maximum power produced by units along the programming

orizon ( p UP 
i,t 

) (41) . 

∑ T 
t=1 p i,t ∑ T 
t=1 p 

UP 
i,t 

, ∈ [ 0 , 1 ] i = 1 , . . . , I (41)

Fig. 5 shows that there are three generators occupied 100% of

he time horizon: units 6, 5 and 4. Units 10, 11, 12, 14, 15 and 16

ave values lower than 10% for both factors; even, four of them are

ffline along the whole time horizon. For units 1, 2, 3, 7, 9 and 13

oth factors assume values between 10% and 90%. Hence, it can

e appreciated that units 5-6 present the major contribution to

he power system, because they present values of 1 for both fac-

ors. Units 9 and 4 also represent a great importance for the sys-

em because they have elevated percentages for both factors (over

0%), although they have lower values than units 5-6. It means that

hese four units are committed the major part of the programming

orizon and produce 59.3% of the total power generation. 

Transmission lines are also analyzed, since their role in meeting

he demand is equally important. The performances of lines with

ighest incidence in the system are presented in Fig. 6 . 

Abscissa axis represents the programming horizon. Ordinate

xis represents the utilization factor for transmission line , which is
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Fig. 6. 31-bus system. Utilization factor for transmission line. 
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the power flow in line l at time t ( p _ l l,t ) , divided the maximum

line capacity ( ̄F l,t ) (42) . The lines illustrated in the figure are the

four lines with higher utilization factor for transmission line: lines

8, 24, 37 and 38; besides, lines 37 and 38 assume the same values.

Figure shows that these four lines are very close to their max-

imum capacities at three time intervals: (1) between hours 7 and

9, (2) between hours 12 and 17, and (3) between hours 19 and

23. Three intervals match with the higher values of the hourly de-

mand. 

p _ l l,t 

F̄ l,t 
, ∈ [ 0 , 1 ] l = 1 , . . . , L ; t = 1 , . . . , T (42)
Fig. 7. 31- bus system. Lines with the highest 
Fig. 7 displays the one-line diagram for the system, highlighting

he lines with highest and lowest utilization factors. It is important

o identify lines with highest utilization factors because they are

lose to their power flow limits. As a consequence, an increase in

he demand could overload these lines. Furthermore, it is impor-

ant to identify which lines have the lowest utilization factors. In

his system, there are three lines with low utilization factor: lines

1, 39, and 40. A low value for this factor indicates a waste of valu-

ble resources of the system. For example, in case of an increase in

he demand, a possible solution would be to install new generators

n buses near to lines with low utilization. This constitutes an op-

ion to meet the demand without needing to invest in new lines. 

In Fig. 7 , four lines with highest utilization factor are high-

ighted and labeled with HF. Particular attention should be paid

o these lines because they are close to their limit. Hence, if any of

hem is out of service, this could raise problems, in particular, for

he connections of buses: lines 37 and 38 connect bus 31 which

as a load and three generators. Line 24 is the only connection be-

ween buses 19 and 16. In addition, buses 6 and 7 are connected

nly by line 8. 

Three lines with the lowest values of utilization factor are also

ighlighted and labeled with LF. In the figure, it can be appreciated

han lines 11 and 39 are important for the system because are the

nly connection between buses 7–16 and 26-27, but respectively,

he importance of line 40 is greater because it is the only connec-

ion between bus 29 and the rest of the power system. If this line

s damaged, generator 10 could not transmit its power output. 

If losses are considered as negligible, the power flow entering to

us is the same as the output power flow Eq. (22) . The following

gure helps with the interpretation of power magnitudes that are

upported by each bus. Thus, Fig. 8 shows the sum of power flow

ntering the bus bu from generator i and line l for each time period

43) along the programming horizon. For clarity purposes, only the
and lowest values of transmission factor. 
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Fig. 8. 31-bus system. The three buses with biggest sums of power flow entering 

to them. 
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c  
 buses with biggest sums of power flow entering are depicted in

ig. 8: buses 7, 18, and 31. These buses must be able to support

ower flows higher than 20 0 0, 2970, and 180 0 [MW], respectively,

ccording to the maximum values of power flow entering buses

er hour indicated in the figure. 

I 
 

i =1 

p i,b u i = bu,t + 

BU ∑ 

bu =1 

L ∑ 

l=1 

p _ l l,b u i = bu,t,b u o [ MW ] , t = 1 , . . . , T (43)

It is important to identify these buses that are critical for the

ower system. In fact, an excess of power flows in one of these

uses would cause a technical failure, with serious complications

ffecting the whole system such as: generators or loads may result

solated. 

As can be seen from one-line diagrams, the input bus bu i is

onnected to the output bus bu o through the line l . A graphical

epresentation of relationships between lines and buses is shown

n Fig. 9 , which depicts the utilization factor for lines at hours with
Fig. 9. 31- bus power system. L
ower flow at the ordinate axis along the time horizon. This factor

s the sum of power flows of line l divided by the sum of max-

mum power flow which line l can support Eq. (44) . The sum is

omputed over the hours at which power flow circulates through

ach line. Line - input/output bus factors are computed for each line

t the two buses the line connects ( Eqs. (45 ) and ( (46) ); and they

re presented in abscissa axis. Eq. (45) represents the line - in-

ut bus factor , which is computed as the ratio between the sum

f power flows which are entering the bus bu i = bu through line l ,

nd the sum of power flows from all lines which are entering the

ommon bus bu i = bu for the hours at which power flow circulates

hrough each line. Eq. (46) represents the line - output bus factor ,

alculated as the ratio between the sum of power flows which are

eaving the bus bu o = bu through line l , and the sum of power flows

rom all lines which are leaving the common bus bu o = bu . ∑ 

t / p _ l l,t,bu � =0 p _ l l,t,bu ∑ 

t / p _ l l,t,bu � =0 F̄ l 
l = 1 , . . . , L ; ; bu = 1 , . . . , BU (44)

∑ 

t / p _ l l,t,bu � =0 p _ l l,t,b u i = bu ∑ 

t / p _ l l,t,bu � =0 

∑ l= L 
l=1 p _ l l,t,b u i = bu 

, l = 1 , . . . , L ; b u i = 1 , . . . , BU;

(45) 

∑ 

t / p _ l l,t,bu � =0 p _ l l,t,b u o = bu ∑ 

t / p _ l l,t,bu � =0 

∑ l= L 
l=1 p _ l l,t,b u o = bu 

, l = 1 , . . . , L ; ; b u o = 1 , . . . , BU 

(46) 

Each point in the ordinate axis of Fig. 9 matches to two points

n the abscissa axis: the point corresponding to the bus where the

ower flow comes in and the point where the power flow comes

ut. 

In this figure, two main zones where delimited by the value of

.5 for the three factors. The zone in the upper right side is called

igh performing zone . In this zone the lines and buses are near full

apacity; meaning a good utilization of the lines. High performing
ine performance per bus. 
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Fig. 10. 31-bus power system. Line performances according to their maximum capacities. 
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zone includes lines 8, 11, 12, 24, 25, 33, 38, and 39. Lines belong-

ing to this zone are important for power system and the operator

must pay particular attention to the maintenance of them. If one

of these lines fails, some problems might arise as line overloads,

increasing of total cost, and even the impossibility of transmitting

power flows to loads. 

The other area delimited is in the lower left side; this area in-

dicates low use of lines compared to its maximum capacity and is

called low performing zone . The vast majority of lines are located

in this zone; that is lines 1–7, 9, 13–15, 17–22, 26–28, 30–32, 34,

36, and 41–43. Lines belonging to the low performing zone have

power flow values that are very low, in comparison with the line

limits. And the power flow values are also low, when the sum of

power flow of all lines which are connected to the same bus is

considered. The zone on the upper left-hand side of the figure (la-

beled as medium performing zone (1) ) corresponds to lines 10, 16,

35, 37 and 40. These lines have power flows close to the max-

imum that they can support, but their participation in the total

power flow entering or exiting the buses is low. Finally, in the

zone on the bottom right of the figure (labeled as medium per-

forming zone (2) ) are lines 29 and 23. These lines have power flows

with values lower than the 50% of the maximum they can sup-

port. However, while lines 29 and 33 have low values for the line

utilization factor, they present elevated values of line – output bus

factor (higher than 0.5). This means that the power flows of these

two lines represent 54% and 75% of the total power flows leaving

buses 18 and 31, respectively. Given the aforementioned facts, lines

23 and 29 represent a secondary importance due to low values for

this factor. This means that if there is any damage in one of these

two lines, the power flow which is transmitted by lines 23 and 29

can be transmitted by other lines. For example, if there is an out-

age in line 23, the power flow of this line can be transmitted by

the lines numbered as: 9, 10, 19, 21, 22, or 26 because these 6 lines

also connect the bus 18, besides line 29. In addition, if there is an

outage in line 29, the power flow of this line can be transmitted by

lines: 37, 38, 41 or 43 because these 4 lines also connect the bus

31. In view of that, a damage in lines belonging to the medium

performance zones are not so critical as in the case of lines which

belong to the high performing zone. Lines of the medium zones

u  
ust be receive maintenance primarily, in comparison with lines

f the low performing zone 

Fig. 9 allows to identify lines at which the system operators

hould focus special attention. Certainly, lines in the high perform-

ng zone are supporting elevated power flows, are near their full

apacities and are crucial for the interconnected buses. These lines

re susceptible to present a technical problem as overloads or out-

ges if power flows exceed their maximum capacities, affecting sig-

ificantly the whole system. 

In Fig. 10 , the participation of line l is compared to the sum

f all maximum power flows of lines connected to the same bus.

imilar to Fig. 9 , utilization factor for lines at hours with power flows

 Eq. (44) ) is in the ordinate axis and each point in this axis is

atched to two points on the axis of abscissas. 

In abscissa axis, absolute line - input/output bus factors are de-

icted Eqs. (47 ) and ( (48) ). The factor computed in Eq. (47) repre-

ents the sum of power flows of line l entering the bus bu i for the

ours at which power flow circulates through each line, divided by

he sum of maximum power flows of all lines which are entering

he common bus bu i during 24 h. Abscissa axis also presents the

actor computed in Eq. (48) ; it represents the sum of power flows

f line l leaving the bus bu o at the hours at which power flow cir-

ulates through each line, divided by the sum of maximum power

ows of all lines which are leaving the common bus bu o during

4 h . ∑ 

t / p _ l l,t,bu � =0 p _ l l,t,b u i = bu ∑ l= L 
l=1 F̄ l,b u i = bu ∗ 24 

, l = 1 , . . . , L ; b u i = 1 , . . . , BU; (47)

∑ 

t / p _ l l,t,bu � =0 p _ l l,t,b u o = bu ∑ l= L 
l=1 F̄ l,b u o = bu ∗ 24 

, l = 1 , . . . , L ; b u o = 1 , . . . , BU; (48)

Three zones are delimited in Fig. 10: high, medium and low per-

ormance zones . 

In the low performance zone are located those points having

alues for utilization factor for lines at hours with power flows and

bsolute line- input/output bus factors, ( Eqs. (44 ), ( 47 ), and ( 48 ))

ower than 0.5. For the system analyzed, lines 1–7, 13–23, 26, 29–

2, 34–36, 39, and 41–43 belong to this zone. A few lines have val-

es of the aforementioned factors over 0.5, indicating a high par-
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icipation in the programming of the system: lines 12, 24, and 25.

hese points are located in the high performance zone. These three

ines are used most of the time periods and their power flows are

lose to the sum of maximum power flow capacities of all lines

onnected to the common bus bu . Therefore, an outage on one of

hese lines would lead to resort to other units, increasing the pro-

uction costs or even that the system cannot fulfill the forecast

emand. 

Finally, there are 11 lines with values over 0.5 for utilization fac-

or for lines at hours with power flows Eq. (44) ) and lower 0.5 for

bsolute line- input/output bus factors ( Eqs. (47 ) and ( (48) ): lines 8–

1, 24, 27, 28, 33, 37, 38 and 40. The points belonging to these 11

ines are located in the medium performance zone. Power flows

f these lines are close to their maximum capacities, but they are

ow compared to the sum of maximum power flow capacities of all

ines connected to the common bus bu . These lines are secondary

n relation to the power flows that connected buses can support.

ence, these lines are crucial for power system only if buses are

ot connected by any other line. 

Therefore, lines of the high performance zone are crucial. These

ines are operating near their full capacities and an outage on any

f them will cause serious consequences for the whole system,

ince through these lines flow most of the power that the con-

ected bus transmit, produce, or consume. Consequently, lines in

he high performance zone must be correctly and constantly main-

ained. 

.3. IEEE 118-bus system 

Comparing results of UC and SCUC (DC model) problems, it can

e appreciated that the increase of 6.3% due to the inclussion of

ransmission constraints. 

Regarding the advantages of including variables y l,t in transmis-

ion constraints, the comparison between the classical DC model

nd the model proposed here indicate that the reductions of up to

.2% in the total cost is due to the fact that the proposed model

an reach solutions that are unavailable for the classic DC model.

he fact that there are 930 more time periods with inactive lines

han case 4.3.2 constitutes other advantage. When the scheduling

f an electric system belonging to a big city or a country is consid-

red, the technical benefits could be important and the economic

enefits could represent the savings of millons of dollars. 

. Conclusions 

In this paper, a new approach for modeling transmission con-

traints in Security Constrained Unit Commitment Problems based

n DC power flow model is presented. This approach solves the

cheduling of generators in power systems taking into account

ransmission constraints. In fact, transmission constraints are mod-

led incorporating binary variables. Novel model includes four

quations for each line. But by implementing of binary variables,

hese equations can be activated or deactivated in order to achieve

etter solutions. 
Three systems are solved by applying the proposed approach.

omparisons with the classical DC power flow are also presented.

he numerical tests demonstrate the effectiveness of the proposed

pproach. For the three systems tested, the optimal solutions ob-

ained with the proposed model present costs considerably lower

han the ones obtained with the classic DC power flow model. This

lso illustrates that the presented model is capable of representing

ore solutions than the classical model; then by applying the pro-

osed approach it is possible to find solutions more economic for

atisfying the required demand. 

Finally, additional information obtained from the solutions of

CUC problems is presented trough graphics. This information is

ery helpful to improve the system operation through the use of

ew indexes as the utilization and commitment factors for gener-

ting units, utilization factor for transmission lines, utilization fac-

or for lines at active times and relative and absolute line-bus fac-

ors. Thus, lines and generating units critical for the system can be

dentified, assisting the operator in deciding maintenance of the

ystem, productivity, and investments in technical facilities. 
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ase 4.1.2. and 4.1.3. Transmission limits per line. 

Line number Power limit [MW] 

1 80 

2 100 

3 60 

4 15 

5 60 

6 10 

7 30 

8 20 

9 50 

10 15 

11 10 
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Table B1 

IEEE 118 bus system. Data for 54 thermal units. 

Unit Bus no Unit cost coefficients Pmax Pmin I.stat Min Dn Min Up Ramp up Ramp down Start up 

a b c 

[$/MWh 2 ] [$/MWh] [$] [MW] [MW] [h] [h] [h] [MW/h] [MW/h] [$] 

1 4 0.06966 26.24382 31.67 30 5 −1 1 1 15 15 40 

2 6 0.06966 26.24382 31.67 30 5 −1 1 1 15 15 40 

3 8 0.06966 26.24382 31.67 30 5 −1 1 1 15 15 40 

4 10 0.01088 12.8875 6.78 300 150 −8 8 8 50 50 440 

5 12 0.01088 12.8875 6.78 300 100 −8 8 8 150 150 110 

6 15 0.06966 26.24382 31.67 30 10 −1 1 1 150 150 40 

7 18 0.01280 17.82 10.15 100 25 −5 5 5 50 50 50 

8 19 0.06966 26.24382 31.67 30 5 −1 1 1 15 15 40 

9 24 0.06966 26.24382 31.67 30 5 −1 1 1 15 15 40 

10 25 0.01088 12.8875 6.78 300 100 −8 8 8 150 150 100 

11 26 0.0 030 0 10.76 32.96 350 100 −8 8 8 175 175 100 

12 27 0.06966 26.24382 31.67 30 8 −1 1 1 15 15 40 

13 31 0.06966 26.24382 31.67 30 8 −1 1 1 15 15 40 

14 32 0.01280 17.82 10.15 100 25 −5 5 5 50 50 50 

15 34 0.06966 26.24382 31.67 30 8 −5 5 5 15 15 40 

16 36 0.01280 17.82 10.15 100 25 −1 1 1 50 50 50 

17 40 0.06966 26.24382 31.67 30 8 −5 5 5 15 15 40 

18 42 0.06966 26.24382 31.67 30 8 −1 1 1 15 15 40 

19 46 0.01280 17.82 10.15 100 25 −1 1 1 50 50 59 

20 49 0.00240 12.3299 99 28 250 50 −5 5 5 125 125 100 

21 54 0.00240 12.3299 99 28 250 50 −8 8 8 125 125 100 

22 55 0.01280 17.82 10.15 100 25 −8 8 8 50 50 50 

23 56 0.01280 17.82 10.15 100 25 −5 5 5 50 50 50 

24 59 0.00440 13.29 39 200 50 −5 5 5 100 100 100 

25 61 0.00440 13.29 39 200 50 −10 10 10 100 100 100 

26 62 0.01280 17.82 10.15 100 25 −10 10 10 50 50 50 

27 65 0.01059 8.339148 64.16 420 100 −5 5 5 210 210 250 

28 66 0.01059 8.339148 64.16 420 100 −10 10 10 210 210 250 

29 69 0.01088 12.8875 6.78 300 80 −10 10 10 150 150 100 

30 70 0.04592 15.47077 74.33 80 30 −10 10 10 40 40 45 

31 72 0.06966 26.24382 31.67 30 10 −4 4 4 15 15 40 

32 73 0.06966 26.24382 31.67 30 5 −1 1 1 15 15 40 

33 74 0.02830 37.69679 17.95 20 5 −1 1 1 10 10 30 

34 76 0.01280 17.82 10.15 100 25 −1 1 1 50 50 50 

35 77 0.01280 17.82 10.15 100 25 −5 5 5 50 50 50 

36 80 0.01088 12.8875 6.78 300 150 −5 5 5 150 150 440 

37 82 0.01280 17.82 10.15 100 25 −10 10 10 50 50 50 

38 85 0.06966 26.24382 31.67 30 10 −5 5 5 15 15 40 

39 87 0.0 030 0 10.76 32.96 300 100 −1 1 1 150 150 440 

40 89 0.01088 12.8875 6.78 200 50 −10 10 10 100 100 400 

41 90 0.02830 37.69679 17.95 20 8 −10 10 10 10 10 30 

42 91 0.00977 22.94226 58.81 50 20 −1 1 1 25 25 45 

43 92 0.01088 12.8875 6.78 300 100 −1 1 1 150 150 100 

44 99 0.01088 12.8875 6.78 300 100 −8 8 8 150 150 100 

45 100 0.01088 12.8875 6.78 300 100 −8 8 8 150 150 110 

46 103 0.02830 37.69679 17.95 20 8 −8 8 8 10 10 30 

47 104 0.01280 17.82 10.15 100 25 −1 1 1 50 50 50 

48 105 0.01280 17.82 10.15 100 25 −5 5 5 50 50 50 

49 107 0.02830 37.69679 17.95 20 8 −5 5 5 10 10 30 

50 110 0.00977 22.94226 58.81 50 25 −1 1 1 25 25 45 

51 111 0.01280 17.82 10.15 100 25 −2 2 2 50 50 50 

52 112 0.01280 17.82 10.15 100 25 −5 5 5 50 50 50 

53 113 0.01280 17.82 10.15 100 25 −5 5 5 50 50 50 

54 116 0.00977 22.94226 58.81 50 25 −2 2 2 25 25 45 
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Table B2 

IEEE 118 bus system. Data for 186 lines. 

Line From bus To bus x [p.u.] Limit [MW] Line From bus To bus x [p.u.] Limit [MW] Line From bus To bus x [p.u.] Limit [MW] 

1 1 2 0.0999 175 63 46 47 0.127 175 125 79 80 0.0704 175 

2 1 3 0.0424 175 64 46 48 0.189 175 126 68 81 0.0202 500 

3 4 5 0.00798 500 65 47 49 0.0625 175 127 81 80 0.037 500 

4 3 5 0.108 175 66 42 49 0.323 175 128 77 82 0.0853 200 

5 5 6 0.054 175 67 42 49 0.323 175 129 82 83 0.03665 200 

6 6 7 0.0208 175 68 45 49 0.186 175 130 83 84 0.132 175 

7 8 9 0.0305 500 69 48 49 0.0505 175 131 83 85 0.148 175 

8 8 5 0.0267 500 70 49 50 0.0752 175 132 84 85 0.0641 175 

9 9 10 0.0322 500 71 49 51 0.137 175 133 85 86 0.123 500 

10 4 11 0.0688 175 72 51 52 0.0588 175 134 86 87 0.2074 500 

11 5 11 0.0682 175 73 52 53 0.1635 175 135 85 88 0.102 175 

12 11 12 0.0196 175 74 53 54 0.122 175 136 85 89 0.173 175 

13 2 12 0.0616 175 75 49 54 0.289 175 137 88 89 0.0712 500 

14 3 12 0.16 175 76 49 54 0.291 175 138 89 90 0.188 500 

15 7 12 0.034 175 77 54 55 0.0707 175 139 89 90 0.0997 500 

16 11 13 0.0731 175 78 54 56 0.00955 175 140 90 91 0.0836 175 

17 12 14 0.0707 175 79 55 56 0.0151 175 141 89 92 0.0505 500 

18 13 15 0.24 4 4 175 80 56 57 0.0966 175 142 89 92 0.1581 500 

19 14 15 0.195 175 81 50 57 0.134 175 143 91 92 0.1272 175 

20 12 16 0.0834 175 82 56 58 0.0966 175 144 92 93 0.0848 175 

21 15 17 0.0437 500 83 51 58 0.0719 175 145 92 94 0.158 175 

22 16 17 0.1801 175 84 54 59 0.2293 175 146 93 94 0.0732 175 

23 17 18 0.0505 175 85 56 59 0.251 175 147 94 95 0.0434 175 

24 18 19 0.0493 175 86 56 59 0.239 175 148 80 96 0.182 175 

25 19 20 0.117 175 87 55 59 0.2158 175 149 82 96 0.053 175 

26 15 19 0.0394 175 88 59 60 0.145 175 150 94 96 0.0869 175 

27 20 21 0.0849 175 89 59 61 0.15 175 151 80 97 0.0934 175 

28 21 22 0.097 175 90 60 61 0.0135 500 152 80 98 0.108 175 

29 22 23 0.159 175 91 60 62 0.0561 175 153 80 99 0.206 200 

30 23 24 0.0492 175 92 61 62 0.0376 175 154 92 100 0.295 175 

31 23 25 0.08 500 93 63 59 0.0386 500 155 94 100 0.058 175 

32 26 25 0.0382 500 94 63 64 0.02 500 156 95 96 0.0547 175 

33 25 27 0.163 500 95 64 61 0.0268 500 157 96 97 0.0885 175 

34 27 28 0.0855 175 96 38 65 0.0986 500 158 98 100 0.179 175 

35 28 29 0.0943 175 97 64 65 0.0302 500 159 99 100 0.0813 175 

36 30 17 0.0388 500 98 49 66 0.0919 500 160 100 101 0.1262 175 

37 8 30 0.0504 175 99 49 66 0.0919 500 161 92 102 0.0559 175 

38 26 30 0.086 500 100 62 66 0.218 175 162 101 102 0.112 175 

39 17 31 0.1563 175 101 62 67 0.117 175 163 100 103 0.0525 500 

40 29 31 0.0331 175 102 65 66 0.037 500 164 100 104 0.204 175 

41 23 32 0.1153 140 103 66 67 0.1015 175 165 103 104 0.1584 175 

42 31 32 0.0985 175 104 65 68 0.016 500 166 103 105 0.1625 175 

43 27 32 0.0755 175 105 47 69 0.2778 175 167 100 106 0.229 175 

44 15 33 0.1244 175 106 49 69 0.324 175 168 104 105 0.0378 175 

45 19 34 0.247 175 107 68 69 0.037 500 169 105 106 0.0547 175 

46 35 36 0.0102 175 108 69 70 0.127 500 170 105 107 0.183 175 

47 35 37 0.0497 175 109 24 70 0.4115 175 171 105 108 0.0703 175 

48 33 37 0.142 175 110 70 71 0.0355 175 172 106 107 0.183 175 

49 34 36 0.0268 175 111 24 72 0.196 175 173 108 109 0.0288 175 

50 34 37 0.0094 500 112 71 72 0.18 175 174 103 110 0.1813 175 

51 38 37 0.0375 500 113 71 73 0.0454 175 175 109 110 0.0762 175 

52 37 39 0.106 175 114 70 74 0.1323 175 176 110 111 0.0755 175 

53 37 40 0.168 175 115 70 75 0.141 175 177 110 112 0.064 175 

54 30 38 0.054 175 116 69 75 0.122 500 178 17 113 0.0301 175 

55 39 40 0.0605 175 117 74 75 0.0406 175 179 32 113 0.203 500 

56 40 41 0.0487 175 118 76 77 0.148 175 180 32 114 0.0612 175 

57 40 42 0.183 175 119 69 77 0.101 175 181 27 115 0.0741 175 

58 41 42 0.135 175 120 75 77 0.1999 175 182 114 115 0.0104 175 

59 43 44 0.2454 175 121 77 78 0.0124 175 183 68 116 0.00405 500 

60 34 43 0.1681 175 122 78 79 0.0244 175 184 12 117 0.14 175 

61 44 45 0.0901 175 123 77 80 0.0485 500 185 75 118 0.0481 175 

62 45 46 0.1356 175 124 77 80 0.105 500 186 76 118 0.0544 175 

Table B3 

IEEE 118 bus system. Data for total hourly loads. 

Hour Load [MW] Hour Load [MW] Hour Load [MW] Hour Load [MW] 

1 3314.4 7 3314.4 13 4073.6 19 5136.4 

2 3010.72 8 3921.76 14 3769.9 20 5440.1 

3 2403.36 9 4225.44 15 4680.9 21 5592 

4 1036.8 10 4680.9 16 4832.8 22 4832.8 

5 1796 11 4756.8 17 4453.2 23 4605 

6 2555.2 12 4377.2 18 4756.8 24 4225.4 
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Table B4 

IEEE 118 bus system. Participation per bus in the total load [in percent]. 

Bus no Load [%] Bus no Load [%] Bus no Load [%] Bus no Load [%] Bus no Load [%] 

1 1.45 25 0.00 49 2.33 73 0.00 97 0.40 

2 0.57 26 0.00 50 0.46 74 1.82 98 0.91 

3 1.11 27 1.76 51 0.46 75 1.26 99 0.00 

4 0.85 28 0.48 52 0.48 76 1.82 100 0.99 

5 0.00 29 0.68 53 0.62 77 1.63 101 0.59 

6 1.48 30 0.00 54 3.03 78 1.90 102 0.13 

7 0.54 31 1.22 55 1.69 79 1.04 103 0.62 

8 0.00 32 1.68 56 2.25 80 3.48 104 1.02 

9 0.00 33 0.65 57 0.32 81 0.00 105 0.83 

10 0.00 34 1.68 58 0.32 82 1.45 106 1.15 

11 1.99 35 0.94 59 7.42 83 0.54 107 0.75 

12 1.34 36 0.88 60 2.09 84 0.29 108 0.05 

13 0.97 37 0.00 61 0.00 85 0.64 109 0.21 

14 0.40 38 0.00 62 2.06 86 0.56 110 1.04 

15 2.56 39 0.72 63 0.00 87 0.00 111 0.00 

16 0.71 40 0.54 64 0.00 88 1.29 112 0.67 

17 0.31 41 0.99 65 0.00 89 0.00 113 0.00 

18 1.71 42 0.99 66 1.04 90 2.09 114 0.23 

19 1.28 43 0.48 67 0.75 91 0.00 115 0.63 

20 0.51 44 0.43 68 0.00 92 1.74 116 0.00 

21 0.40 45 1.42 69 0.00 93 0.32 117 0.57 

22 0.28 46 0.75 70 1.77 94 0.80 118 0.88 

23 0.20 47 0.91 71 0.00 95 1.13 

24 0.00 48 0.54 72 0.00 96 1.02 
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