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Abstract

We introduce a practical and efficient approach for calculating the all-electron
full potential bandstructure in real space, employing a finite element ba-
sis. As an alternative to the k-space method, the method involves the self-
consistent solution of the Kohn-Sham equation within a larger finite system
that encloses the unit-cell. It is based on the fact that the net potential
of the unit-cell converges at a certain radius point. Bandstructure results
are then obtained by performing non-self-consistent calculations in the Bril-
louin zone. Numerous numerical experiments demonstrate that the obtained
valence and conduction bands are in excellent agreement with the pseudopo-
tential k-space method. Moreover, we successfully observe the band bending
of core electrons.

Keywords: Bandstructure calculations, DFT, Real-space mesh,
Finite-Element, 3D periodic systems, All-electron, Full potential, FEAST,
NESSIE

1. Introduction

In solid state physics and electronics, it is crucial to address the issue
of obtaining accurate band structure calculations for materials. One of the
earliest band structure calculations was proposed by Cohen in 1960s [1] for
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the silicon crystal. At the time, the concept of empirical pseudopotential is
adopted to simplify the complexity of the electron wavefunction near the nu-
cleus, and the use of empirical methods further simplifies the process of solv-
ing the pseudopotential. In addition, by taking advantage of the symmetry
of the crystal coupled with the introduction of the k-space (Fourier Trans-
formation) method, the domain that needs to be solved is further reduced to
a given unit-cell. A plane-wave expansion scheme is often used to discretize
the wavefunctions since it is well-suited to address the periodicity of the unit-
cell. In the decades following this landmark result and with the advent of
high-performance computing, Kohn-Sham density functional theory (DFT)
using ab-initio pseudopotential has become the cornerstone for the calcula-
tion of the band structure of crystals achieving great success. However, the
k-space pseudopotential method must also relies on other techniques to deal
with the complexity of the wavefunctions, as well as the integration over the
energy states. For example, when the electron wavefunctions near the nuclei
need to be considered, the projector augmented wave technique needs to be
used as an alternative [2, 3]. In addition, when calculating the density of
states, it is necessary to use the tetrahedron or the smearing technique to
obtain a relatively ideal curve for the density of states [4]. The integration
over k-space to compute the electron density needs the so-called special k
points in the Brillouin zone to reach numerical convergence [5, 6].

In the context of finite sized atomistic systems, real-space mesh techniques
offer a suitable alternative option to atomic orbitals and plane-wave schemes
to discretize the problem (see [7] and references therein). These techniques
allow the quantification of atomic information through the use of universal
local mathematical approximations, which can be systematically refined to
achieve convergence at the level of the physical model. Consequently, they
are also well-suited for addressing full-core potential in real-space. As op-
posed to the use of pseudopotential together with k-space, full-core potential
in real-space permits the computation of all electron wavefunctions which can
be described explicitly over the entire space (including nuclei regions). Addi-
tionally, real-space mesh techniques like the finite element method, can easily
handle the treatment of various boundary conditions including periodic or
Bloch-periodic boundary conditions for bandstructure calculations. In spite
of all their benefits, real-space mesh techniques are not frequently employed
in k-space bandstructure calculations due to the challenging handling of long-
range Coulomb potentials, which do not converge within a crystal lattice’s
unit-cell.
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This paper proposes a practical and efficient approach to compute the
all-electron bandstructure of periodic solids in real-space using a finite ele-
ment method. The issue of long-range divergence is first resolved by incor-
porating both the nuclei and electron-electron interaction potential within
a larger finite system that enclosed the unit-cell. By doing so, we deviate
from a fundamental appealing aspect of the k-space method, which depends
exclusively on solving the self-consistent Kohn-Sham system within a rel-
atively compact unit-cell region of the material. We are able to manage
larger system sizes effectively by capitalizing on the recent advancements
in solving eigenvalue problems through high-performance computing solvers
like FEAST [8, 9]. Additionally, the electron density calculation is easily
achieved by integrating the wavefunctions within finite real-space and finite
energy states. After solving this larger finite system, we can subsequently
calculate the periodic wavefunctions within the unit-cell and determine their
respective energy states. The details of the methodology are provided in Sec-
tion 2 while Section 3 presents various numerical experiments for different
crystal structures to validate the approach.

2. Methodology

Our starting point is the Density Functional Theory (DFT) and Kohn-
Sham one-electron equation described by v-representability to project in real
space the one-electron wavefunction as follows [10]:

−1

2
∇2ϕ(r) + Vnuclei(r)ϕ(r) + VKS(r)ϕ(r) = εϕ(r), (1)

where VKS is the Kohn-Sham potential that contains Hartree, Exchange
and Correlation terms which are all functionals of electron density (for clar-
ity, we omit the density functional variable in the Kohn-Sham potential).
The nuclear potential Vnuclei(r) is composed of an infinitely large number of
potentials Vnuclei(Rj − r) associated with atom j at position Rj.

One possible way of setting up this Hamiltonian consists of filling up the
entire space with the nucleus potentials first, and then overlays the electron’s
interaction potential upon it. However, this approach leads to the embar-
rassment of non-convergence of infinite potential energy since the summation
of infinite number of long-range Coulomb potentials is divergent. In the re-
ciprocal k-space space, when using Poisson equation to solve the Hartree and
the nucleus potential, the term k=0 must be set to 0 to avoid diverging. In
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fact, physically, this is equivalent to treating the unit-cell of a lattice as an
electrically neutral one [11]. We proceed from this fact to derive the method
presented in this paper.

In the actual process of crystal formation, two atoms are first combined,
and then these two atoms combine with another one to form a three-atom
structure, and so on. As atoms are gradually joined together to form a
crystal, the potential energy experienced by an electron within atomic ar-
rangements remains finite due to its ongoing state of dynamic equilibrium.
Consequently, Electrons are never really experiencing the effect of long-range
infinite nuclei potentials, and the potential energy felt by one electron can
be better expressed by combining Vnuclei and VKS in equation (1) based on
each unit-cell, as follows:

−1

2
∇2ϕ(r)+

∞∑
m

{∑
n

[
V n
nuclei(Rm,n−r)+V n

KS(Rm,n−r)

]}
ϕ(r) = εϕ(r), (2)

where m,n correspond to the mth unit-cell, and the nth atom in that
unit-cell, respectively. The potentials V n

nuclei and V n
KS are associated with the

nuclei and KS potential within an unit-cell (in general, the KS potential can
be made non-local with the density within the unit-cell). In equation (2), we
assume that if |Rm,n − r| ≥ r0 where r0 is the average radius of unit-cell’s
potential in lattice, then the second term that represents the net potential
will converge to a constant for a given r. Stated otherwise, electrons further
from the active area with r > r0, will not feel the net potential coming from
this “neutral” unit-cell m. (i.e. the net potential is closed to zero at a certain
distance from the unit-cell). In the case of polar materials where atoms are
positively or negatively charged, the unit-cell is electrically neutral and the
net potential will become conditionally convergent at some point which can
be demonstrated using the Ewald summation [12]. The interaction between
unit-cells in crystal lattice is therefore expected to be relatively short-range.
We can then assume that the calculation of bandstructure of a lattice only
needs to consider the interactions between a certain number of adjacent atoms
or few unit-cell layers for both non-polar and polar materials.

Figure 1a represents a diagram of how to cut off the supercell based
on unit-cell’s neutrality. For instance, if the center black box is the unit-
cell, then the cut-off supercell will be the large dashed circle whose size is
determined by the small dashed circle with average potential radius r0 taken
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(a) (b)

Figure 1: (a) Lattice structure with cut-off supercell; (b) A finite isolated system Ω con-
taining at least one unit-cell Ω0 and a few adjacent unit-cells.

at the edge of the unit-cell. We note that the value r0 depends on the
different types of crystal. In practice and for convenience, the outer dashed
box can be used as the cut-off supercell instead (even if the atoms outside
the large dashed circle are included, they will not affect the potential in the
inner unit-cell). Usually, for non-polar materials, a supercell containing only
1-2 adjacent layers of atoms is sufficient, while for polar materials, a bigger
supercell needs to be considered. According to this assumption, the potential
term in equation (2) can be truncated as follows:

−1

2
∇2ϕ(r) +

adjacent∑
m

{∑
n

[
V n
nuclei(Rm,n − r) + V n

KS(Rm,n − r)

]}
ϕ(r) = εϕ(r).

(3)
While expressing Equation (3) in the finite domain Ω that contains at

least one unit-cell (Ω0 domain) and a few layers of adjacent atoms (see Fig-
ure 1b), the problem now consists of solving Equation (1) self-consistently
within Ω:[

−1

2
∇2 + Vnuclei(r) + VH(r) + VX(r) + VC(r)

]
ϕ(r) = εϕ(r), r ∈ Ω, (4)

where the total VKS potential in (1) has been replaced by the Hartree VH(r),
Exchange VX(r) and Correlation VC(r) potentials in Ω.
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Since Ω0 ⊂ Ω, we can extract the converged potentials VH(r), VX(r),
VC(r) within the unit-cell Ω0. At this point and from the result of the
discussion above, the unit-cell potential and electron density should be fully
determined and the bandstructure of the lattice can be retrieved by solving
a non-self-consistent Bloch periodic Schrödinger equation in Ω0. Denoting
a the 3D primitive vector for the lattice unit-cell, the wavefunction can be
written as:

ϕ(r) = eikru(r) with u(r) = u(r+ma) (5)

where u(r) is solution of the following Schrödinger equation in Ω0 using pure
periodic boundary conditions:

−1

2
∇2u(r)− ik · ∇u(r) +

1

2
k2u(r) + (Vnuclei(r) + VH(r) + VX(r) + VC(r))u(r)

= ε(k)u(r), r ∈ Ω0.

(6)

Equation (6) is an eigenvalue problem that can be solved for all the rele-
vant k-points in the first Brillouin zone to obtain/plot the bandstructure.

3. Numerical Experiments

The latest released version of our all-electron finite element NESSIE
software [13, 14] was used for performing the Kohn-Sham/DFT/LDA self-
consistent calculations on the finite system (4). Real space basis sets, like
finite element or finite difference, always involve a large but sparse matrix
eigenvalue problem. NESSIE’s excellent parallel performance relies on the
state-of-the-art FEAST’s eigenvalue algorithm [8, 9] for computing all the
needed eigenpairs within a given search interval. It should be noted that the
first stage of the proposed approach, which entails solving a finite system
in real-space, can be executed using any discretization schemes (including
localized orbitals, plane-wave or any numerical grids). From the result of
the self-consistent procedure, the net potential in the enclosed unit-cell can
now be extracted. We make use of a new finite element mesh to discretize
equation (6) onto the unit-cell using periodic boundary conditions. Finite
element methods in real space are often used for their reliability, flexibility,
and controllable accuracy [15, 16, 13]. They have been introduced by Pask
[17] for solving equation like (6) periodically using pseudopotential. Finally,
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without loss of generality, the local density approximation (LDA) was used
as the Exchange and Correlation density functional in DFT.

(a) (b)

Figure 2: Changes in the nuclei potentials and net potentials while increasing the numbers
of neighboring unit-cells or atoms layers for a given 1D PPP (a) and 3D LiH unit-cell (b).
The potentials are extracted along z at given x, y points which are located at the center
of chain for PPP and along the Li-H bond for LiH. All system sizes produce the same net
potentials in the plots. Only a 2D cross section of the 3D LiH structure is represented for
clarity.

Our first set of numerical experiments aim at demonstrating that the net
potential in a given unit-cell is expected to only be affected by few adjacent
unit-cells or layers of atoms as it was discussed in the previous Section. We
propose to experiment using both a 1D non-polar poly(p-phenylene) (PPP)
polymer, and a 3D polar LiH crystal that uses a cuboid unit-cell. Fig. 2a
and Fig. 2b present the variations in the nuclei potentials and net potentials
while increasing the numbers of neighboring unit-cells or atoms layers for
a given PPP and LiH unit-cell, respectively. As previously noted, these
results confirm the divergence of the summation of the long-range Coulomb
potentials, while the net potentials (once VKS is included) stay apparently
constant for both systems. A more quantitative analysis shows that one
adjacent cell is sufficient for the net potential to converge in the PPP unit-
cell to chemical accuracy (close to 10−3 Hartree), while at least two layers
of atoms are needed for the net potential to reach convergence in the polar
LiH structure. Those results help validating our assumption that a finite
system of a certain size is sufficient for solving the energy band of a unit cell
in infinite crystal.
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(a) (b) (c)

Figure 3: Bandstructure calculations for 1D PPP (a), 2D Graphene (b) and 3D carbon
Diamond (c). Our results for valence and conduction bands are compared with references
obtained by k-space pseudopotential calculations. Core bands are also presented. The
figures on top represent the finite systems that are used to extract the net potentials in
their corresponding unit-cells.

In our second set of numerical experiments presented below, the pro-
posed bandstructure calculation method is applied to the PPP, graphene,
and diamond structures in order to cover the 1D, 2D, and 3D periodic cases,
respectively.

• The PPP unit cell contains 6 carbon and 4 hydrogen atoms, and it is
linked with other unit-cells at the edges to form a 1D periodic chain
structure. The bond lengths are: 1.396Å between carbons inside unit
cell, 1.1Å between carbon and hydrogen, 1.478Å between carbons
connecting unit cells. Angle between carbon-carbon bond and carbon-
hydrogen bond is 120◦. We use the 3-PPP unit-cells structure pas-
sivated using two hydrogen atoms at the edges, as a suitable choice
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for the finite system to guarantee the convergence of the net potential
in the unit-cell (see Fig. 2a). The bandstructure of PPP obtained by
solving equation (6) within the domain of the unit-cell in the middle,
is shown in Fig. 3a. We note a very good agreement with the result ob-
tained using a more traditional k-space and pseudopotential approach
(computed using the VASP software [18]). In addition to valence and
conduction bands, our all-electron calculation framework makes possi-
ble the observation of the core bands.

• For 2D periodic structure, we choose graphene as a test material (using
1.42Å for C-C bond length). Our finite isolated structure contains 16
carbon atoms and 10 hydrogen atoms used for passivation (passivation
is necessary to guarantee convergence of the Kohn-Sham self-consistent
systems (4)). A parallelogram including 2 atoms unit-cells (primitive
cell) is then used to calculate the bandstructure. Fig. 3b shows that our
results for the valence and conduction bands are in very good agree-
ment with the result calculated by the k-space pseudopotential method
[19]. A band bending is also observed from the core electron band. The
widths of core and valence bands are about 0.05eV and 20eV, respec-
tively.

• Diamond is now used for testing 3D periodic features (using 1.542Å for
C-C bond length). The finite system includes 26 carbon atoms with
42 hydrogen atoms for passivation, while 2 atoms are used to form a
rhombic dodecahedron unit-cell (primitive cell). Fig. 3c shows the re-
sulting all-electron bandstructure of diamond. Here again, the valence
and conduction bands are in good agreement with the result calculated
by the k-space pseudopotential method [19]. The widths of core and
valence bands were about 0.017eV and 20eV, respectively.

Our third set of numerical experiment is concerned with the 3D polar
materials LiH and NaCl. As discussed in Fig. 2b for LiH, two additional
layers of atoms to the central unit-cell, are at least needed to represent the
simple cuboid crystal lattice. The finite isolated systems are then composed
of 150 atoms for both stuctures (Li-H bond length is 2.01Å , and Na-Cl’s
one is 2.795Å ). Fig. 4a and Fig. 4b show that our results obtained for
the valence and conduction bands are in very good agreement with results
from k-space pseudopotential methods [19]. It should be noted that all the
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(a) (b)

Figure 4: Bandstructure calculations for LiH (a), and NaCl (b). Results for valence
and conduction bands are compared with references obtained by k-space pseudopotential
calculations. Lowest core bands for NaCl are not presented. The figures on top represent
the finite systems composed of 150 atoms in both cases.
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results obtained so far for the Carbon-based materials (see Fig 3) used P3-
FEM (cubic FEM), but the calculations for LiH and NaCl were performed
using P2-FEM (quadratic FEM) to accommodate those larger systems (i.e.
improving computing performance). While the use of P2-FEM is expected
to only have a minor influence of the results for the valence and conduction
bands that are relatively high in energy, P3-FEM would be needed to obtain
more accurate core bands (the lowest energy core bands for NaCl are not
provided in Fig 3).

4. Summary

All electron full potential bandstructure was calculated in real space by
taking advantage of the neutrality of atoms in lattice structure. The ac-
tion of combining nuclei and electron-electron interaction potential elimi-
nates the divergence of the long-range effect, which enables to extract the
converged net potential in the unit-cell. Bandstructure calculations can then
be performed non-self-consistently using Bloch-periodic boundary conditions
within the unit-cell to obtain core, valence and conduction bands. Examples
with comparisons were presented for both polar and non-polar materials and
multi-dimensional systems. The approach allows to generalize the domain
of applicability of real-space mesh techniques from finite domain to periodic
systems, and it can be seen as a post-processing procedure for the NESSIE
software [14] which will be soon be integrated as a new feature. Addition-
ally, and since the Hartree, Exchange, Correlation potential energy of the
unit cell are obtained from the isolated finite system, the vacuum reference
is then included. We will discuss this vacuum reference in detail in a subse-
quent paper.
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