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ABSTRACT

As the number of people who use scientific literature daedbas
grows, the demand for literature retrieval services haa besadily
increased. One of the most popular retrieval services imtbdi
set of papers similar to the paper under consideration, twiee
quires a measure that computes similarities between papeien-
tific literature databases exhibit two interesting chaastics that
are different from general databases. First, the papesd bif old
papers are often not included in the database due to te¢tamida
economic reasons. Second, since a paper references the pape
lished before it, few papers cite recently-published psp@&hese
two characteristics cause all existing similarity measucefail in
at least one of the following cases: (1) measuring the siityila
between old, but similar papers, (2) measuring the sinyidoe-
tween recent, but similar papers, and (3) measuring thdasityi
between two similar papers: one old, the other recent. sythper,

we propose a new link-based similarity measure called CGkRan

which uses both in-link and out-link by disregarding thesdtion
of references. In addition, we discuss the most suitablmaliza-
tion method for scientific literature databases and proposeval-
uation method for measuring the accuracy of similarity mees

We have used a database with real-world papers from DBLP and

their reference information crawled from Libra for expeeimts and
compared the performance of C-Rank with those of existing-si
larity measures. Experimental results show that C-Ranleaeb a
higher accuracy than existing similarity measures.

Categories and Subject Descriptorsi.5.3 [Clustering] Similarity
measures

General Terms: Measurement, Reliability
Keywords: Scientific Literature, Link-based Similarity Measure

1. INTRODUCTION

As the number of people who use scientific literature datgas
grows, the demand for scientific literature retrieval segsi has
been steadily increased. One of the most popular retrievaices
is to find a set of papers similar to the paper under considerat

Permission to make digital or hard copies of all or part o thviork for

personal or classroom use is granted without fee providatidbpies are
not made or distributed for profit or commercial advantage that copies
bear this notice and the full citation on the first page. Toyootherwise, to
republish, to post on servers or to redistribute to listguies prior specific
permission and/or a fee.

Copyright 20XX ACM X-XXXXX-XX-X/XX/XX ...$10.00.

Sang-Wook Kim
Dept. of Electronics and
Computer Engineering
Hanyang University
Seoul, 133-791, Korea
wook@hanyang.ac.kr

Sunju Park
School of Business, Yonsei
University
Yonsei University
Seoul, 120-749, Korea
boxenju@yonsei.ac.kr

which requires a measure that computes similarities betvoee
pers. Various similarity measures, either based on keysvordef-
erences, have been proposed in the field of informationexetri
[1]. Text-based similarity measures count the number ofveyls

in common between two papers. Link-based similarity messur
transform the reference information in a paper into diredteks
and compute the similarity score between papers using grapéd
methods[[2][3].

Intuitively, two scientific papers are considered simildren the
research problems dealt in those papers are similar. Eesdebsim-
ilarity measures are not suitable in this regard, since thay con-
clude two papers are similar as long as the context is sireilan
when the problems the papers tackle are diffeflent [1]. liaked
measures, on the other hand, use the reference created ay-the
thors to the papers that solve similar problems. There&inajar-
ity measures based on the reference information tend to lve mo
consistent with people’s view on which papers are simil§i5[4
In this paper, we propose a new link-based similarity meagour
scientific literature databases.

There have been many link-based similarity measures intthe |
erature [[2][3]5][41[E1[S1[Z0][11][12][13]. Typical link-based sim-
ilarity measures include Bibliographic Coupling (Coug)n|2],
Co-citation [3], Amsler[[7], rvs-SimRank 5], SimRank] [&nd
P-Rank[[5]. In Co-citation, the similarity between two atiieis
computed based on the number of objects that reference beth o
jects (i.e., in-link). The more objects that reference balfects,
the higher similarity score of two objecfs [3]. In Couplirige sim-
ilarity between two objects is computed based on the number o
objects which are referenced by both of them (i.e., out}linkhe
more objects that are referenced by both objects, the higiher
ilarity score of two objects[[2]. Amsler measures the sinityja
between two objects as a weighted sum of the similarity scoye
Coupling and by Co-citation [7]. SimRank improves the aacyr
of Co-citation by computing the similarity score iterative The
iterative computation of similarity captures the recugsintuition
that two objects are similar if they are referenced by sinulgects
[8]. Rvs-SimRank and P-Rank improves Coupling and Amster, r
spectively, in the similar way [5].

Scientific literature databases exhibit two unique cheristics
that do not exist in general databases. First, few papesswhkich
are referenced by old papers. This is because very old papers
often not included in the database due to technical and egieno
reasons. Second, since a paper can reference only the aiers
lished before it (and never the papers published aftehigyet exist
few papers which reference recently-published papers.

These two characteristics in a scientific literature datalzzmuse
all existing link-based similarity measures to fail in a&$€ one of
the following three cases: (1) measuring the similaritysen old
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papers, (2) measuring the similarity between recent papeds(3)
measuring the similarity between an old paper and a recent on
First, Coupling, which uses out-link, may compute the samity
score between two old but similar papers as near 0, becaese th
exist few papers that are referenced by both of them in trebdae.
Second, Co-citation, which uses in-link, on the other handy
compute the score between two recent but similar papersas ne
0, because there exist few papers which reference both paper
the database. Third, both Coupling and Co-citation may adenp
the score between two similar papers, one old and the otbente

pling, Amsler, SimRank, rvs-SimRank, and P-Rdrk [5]. Catan,
Coupling, and Amsler were proposed for measuring simjlamtong
scientific paper<]5], and were applied to different typeshjécts
with link information [15][16][17]. SimRank, rvs-SimRanland
P-Rank, on the other hand, were originally proposed for ggne
objects with link information[[5][8].

In Co-citation, the similarity between two objects is corgal
based on the number of objects that have in-links to bothctdje
Equation 1 represents Co-citatiomandgq denote objectsS(p, q)
the similarity score between and g, and I (p) the set of in-link

as near 0, because the old paper tends to have few papersethat a neighbors op.

referenced by it and the recent one tends to have few papars th
reference it. Other similarity measures are plagued withilar
problems, which are discussed in detail in Section 2.

Two papergp andg should be determined similar in the follow-
ing three cases. Firgh,andq are similar if the number of papers
referenced by botlp and ¢ (out-links) is high. Secondp and ¢
are similar if the number of papers which reference hotnd ¢
(in-links) is high. Third,p andq are similar if many of the papers
that are referenced hyreference;. Though the first and the sec-
ond cases are captured in Coupling and Co-citation, respbgt
but they fail to address both cases simultaneously. Moreowe
existing measures can be used for the third case.

To compute the similarity score correctly regardless offiie-
lished dates of papers, one should consider all three caset s
taneously. In other words, one should employ all three nreasu
Coupling for computing the similarity between recent pap&o-
citation for computing the similarity between old papers] a new
measure for computing the similarity between an old and entec
papers. This can be achieved by transforming both out-larid
in-links into undirected links and computing the similgritased
on the number of papers ‘connected’ by two papers. In thigpap
we propose C-Rank, a new similarity measure that computes th
similarity properly for all three cases.

Existing similarity measures use various normalizationhods
to prevent the similarity score between two papers fromeiasing
as the number of links to and from the papers increases [B141L
Typical normalization methods include Jaccard coeffigiaséd in
Coupling, Co-citation, and Amsler, and the pairwise methasid
in rvs-SimRank, SimRank, and P-Rank. In this paper, we shaiv t
Jaccard coeffiecient is more suitable than the pairwise odefibr
scientific literature databases through experiments.

The ideal similarity measure should match the intuition séns,
and the best way to evaluate similarity measures is to entpley
mans|([8]. In this paper, we point out the problems with thdweva
ation methods used in previous studies and propose a nevodheth
that solves those problems. We use the proposed evaluagitiroch
in our experiments.

The paper consists of the following. Section 2 points out the
problems with existing similarity measures when appliedsde
entific literature databases. Section 3 describes C-Raekde-
tailed algorithm, and the suitable normalization methoect®n 4
compares the accuracy of C-Rank with those of existing nreasu
through experiments. Section 5 summarizes and concludgsath
per.

2. RELATED WORK

In this section, we examine existing link-based similantga-
sures and discuss why they fail to measure similarity ctlgraten
used for scientific literature databases.

2.1 Link-Based Similarity Measures
Existing link-based similarity measures include Co-aitat Cou-

Sp,q) =1(p)NI(q) 1)

In Coupling, the similarity between two objects is computed
based on the number of objects that have out-links from bbth o
jects. Equation 2 represents Couplin@(p) denotes the set of
out-link neighbors op.

S(p,q) = O(p) N O(q) 2

Amsler measures the similarity between two objects as ahteilgy
sum of the similarity scores by Coupling and by Co-citatiBqua-
tion 3 represents Amsler. The relative weight of the sintifacore
of Co-citation and that of Coupling is balanced by paramatdn
most applications) is set at 0.5[5[[7] .

S(p,q) =Ax (I(p)NI(g)+ (1-A) x(O(p)NO(q) (3)

Figure 1 shows an example of a reference grapho ;j repre-
sent papers and arrows represent reference relations dretvee
pers. The similarity score betweenand f by Co-citation is 1,
because there is one papehat references both papers. The score
betweere and f by Coupling is 1, because a single papés refer-
enced by both. The score betweeand f by Amsler is 1, assuming
the relative weight for Coupling and Co-citation is 0.5.

Figure 1: A reference graph.

On the other hand, Co-citation computes the score between
andc as 0 and the score betwedrandg as 1. A closer look re-
veals thatd references: and thatg references. Since the papers
with the similarity score of 1 and g) reference themg andc
may be regarded somewhat similar. SimRank captures this int
ition such that the objects referenced by similar objeatssanilar.
That is, SimRank computes the similarity score recursivetyua-
tion 4 represents SimRank. In Equation&(p,q) denotes the
similarity score betweep andgq at iterationk , and/;(p) denotes
the paper connected jothroughi-th in-link. C'is a decay factor
for attenuating the similarity score during similarity pegation,
whereC' € [0, 1].



0 if
c [1(p)| 11(q)]

> Rilli(p). 1;(a))

i=1 j=1

Ries1(p.9) = oS
@

By using globalized neighbors, SimRank improves the acyura
of Co-citation which uses localized neighbors only. Simjlarvs-
SimRank and P-Rank improve Coupling and Amsler, respdygtive
Equation 5 represents rvs-SimRank. The only differencevden
rvs-SimRank and SimRank is the type of links used. Equation 6
represents P-Rank. As shown in Equation 6, P-Rank meashees t
similarity score between two objects as a weighted sum ofithe
ilarity scores by rvs-SimRank and SimRank.

Ry ={ 0 {221
c [0(p)] 10(q)]
Riti(p,q) = om0 Z Z R (0i(p), 05(q))
o ®)
mwa={ ) {020
c [I(p)| |1(a)l
Ri41(p,q) = A x T Z Z Ry (Li(p), 1;(q))
c [0(p)] 10(q)]
+ (1 =A) x RO Z Z Rk(0i(p),0;5(q)) (6)

Table 1 summarizes the existing similarity measurés [5].eWh
k=1, C = 1,andX = 1 (or A\ = 0), Equation 6 represents
Co-citation (or Coupling). Whe = 1, C' = 1 and X = 0.5,
Equation 6 represents Amsler. When= oo, Equation 6 repre-
sents SimRank, rvs-SimRank, and P-Rank depending on the val
of A. Even thought = oo for SimRank, rvs-SimRank, and P-
Rank, empirically the similarity scores by SimRank, rvsagiank,
and P-Rank tend to convergelat= 4 or 5 [5][8].

Table 1: Relationship among similarity measures (Adopted

from [B])
Links used k In-link Out-link Both
B Co-citation Coupling Amsler
k=1 c=1,)=1 C=1,A=0 | C=1,A=1/2
B SimRank rvs-SimRank | P-Rank
k=00 C=varies \=1 | C=varies\=0 | C, A\=varies

2.2 Problems with Existing Similarity Measures

Scientific literature databases have two characteristiat are
different from general databases. First, very old papezsoéien
not in the database. Second, there exist few papers thatmete
recently-published papers. Due to these two charactesjstll ex-
isting similarity measures fail to compute the similarigpee cor-

rectly in scientific literature databases, at least in orth@follow-
ing three cases.

(P1) measuring the similarity between old, but similar pa-
pers

measuring the similarity between recent, but sim
papers

measuring the similarity between two similar pape
one old, the other recent

(P2) lar

(P3)

Figure 2 represents the reference relations among papexrs as
graph. In Figure 2q to I represent papers, and arrows represent the
reference relations between papers. The papers on top fiftine
are older, and the papers at bottom are more recent. An egampl
of (P1) happens when the similarity score betweemdb is com-
puted. The similarity score computed by Coupling (rvs-Sami
is 0 (near 0) because these papers have no out-links. Thiaisimi
ity score by Amsler (P-Rank) is not 0, because the score by Co-
citation is 1. The maximum score by Amsler (P-Rank), howgever
would be at most 0.5 (assuming the relative weight for Cagpli
and Co-citation is 0.5). That is, the score by Amsler (P-Rask
inaccurate. An example of (P2) happens when the score betwee
and! is computed. The score computed by Co-citation (SimRank)
is 0 (near 0) because these papers have no in-links. The lsgore
Amsler (P-Rank) would be 0.5 (near 0.5), even though they hav
a common out-link neighbar. An example of (P3) happens when
the score betweenand! is computed. The score computed by all
existing similarity measures is 0 or near 0.

1960s

1970s

1980s

1990s

2000s

2010s

Figure 2: A graph of the reference relationships with publish-
ing dates.

Coupling, Co-citation, and Amsler fail to capture the samil
ity between papers in scientific literature databases. fweRank,
SimRank, and P-Rank are plagued with the same problem® sinc
they are the iterative extensions of Coupling, Co-citgtaord Am-
sler, respectively.

3. PROPOSED SIMILARITY MEASURE

In this section, we propose a new similarity measure called C
Rank and describe its algorithm in detail. We also discussra n
malization method appropriate for the new measure.

3.1 Main ldea

Two paperg andq should receive a high similarity score in the
following three cases.



(C1)
(C2)

the number of papers referenced by ho#imdg is high
the number of papers which reference hotindgq is
high

the number of the papers which are referenceg Qy
reference is high

(C3)

Furthermore, C-Rank has the effect similar to increasiegtbight

of Co-citation (SimRank) when computing the score betwdédn o
papers, increasing the weight of Coupling (rvs-SimRankgmvh
computing the score between recent papers, and increasimgeight

of a BP-based similarity measure when computing the score be
tween old and recent papers. The user does not have to set the

We define the paper which is referenced by both papers as OPyajue of A when using C-Rank. In experiments, we show that the

(common Out-link Paper), paper which references both gaper
IP (common In-link Paper), and paper which is referencedhiey t

one paper and references the other as BP (common Between.Pape

In Figure 2, for examplef is an OP ofg andh, h is an IP ofd and
f,andcis a BP ofa andf.

accuracy of C-Rank is higher than those of Amsler (P-Rankf) wi
different \ values.

One of the evaluation criteria for link-based similarity aseares
is how many pairs of objects can be measuféd [5]. SimRank fail
to compute the similarity when a paper has no in-link, and rvs

_The existing measures can be used in (C1) and (C2) cases. CosjmRank fails when a paper has no out-link. Although beirig ab
citation or SimRank can be used for (C1), and Coupling or 1vs- to compute the similarity scores for more pairs than anyratiea-
SimRank can be used for (C2). In Figure 2, for example, Co- syres, P-Rank measures similarity for less number of phas t

citation (SimRank) can be used to measure the similaritwéen

C-Rank. This is because P-Rank fails to compute the sirilbe-

g andh, and Coupling (rvs-SimRank) can be used to measure the tween an old paper and a recent one. In experiments, we skadw th

similarity between d angf. The existing measures, however, can-

not correctly measure the similarity in (C3). In Figure 2, ésam-
ple, existing measures fail to compute the similarity bemeand
f. A similarity measure that counts BPs should be suitabléhisr
case. Of course, a BP-based similarity measure cannot bfarse
the papers with publication dates close to each other, suglaiad

the number of pairs of papers computed by C-Rank is more than
that of any other measures.

Treating both in-links and out-links as undirected mighttimight
to result in loss of semantics of the direction of links. Bgrégard-
ing the direction of links, however, C-Rank is able to coesidll
three cases mentioned in 2.2. Thus, the measure has mone adva

h, Since there exist feW BPs betWeen the papers Under Coa'sider tages than disadvantages when Computing the S|m||ar|“mg

tion.

To compute the score correctly in all three cases, thergfoee
propose to use all three measures, Co-citation (or SImR&u)-

pling (or rvs-SimRank), and a new BP-based measure. When com

bining all three measures, a weighted sum of similarityssfrom

papers.

3.3 Normalization

In previous studies, two types of normalization methodsiaes
to prevent a problem that the similarity score between tweepa

the three measures could have been used, similar to Amsler (o increases as the number of links increases. Used in Coufing
P-Rank). Note that this would suffer the same problem faged b Co-citation), Jaccard coefficient normalizes the sintjestore by

Amsler (or P-Rank) that one of the scores may be near 0, which r

sults in the score that is much lower than the correct vahstehd

of using a weighted sum, therefore, we propose a new medmtre t

considers three cases simultaneously.

3.2 C-Rank

dividing the number of papers which are referenced by (arref
ence) both papers by the sum of the number of the papers each
paper references (or is referenced hy) [14]. Rvs-SimRairk; S
Rank, and P-Rank have used the pairwise normalization rmetho
SimRank, for example, builds a set of pairs between the pahat
reference any one of the two papers under consideratiorpu@s

Though papers are classified into OPs, IPs, and BPs based on th the sum of similarity scores of all pairs, and divides it bg firod-

direction of links, their role is the same: they are used tmpate
the similarity between two papers. So, we disregard thetime of
links, which results in a single type of links that connead rapers.
We define the papers which connect two paper§'asnectors.
When disregarding the direction of references, Couplingr¢s-
SimRank), Co-citation (or SimRank), and a BP-based siitjlar
measure are unified as a single measure that computes thergymi
score based on the number of Connectors in an undirectet.grap
We propose a Connector-based similarity measure calledrR
C-Rank uses both in-links and out-links at the same time aEo
7 represents C-Rank, whefép) denotes the set of undirected link
neighbors of papep. Similar to that the accuracy of Co-citation
(Coupling) is improved by iterative SimRank (rvs-SimRank)
Rank is defined iteratively.

0 if
RO(p7q):{1 Ifgig7

L) 1L(9)]
> Ri(Li(p), Li(g)) (7)

i=1 j=1

S S
Ricei(p,0) = oS

Unlike Amsler or P-Rank, C-Rank does not need paramgter
because C-Rank unifies in-links and out-links into undeddinks.

uct of the number of in-links to each paper.

In scientific literature databases, some well-known papees
referenced by the many other papers, and people who usevedtri
services would be interested in those quality papers. Simcpair-
wise normalization method lowers the similarity score o fra-
pers with many in-links, the similarity scores between tambus
papers can be very lovi[11]. Figure 3 represents an example of
the problem with the pairwise normalization method. In F&8,
papersp andq are referenced by all the other papers, and should
be determined similar. When the number of papers whichrefer
ence botlp andq is k, however, the similarity score with pairwise
normalization become%. The same problem exists when the sim-
ilarity is computed iteratively, although the score may bmewhat
higher than% [11]. So, for the scientific literature databases where
famous papers (in which users would be interested) have many
in-links, Jaccard coefficient seems a better normalizatethod.
Equation 8 represents C-Rank with Jaccard coefficient. lrakogn
8, *\’ denotes different set. In experiments, we show Jaccard co-
efficient is more suitable than pairwise normalization fdeastific
literature databases.

3.4 Recursive C-Rank

The recursive C-Rank in Equation (8) has the following four
properties. For any papepsandg, the iterative C-Rank gb andq
is the same as that gfandp (symmetry). The iterative C-Rank is



have been many methods to improve the time complexity of Sim-
Rank [5][€][11][12](13][1€]. These methods can be appltedC-
Rank, because the equation of C-Rank and that of SimRank are
similar.

[
[
[
E

|

4. EXPERIMENTS

) ) ) o In this section, we compare the effectiveness of C-Rank laad t
Figure 3: An example showing the problem with the pairwise existing similarity measures.

normalization method.

4.1 Experimental Setup

non-decreasing during similarity computation (monotagjc Ex- Our experiments ran on a scientific literature database péith
istence and uniqueness guarantee that there exists a suilytien pers from DBLP and reference information crawled from Libra
to iterative C-Rank which reaches a fixed point by iterativepu- We used the papers related to the database research belause t
tation. The prove can be found in Appendix. running time of the existing similarity measures and C-Rank
the large database can become very high. We used the pidiicat
(Symmetry) Ri(p,q) = Ri(q,p) venues listed in[19] to select papers related to databaseureh.
(Monotonicity) 0 < R (p,q) < Rrs1(p,q) <1 Table 3 lists the publication venues {n [19]. The number of pa
(Existence) The solution to the iterative C-Rank eqlia-  pers was 23,795 and the number of references (to the paptes in
tions always exists and converges toafiyed  dataset) was 126,281. All our experiments were performedron
point, s(x, x), which is the theoretical so-  Intel PC with Quad Core 2.67GHz CPU, running Windows 2008.
. lution to the recursive C-Rank equations We compared C-Rank with rvs-SimRank, SimRank, and P-Rank,
(Uniqueness)  The solution to the iterative C-Rank equa- pecause Coupling, Co-citation, and Amsler could be exprkes-
tion is unique wher”’ # 1. ing rvs-SimRank, SimRank, and P-Rank, respectively. Fionéas
. of comparison, we set the decay factér= 0.8 for all measures
Ro(p,q) = { 0 ifp#q 7 and the relative weighh to be 0.5 for P-Rank, unless otherwise
1 ifp=gq noted. All the default values of parameters are set in accmel
with [5].
Lip)NnL
Rei(pyq) = C x (LRIDL@L
|L(p) U L(q)| , .
Table 2: The C-Rank Algorithm
1 C-Rank (&, C, k)
+ 1Z(p) U LI L(q)] X Z Z Re(p',q") Input: A reference grapti (an undirected graph),
P a 4 p’€L(p)\L(q) ¢’€L(q) the decay facto€, the iteration numbek
Output: C-Rank scor&(x, *)
1 foreachp € G do /* Initialization */
1 L, 2 foreachy € G do
+ x> Y Re.d) 3 ifp==gqthenR(p,q) = 1
|L(p) U L(q)||L(p)|
p'€L(p) ¢’ €L(q)\L(p) 4 eIseR(p, q) =0
5 while (n < k) do /* Iteration */
(8) 6 foreachp € Gdo
. 7 foreachy € G do
3.5 Algorithm 8 R+ (p,q) = LLBOLW@)
Table 2 shows the algorithm of C-Rank. For every pair of paper 9 foreachl, ¢ iL(g’))\Uﬁ‘g)‘
(p,q), an entryR(p, ¢) maintains the intermediate C-Rank score 10 foreaclr)l € L(g)
of (a,b) during iterative computation. Because it iterative C- : ?
: . 11 differentSetofp +3R (I, l4)
Rank score is computed based on C-Rank scores ifkthel) —th . _ i
. ) - e - ) 12 differentSetofp< = —————~——
iteration, an auxiliary similarity score stofex (p, ¢) is maintained [L(»)UL()IL()]
accordingly. The code first initializeB (p, ¢) based on Table 2 13 foreach,, € L(q)\L(p)
(Lines 1~4). During iterative computatior« (, *), is updated by 14 foreachl, € L(p)
R(, %) inthek — 1 iteration, based on Table 2 (Lines-&7). Then 15 differentSetofq +F2(lp, lq)
Ri(x, %) is substituted byRy.1(x, *) for further iteration (Lines 16 differentSetoft = 1roortaraT
18~20). This iterative procedure is repeatetimes (Lines 5-21). 17 R x (p,q)+ = Cx (differentSetofp + differentSetofq
The space complexity of all existing measures @@>) be- 18  foreachp € G do /* Update */
cause the measures mqst ;tore pairs of fall papersl‘ladd? be 19 foreachy € G do
the average number of.ln-llnks anpl out-llnks.of all papegspec- 20 R(p,q) = R+ (p,q)
tively, the time complexity of rvs-SimRank, SimRank, andRBak 21 n=n+l
areO(k-di -n?), O(k-d3-n?),andO (k- (d3 4 d3) -n?)), respec- 22 return R(**)
tively [5]. The time complexity of C-Rank i© (k- (d1 +d2)? -n?), :

which is slightly higher than the others. However, the waeste
time complexity of all existing iterative measures inchgliC-Rank
is O(n?). http://ww.informatic.uni-trier.detley/db/

The time complexity of C-Rank may become too high. There Z2http://academic.research.microsoft.com




4.2 Accurate Evaluation Method

Previous studies on similarity measures used various &tiafu
methods. [[2] and[3] evaluated Coupling and Co-citationlitpra
tively, showing some example cases. Although easy to use; ho
ever, qualitative evaluations do not provide any concreigesice
on which measure is better or how accurate each measure]is. [8
used a text-based similarity measure and Co-citation asmgrouth
to evaluate the accuracy of SimRank. Because the text-lsaséed
larity measure is less accurate than SimRank, and Coesitdties
not generate similarity scores accurately at least in giiefiter-
ature databases, using these two measures as ground tratt do
seem a good evaluation method for scientific literatureldetes.
[5] clustered papers using the similarity score by SimRarktae
similarity score by P-Rank, respectively, and evaluatexabcu-
racy of two measures by comparing the similarity scores pepa
from the same cluster and those from different clustershadigh
used for evaluating the quality of clustering in clusteriegearch,
this method is not suitable for evaluating the similarityasere be-
cause the results are dependent on the type of data andricigste

algorithm [20].

Table 3: Publication venues related to database research 9]
ADBIS, ADC, ARTDB, BNCOD, CDB, CIKM, CooplS,
DANTE, DASFAA, DAWAK, DB, DBPL, DBSEC, DEXA,
DKD, DKE, DL, DMKD, DNIS, DOLAP, DOOD, DPD,
DPDS, DS, EDBT, ER, FODO, FOIKS, FQAS, GIS, HPT|
ICDE, ICDM, ICDT, ICIS, IDA, IDEAL, IDEAS, IGSI, Inf.

Process, Lett., Inf. Sci., Inf. Syst., IPM, IQIS, IS
ISR, IW-MMDBMS, IWDM, JDM, JIIS, JMIS, K-CAPKA,
KDD, KER, KIS, KR, MDA, MFDBS, MLDM, MMDB,

MSS, NLDB, OODBS, PAKDD, PKDD, PODS, RIDE, RIDS
SIGKDD Exp., SIGMOD, SIGMOD Rec., SSD, SSDMB,
TKDE, TODS, TOIS, TSDM, UIDIS, VDB, VLDB, VLDB-J,
WebDB, WIDM, WISE, XMLEC

1Y

One of the most accurate ways to evaluate the accuracy of-a sim
ilarity measure would be to ask humahs [8], but user studesx
pensive and time consuming. We propose a new evaluatioroeheth
that achieves similar effects without employing user stsdiWe
ask domain experts to select the papers similar to each, aher
evaluate each similarity measure based on the similardyesie-
tween the selected papers. The higher the score is, the maue a
rate the similarity measure is.

The evaluation process in detail is as follows. First, wedtel
five well-known fields in data mining (clustering, sequehgat-
tern mining, graph mining, spatial databases, link miniag)l se-
lect the references at the end of each chapter for each faatd dr
data mining text book [14]. The references include both @ld a
recent papers. Second, we use one of the references to beya que
paper and find then highest scoring papers (whene can be 10,

20, 30, 40, and 50) by each similarity measure. Third, we agsp
the precision of each similarity measure by comparing theégh-h
est scoring papers to those in the reference list of the fieteo
query paper. Fourth, we repeat the second and third stepailint
references are used as a query paper.

4.3 Experimental Results

4.3.1 Normalization Method

In this section, we compare the accuracy of similarity messu
with Jaccard coefficient and that with the pairwise nornzdion
method. Figure 4 shows the accuracy of P-Rank and C-Rank with

different normalization methods. (The other measuresSiusRank
and SimRank, exhibit similar results, and thus omitted.¢ @bcu-
racy of both similarity measures with Jaccard coefficiertigher
than that with pairwise normalization. The results confinat tJac-
card coefficient is a more suitable normalization methodséden-

tific literature databases. Note that the accuracy of C-Ruaitik
pairwise normalization is lower than that of P-Rank withrpése
normalization. This is because C-Rank uses more links than P
Rank as mentioned 3.3.

4.3.2 Top 10 Rankings

In this section, we confirm that C-Rank measures similariopp
erly by extracting the top 10 highest-scoring papers by @GkRa
when paired with a well-known paper as a query paper. We use
[21]] and [22], two well-known papers in the database and ihita
ing research field, respectively. Table 4 lists top 10 hitisesring
papers when paired with 21], and Table 5 lists the top 10ésth
scoring papers when paired with [22]._]21] proposed R-Tree a
a multidimensional index. In Table 4, the highest-scoriageqrs
by C-Rank are mostly related to multidimensional indexé22)]
proposed BIRCH as a clustering method. In Table 5, the papers
by C-Rank are mostly related to clustering. The results stiaw
C-Rank can provide a set of papers similar to the paper uraer ¢
sideration.
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Figure 4: Comparing Jaccard coefficient and pairwise normal
ization method.

4.3.3 Failure of Existing Similarity Measures

In this section, we demonstrate the problem of existinglairity
measures when applied to scientific literature databaseg thsee
cases identified in Section 2.2. We also show that C-Rank atesp



the similarity score properly in all three cases. For dertratisn
purposes, we seledt [23],_[24] arld [21]. [25] as the pairsIdf o
papers but similar paper$, [26], [27] and[28].1[29] as thespaf
recent papers but similar papers, dnd [25]] [30] [82] 43 the
pairs of an old and a recent paper.

Table 6 shows the result of case analysis. Six cases are illus
trated in Table 6, but all other examples tested show simdar
sults. In Table 6, the similarity scores between old but lsinpa-
pers by rvs-SimRank are 0 in both cases. As noted in SectiBn I
rvs-SimRank identifies incorrectly that the papers are imotlar
because they have no common out-links. Similarly, the simil
ity scores between recent but similar papers by SimRank ame 0
both cases. SimRank identifies incorrectly that the papersat
similar because they have no common in-links. Furthermalie,
existing similarity measures compute the similarity sedvetween
the papers with different publication dates as 0. C-Rankenly
one that measures the similarity of those papers. That Raik
is able to capture the similarity between the papers witfeiht
publishing dates. Note that the scores by C-Rank are notihigh
both cases. This is because the problem tackled in the olerpap
and that in the newer paper, although somewhat similar, have
come less in common as time passes on. The original problgm ma

Table 6: The results of case analysis

old papers | recent papers an old
7 and a recent paper
[23] and [24] | [26] and [27] |  [25] and [30]
[21] and [25] | [28] and [29] |  [31] and [32]
rvs-SimRank 0 0.278 0
0 0.189 0
) 0.179 0 0
SimRank 0.141 0 0
0.114 0.198 0
P-Rank 0.082 0.096 0
0.240 0.282 0.050
C-Rank 0.175 0.210 0.047

4.3.5 Distribution of Similarity Scores

In this section, we count the number of pairs whose simylasit
computable by each similarity measure. Figure 6 shows ttei-di
bution of the similarity scores by each similarity measuing=igure
6, X-axis represents the range of similarity scores, wHérep) in-
dicatedb is included and:b is not included in the range, and y-axis

have changed to a more specific problem, or it may have changedrepresents the number of pairs of papers. In Figure 6, yiaxis

to solve more general problem, etc.

Table 4: Top 10 papers similar to [21]
The R*-Tree: An Efficient and Robust Access Method |..
The R+-Tree: A Dynamic Index for Multi-Dimensional ...
Nearest Neighbor Queries
The K-D-B-Tree: A Search Structure For Large ...
The X-tree : An Index Structure or ...
On Packing R-trees
The Grid File: An Adaptable, Symmetric Multikey ...
Efficient Processing of Spatial Joins Using R-Trees
Hilbert R-tree: An Improved R-tree using Fractals
The SR-tree: An Index Structure for High-Dimensional|...

OO N| O] Ol | W N

[EnY
o

Table 5: Top 10 papers similar to [22]
Efficient and Effective Clustering Methods ...
CURE: An Efficient Clustering Algorithm ...
A Density-Based Algorithm for Discovering Clusters ...
Automatic Subspace Clustering of High Dimensional ..
Scaling Clustering Algorithms to Large Databases
WaveCluster: A Multi-Resolution Clustering Approach |...
Fast Algorithms for Projected Clustering
STING: A Statistical Information Grid Approach ...
An Efficient Approach to Clustering in Large ...
OPTICS: Ordering Points To Identify the Clustering...

O] O N| O] O | W| N

[EnY
o

4.3.4 Accuracy of Similarity Measures

Figure 5 represents the accuracy of different similaritasuees.
In Figure 5, x-axis represents the number of tegscoring papers,
and y-axis represents the accuracy of each similarity nmea#\s
shown in Figure 5, the accuracy of C-Rank is higher than therot
similarity measures regardless of the valuerof The results indi-
cate that C-Rank is more accurate than the other measuregin s
tific literature databases.

log scale because for most pairs, the similarity scores are either in
N/Aorin [0, 0.1).N/Arepresents the pairs whose similarity cannot
be measured. As shown in Figure 6, there are no such pairs of pa
pers whose similarity scores ax#A by C-Rank. This implies that
C-Rank computes the similarity score between all pairs pepa
because C-Rank uses both in-link and out-link simultangouis
Figure 6, the pairs of papers whose similarity scores\#eby the
other measures can be thought to be computed as near 0 bylC-Ran
However, we note that the number of pairs in [0, 0.1) by C-Rank
is not too much different from those of other measures. Tégslt
indicates that C-Rank provides meaningful similarity ssdior the
pairs of papers even when their computation is infeasibth thie
other similarity measures.

(%)

0.600
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0.400
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0300 7 B SimRank
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C-Rank
0.100 -
0.000 - T T
10 20 30 40 50 (m)

Figure 5: The accuracy of the similarity measures.

4.3.6 Similarity Scores with Variations of the Num-
ber of Iterations

In this section, we examine the algorithmic nature of sintifa
measures by tracing the changes in the similarity scoreawiaity-
ing k. Figure 7 represents the average of the similarity scores of
the 10 highest-scoring pairs of papers while varyirfgom 1 to 10.
In Figure 7, x-axis represents the number of iterations,yaagis
represents the average of the scores of the top 10 highastgc
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Figure 6: Distributions of the similarity scores.

pairs of papers by rvs-SimRank, SimRank, P-Rank, and C-Rank
respectively. The similarity scor®y(x, *) becomes more accu-
rate on successive iterations. Iteration 2, which comphigs, *)
from R1 (*, %), can be thought of as the first iteration taking advan-
tage of the recursive power of algorithms for similarity qurte-
tion. Subsequent changes become increasingly minor, stigge

a rapid convergence. The score by SimRank converggs-at3,

the score by rvs-SimRank convergesgat 5, the score by P-Rank
converges ak = 6, and the score by C-Rank converges at 9.
Because it utilizes the highest number of links, C-Rank éslést
one to converge.
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Figure 7: The similarity scores with different & values.

4.3.7 Similarity Scores with Variations of Decay Fac-
tor

In this section, we show how the decay factois related to the
speed of convergence in C-Rank. Figure 8 represents thagever
similarity scores by C-Rank with variations 6f. In Figure 8, x-
axis represents the number of iterations, and y-axis repteghe
average similarity score by the top 10 highest-scoringspaifipa-
pers. The decay factaf], is setto be 0.2, 0.5, and 0.8, respectively.
It is obvious that the similarity score of C-Rank increasét the
increase ofC. WhenC' = 0.2, C-Rank converges fast &t= 2.
WhenC' = 0.8, on the other hand, C-Rank converges atdth
iteration. WhenC' is low, the recursive power of C-Rank is weak-
ened such that only the papers in local or near-local neigjuoal
are used in similarity computation. Whéhis high, more papers in
a more global neighborhood can be used in computing theasimil
ity recursively. WherC' is high, therefore, the convergence takes
more time.

4.3.8 Accuracy of Similarity Measures with Varia-
tions of the Relative Weight

So far, we have used the relative weight to be 0.5 in P-Rank.
In this section, we compare the accuracy of C-Rank and thbse o
P-Rank with variations of. The X is set to be 0.3, 0.5, and 0.8.
Figure 9 represents the accuracy of C-Rank and P-Rank with va
ations of . In Figure 9, x-axis represents the number of the top
m scoring papers, and y-axis represents the accuracy of @aeh s
ilarity measure. The accuracy of C-Rank is higher than tlafse
P-Rank regardless of the value bfin most cases. Although the
accuracy of P-Rank with = 0.8 is higher than that of C-Rank in
two cases, whem = 40 andm = 50, the similarity score is more
important whenn is low, especially in scientific literature retrieval
services, and C-Rank achieves a higher accuracy than PviReark
m is 10, 20, and 30.

similarity score

0.20
018 - e e o——
016 al

014 |4

012

0.10 - —#—C-Rank(0.8)
0.08 f; —8—C-Rank(0.5)

0.06 ~#—C-Rank(0.2)
0.04
0.02
0.00 T T T

1 2 3 4 5 6 7 8 9

10 (k

Figure 8: The similarity scores with different C' values.
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5. CONCLUSIONS

In this paper, we propose C-Rank, a hew similarity measure fo
scientific literature databases. We examine two notableckexis-
tics in scientific literature databases and identify threges where
all existing similarity measures fail to compute the simtiascore
correctly. Our observations lead to the development of GkRa
which uses both in-link and out-link while disregarding tieec-
tion of references. In addition, we verify Jaccard coeffitie more
appropriate for scientific literature databases, and mepn eval-
uation method for measuring the accuracy of similarity mess
For experiments, we have built a database with real papens fr
DBLP and reference information crawled from Libra. Expegim



tal results show that C-Rank achieves a higher effectivetien
existing similarity measures in most cases.
The contributions of this paper are as follows:

1. We have pointed out that existing similarity measureddai
compute the similarity score properly for scientific papers

2. We have proposed a new similarity measure for computing

the similarity score among papers called C-Rank.

3. We have proposed a normalization method suitable for sci-

entific literature databases.

4. We have proposed a quantitative evaluation method which

matches the intuition of users.
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7. APPENDIX

We prove following four mathematical properties:

1. (Symmetry) According to Equation(8), it ifx(a,b) =
Ry (b,a) fork > 0.

2. (Monotonicity) Ifa = b, Ro(a,b) = Ri(a,b) = ... = 1, so
it is that the monotonicity property holds. We considet~ b.
According to Equation(8)Ro(a,b) = 0. Base on Equation(8),
0 < Ri(a,b) < 1. S0,0 < Ro(a,b) < Ri(a,b) < 1. We
assume that for akt, 0 < Ry_1(a,b) < Ri(a,b) < 1, then

_ o L@\ .
Ri-1(a,b) = Ri(a,0) = OX [massro X TN E@Em)]

x > [Brla,b) = Rp—1(a’, V)]
a’€L(a)\L(b) b’ €L(b)
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1
[LON\L(a)[[L(a)]

DY > [Re(d\V) = Rk—1(a’, V)]
a’€L(a) b €L(B)\L(a)

Based on the assumption, we h&¥®, (a,b) — Ri—1(a, b)) > 0,
Va,b € G, so the left hand sid&1(a,b) — Ri(a,b) > 0
holds. By induction, we draw the conclusion that for dny
Ri < Ri+1. And based on the assumptidn< Ri(a,b) < 1,
SO

0
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D C X Tmporar <1
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The above equation represents following

L@AL@) | 1L@\LG) | [LONL@]] _
Clizmoral T mworml + T@urml = C

S0, Ri+1(a,b) < C < 1. By induction, we know that for any
k,0 < Ry(a,b) < 1.

. (Existence) According to (Monotonicityya,b € G, Ri(a,b)

is bounded and nondecreasing /asncrease. By the Com-
pleteness Axiom of calculus, each sequerg(a,b) con-
verges to a limitR(a,b) € [0,1]. Notelimy_, o Ri(a,b) =
limy— oo Ri+1(a,b) = R(a,b), Sowe have

R(CL, b) = klgl;o Rk+1(a7 b)
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Note that the limit of R (x, %), with respect tdk, right satisfies
the recursive C-Rank equation, shown in Equation(8).

. (Uniqueness) Suppose(x, x) andsaz(*, ) are two solution to

the n? iterative C-Rank equations. for any entitiesy € G,

let 6(z,y) = si(z,y) — s2(z,y) be their difference. Let
M = maxg,y |6(z,y)| be the maximum absolute value of any
difference. We need to show th&f = 0. Let|d(z,y)| = M for
somea, b € G. Itis obvious thatM = 0 if a = b. otherwise,
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