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Abstract. In this work, we study the socially fair k-median/k-means problem. We are given a set of
points P in a metric space X with a distance function d(.,.). There are ¢ groups: Pi,..., P, C P. We
are also given a set F' of feasible centers in X. The goal in the socially fair k-median problem is to
find a set C' C F of k centers that minimizes the maximum average cost over all the groups. That is,

find C' that minimizes the objective function ®(C, P) = max; {Zzer d(C, :tc)/|Pj|}7 where d(C, z) is
the distance of = to the closest center in C. The socially fair k-means problem is defined similarly by
using squared distances, i.e., d2(.7 .) instead of d(.,.). The current best approximation guarantee for

oth the problems is ue to Makarychev an akilian . In this work, we study the
both the problems is O ( m2e ) d Makarychev and Vakilian [MV21]. In this work dy th

fixed parameter tractability of the problems with respect to parameter k. We design (3+¢) and (9+¢)
approximation algorithms for the socially fair k-median and k-means problems, respectively, in FPT
(fixed parameter tractable) time f(k,e)-n°®, where f(k,¢) = (k/e)°* and n = |PUF|. Furthermore,
we show that if Gap-ETH holds, then better approximation guarantees are not possible in FPT time.

1 Introduction

Clustering is a task of grouping the objects such that the objects within the same group are more
similar to each other than the objects in the different groups. Clustering has been a well-studied
topic. It has many mathematical formulations, heuristics, approximation algorithms, and a wide
range of known applications (see [XT15] and [JMF99] for a brief survey). In recent years, the
topic: fairness in machine learning, has gained considerable attention leading to its own dedicated
conference: ACM FAccT (see [BHN19] and [CR20] for the recent developments in this area). The
main motivation is that in many human centric applications, the input data is biased towards a
particular demographic group that may be based on age, gender, ethnicity, occupation, nationality,
etc. We do not want algorithms to discriminate among different groups due to biases in the dataset.
In other words, we aim to design fair algorithms for problems.

In the context of clustering, in particular the k-median/k-means/k-center clustering, various no-
tions of fair clustering have recently been proposed (see for example: [CKLV17, [ BCFN19, [AEKM19,
BGK™19, KAMT9, [CFLM19, [MV20]). Most of these notions are based on balanced or proportional-
ity clustering. In other words, a clustering is said to be fair if in every cluster, a protected group (e.g.
demographic group) occurs in an almost the same proportion as it does in the overall population.
By the virtue of this, no group is over-represented or under-represented in any cluster. However,
recently, Abbasi et al. [ABV21] demonstrated that “balance” based clustering is not desirable in
applications where a cluster center represents an entire cluster. One such application is the place-
ment of polling location for voting (see [ABV2I] for details). In such applications, the quality of
representation of a group is determined by the closeness of the group members to their cluster
centers. Such cost representation is not captured by “balance” based clustering. Therefore, they
introduced a new notion of the fair clustering where each group has an equitable cost representation
in the clustering. Informally, given a point set P and ¢ groups: P, ..., P, C P, the task is to cluster
P into k clusters such that the maximum of the average costs of the groups is minimized. In an
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independent work, Ghadiri et al. [GSV21] used a similar notion that they called the “socially fair”
clustering problem. Recently, Makarychev and Vakilian [MV2I] generalized the definition of the
socially fair clustering problem using the weighted point set. The following is a formal definition of
the problem as stated in [MV21].

Definition 1 (Socially Fair Clustering). We are given a set P of points and set F' of feasible
centers in a metric space (X,d). There are £ groups (possibly non-disjoint) of points Py, ..., Py C P
with weight function wj: P; — R for each j € {1,...,4}. Let z be any real number > 1. The
unconstrained cost of a group P; with respect to a center set C C F' is defined as:

cost(C, Pj) = > d(C,p)* - wj(p), where d(C,p) == min {d(c,p)}.
pGPj ¢

In socially fair clustering, the goal is to pick a center set C C F of size k so as to minimize the
objective function: max ey cost(C, Pj), which we call the fair cost:

fair-cost(C, P) = t(C, Pj) ¢
air-cost(C, P) ?é?g}c{cos (c, ])}

The case of averaging the cost of each group, i.e., w; : P; — 1/|P;|, was initially studied by
Ghadiri et al. [GSV2]I] and Abbasi et al. [ABV2I] for which they gave an O(¢)-approximation
algorithm with polynomial running time. Furthermore, Abbasi et al. [ABV21] showed that the
natural LP relaxation of the problem has an integrality gap of Q(¢). To overcome this barrier,

Makarychev and Vakilian [MV21] designed a strengthened LP and improved the approximation
log ¢
’ log0 1gog€

Note that in the definition of the socially fair clustering, it is given that groups might not be
disjoint. However, we can make the groups disjoint. If a point p appears in multiple groups say
Pj ..., Pj, then we create t copies of point p such that its ith copy only belongs to jfh group.
Moreover, the weight of the it" copy is wj,(p). The objective function does not change due to this
modification. Therefore, from now on, we will assume all the groups to be disjoint.

Now let us discuss some special cases of the problem. For z = 1 and z = 2, the problem is known
as “socially fair k-median” and “socially fair k-means” problem, respectively. On the other hand, if
z is arbitrary and £ = 1, the problem is known as the “k-service” problem. Furthermore, in addition
tof =1,if z =1 or z = 2, the problem becomes the classical (unconstrained) k-median/k-means
problem, respectively.

In this work, we study the fixed parameter tractability of the problem parameterized by k.
It is known that the classical k-median and k-means problems when parameterized by k, are
W[2]-hard [CAGK™19]. Hence, it straightaway implies W[2]-hardness of the socially fair cluster-
ing problem. Therefore, the problem does not admit an exact FPT algorithm unless W[2] = FPT.
In this work, we design a (32 + ¢)-approximation algorithm for the problem, with FPT running
time, parameterized by k. Furthermore, we show that this approximation guarantee is tight upto
an ¢ additive factor. Also, note that in the running time analysis of our algorithms, we ignore the
dependence on z since it is typically considered as constant. Formally, we state the main result as
follows:

guarantee to O (eo(z) > in polynomial time.

Theorem 1 (Main Theorem). Let z > 1 and 0 < e < 1. Let Z = (X, P, Py,...,Pj,wy,...,wy,
F,d,k,z) be any instance of the socially fair clustering problem. Then, there is a randomized al-
gorithm that outputs a (3z + ¢)-approzimate solution to I with probability at least 1 — 1/n. The

running time of the algorithm is (k‘/s)o(k) -nOW  which is FPT in k.



The following are two immediate corollaries of the above theorem.

Corollary 1 (k-median). For the socially fair k-median problem, there is a randomized (3 + €)-
approximation algorithm with FPT running time of (k/ €)O(k) -nOPW that succeeds with probabaility
at least 1 — 1/n.

Corollary 2 (k-means). For the socially fair k-means problem, there is a randomized (9 + €)-
approzimation algorithm with FPT running time of (k/ E)O(k) -nPW that succeeds with probabaility
at least 1 — 1/n.

In Section Bl we establish FPT hardness of approximation results for the problem that follow
from the known hardness results of the unconstrained clustering problems. The following are two
main results:

Theorem 2 (FPT Hardness for Parameters: ¢ and k). For any constant € > 0 and functions:
g:RT = RT and f:RT — RY, the socially fair k-median and k-means problems can not be approz-
imated to factors (1 +2/e —€) and (1 + 8/e — €), respectively, in time g(k) - nf©°®)  gssuming
Gap-ETH.

Theorem 3 (FPT Hardness for Parameter k). For any z > 0, ¢ > 0, and function g: Rt —
RT, the socially fair clustering problem can not be approzimated to factor (32—5) in time g(k) -nok),
assuming Gap-ETH.

This completes the summary of our results. Note that Theorems [Il and B give tight approximation
bounds for the socially fair clustering problem when parameterized by k. Thus, it settles the com-
plexity of the problem when parameterized by k. Next, we compare our work with the previous
related works.

2 Related Work

The previous works of Abbasi et al. [ABV21], and Makarychev and Vakilian [MV21] were based on

the LP relaxation and rounding techniques. They gave O(¢) and O (eo(z) log ¢

loglog ¢
guarantees, respectively, for the socially fair clustering problem. On the other hand, Ghadiri et
al. [GSV21] designed a socially fair k-means algorithm with performance guarantees similar to
the Lloyd’s heuristics [L1o82] (popularly known as the k-means algorithm). In contrast, we use a
simple bi-criteria approximation algorithm as a subroutine to obtain FPT time constant factor
approximation algorithm for the problem.

Recently, Bandyapadhyay et al. [BES21] gave an FPT time constant factor approximation al-
gorithm for a variant of “balance” based fair clustering problem. This variant was first studied
by Chierichetti et al. [CKLV17] and later generalized by Bera et al. [BCFN19|]. According to this
variant, a clustering is said to be fair if within each cluster, the fraction of points that belongs
to the j™* group is at least Bj and at most «;, for some constants 0 < «;,3; < 1. This results
in fair representation of every group within each cluster. It turns out that this variant falls under
a broad class of the constrained k-median/k-means problem [BES21, [DX15]. Informally, the con-
strained k-median/k-means problem is a class of clustering problems where a set of constraints can
be imposed on the clusters in addition to optimising the k-means/k-median cost. Various other
problems like: wuniform capacitated k-median/k-means problem [Lil7], outlier k-median/k-means
problem [KLST8]|, fault-tolerant k-median/k-means problem [HHL™ 16|, etc., fall in this category.

Moreover, it is known that if any constrained k-median/k-means problem admits an FPT time
partition algorithm, then it also admits an FPT time constant factor approximation algorithm, in

> approximation



general metric spaces |[GJK20]. We refer the reader to [DX15, BJK18, [GJK20| for the definitions
of constrained clustering, partition algorithm, and other related constrained clustering examples.
We skip these details since they are not immediately relevant to our discussion; we just wanted
to convey the high level idea. Since Chierichetti et al.’s [CKLV17] definition of the fair clustering
fits the constrained clustering framework, it is tempting to check if the socially fair clustering
problem fits the constrained clustering framework. Unfortunately, the objective function of socially
fair clustering differs from the classical k-median and k-means objectives. Therefore, the problem
cannot be treated as a constrained clustering problem. However, we note that the cost function for
each group P; is exactly the same as the k-median/k-means objective. We use this fact to design
a polynomial time bi-criteria approximation algorithm for the problem. Then, we convert the bi-
criteria approximation algorithm to a constant factor approximation algorithm in FPT time. We
will formally define the bi-criteria approximation algorithm in Section E.1]

Another way of approaching this problem is to obtain a strong coreset for the socially fair
clustering instance. The coreset can be easily obtained by computing the coresets for each group
P; individually. For the coreset definition and its construction, see the work of Ke Chen [Che09], or
Cohen-Addad [CASS21]. After obtaining a coreset of the point set P, one can employ the techniques
of Cohen-Addad et al. [CAGK™19|, and Cohen-Addad and Li [CALI9] to obtain a constant factor
approximation for the problem in FPT time. The main idea is to try all possible k£ combination of
points in the coreset and choose the centers in F' that are closest to those points. This gives ('g‘)
distinct center sets, where |S| is the number of points in the coreset. It can then be shown that
the center set that gives the least clustering cost is a (3Z + ¢) approximation for the problem. For
details, see Section 2.2 of [CAL19] in the context of k-median and k-means objectives. However,
there are an issue with this technique when we deal with the socially fair clustering objective. The
issue is that the coreset size would have an ¢ term, where £ is the number of groups. Therefore, the
running time would have a multiplicative factor of £* which makes the algorithm not be FPT in k.
Also note that ¢ can be as large as ©(n). In this work, without using coreset techniques, we design
a (3Z + ¢) approximation algorithm for the problem. Moreover, the running time of the algorithm
is FPT in k. In the following section, we mention some notations and facts that we use frequently
in this paper.

3 Notations and Facts

LetZ = (X,P,Py,...,Pywy,...,wy, F,d, k, z) be an instance of the socially fair clustering problem.
For a weighted set S C P with weight function w: S — R™ and a center set C C F, we denote the
unconstrained clustering cost of S with respect to C' by cost(C, S), i.e,

cost(C, S) = Zd(C’,p)Z -w(p), where d(C,p) = géiél{d(c,p)}.
peS

For simplicity, when S = {p}, we use the notation cost(C, p) instead of cost(C, {p}). Similarly, when
C = {c}, we use the notation cost(c, S) instead of cost({c}, S). In the remaining discussion, we will
refer to the unconstrained clustering cost simply as clustering cost.

We denote the fair clustering cost of P with respect to a center set C by

fair-cost(C, P) = t(C, Pj) ¢.
air-cost(C, P) ?éz[xg}({cos( ) ])}

Moreover, we denote the optimal fair clustering cost of P by OPT and optimal fair center set
by C* = {c},..., ¢}, ie., fair-cost(C*, P) = OPT. We also use the notation [t] to denote a set



{1,...,t} for any integer ¢ > 1. We also use the following inequality in our proofs. The inequality
is a generalization of the triangle inequality and easily follows from the power-mean inequality.

Fact 1 (Approximate Triangle Inequality) For any z > 1, and any four points: q,r,s,t € X,
d(g.t)* < (d(q,r) +d(r,s) +d(s,1)* <37 (d(g,r)? +d(r, s)* + d(s,1)?).

4 FPT Approximation

In this section, we design a (3Z +¢)-approximation algorithm for the socially fair clustering problem

with FPT time of (k/ s)o(k) -n€M, The algorithm turns out to be surprisingly simple. Our algorithm
consists of the following two parts:

1. A polynomial time (O ((k: /e2) - 1n? n) , 14 5) bi-criteria approximation algorithm for the socially
fair clustering problem.

2. We use the above bi-criteria algorithm to obtain a center set C C F of size O((k/e?) - In%n).
We then show that there exists a k-sized subset S C C that gives (32 + ) approximation. Note
that since one needs to try all possible k-sized subsets of C', the overall running time of the
algorithm has a multiplicative factor of O('i‘). This results in an FPT algorithm.

We discuss the above two parts in Sections [£.1] and

4.1 Bi-criteria Approximation
We start with the definition of («, 3) bi-criteria approximation algorithm:

Definition 2 (Bi-criteria Approximation). An algorithm is said to be (o, B) bi-criteria approx-
imation for the problem if it outputs a set C of Bk centers with fair clustering cost at most a times
the optimal fair clustering cost with k centers, i.e.,

fair-cost(C, P) < « fair-cost(C’, P) } =a«a-OPT

. min {
|C’|=k and C'CF
Note that for the unconstrained clustering problem, there exists a randomized (O(k1In(1/¢),1 + ¢))
bi-criteria approximation algorithm due to Neal Young [hy]. We extend that algorithm to the socially
fair clustering problem and obtain a randomized (O ((k‘/ e2). In? n) , 1+ E) bi-criteria approxima-
tion algorithm. Formally, we state the result as follows:

Theorem 4 (Fair Bi-Criteria Approximation). LetZ = (X, P, Py, ..., Py, w1, ..., wy, F,d, k, 2)
be any instance of the socially fair clustering problem. Then, there exists a polynomial time algo-
rithm that with probability at least (1 — 1/n) outputs a center set C C F of size O ((k/e?) - In*n)
that is a (1 + €)-approximation to the optimal fair clustering cost of T with k centers. That is,
fair-cost(C, P) < (1 +¢) - OPT.

The above theorem follows from the next two lemmas. Since the proof of these lemmas follows
from known techniques, we defer the detailed proof to the Appendix. Here, we discuss the techniques
involved.

Lemma 1. There is a polynomial time randomized algorithm Randomized-Subroutine that out-
puts a center set C' such that for every group Pj € {Pi,..., Py}, the expected clustering cost of P;
with respect to C' is at most (1 +€/2) times the optimal fair clustering cost of instance Z. That is,
for all 7,

E [cost(C', P}) ] < <1 + %) -OPT



The above lemma follows from a modification of the known bi-criteria approximation algorithm
for the unconstrained clustering problem [hy] which in turn follows from an LP-rounding technique
with respect to the most natural linear programming formulation of the problem. We give the
outline of the Linear Programming (LP) relaxation and the rounding procedure while deferring the
analysis to the Appendix. We start with the natural LP-relaxation for the problem:

minimize 7y

subject to Z yr =k

fer

Z Tpp=1 for every point p € P

fer

Z Z zfp-d(f,p)* - wi(p) <7 for every P; € {P1,..., P}
pEPj feF

Tip < Yfp for every f € F and p € P
Y, Trp =0 for every f € F and p € P

Here, yy is a variable that denote the fraction of a center f picked in the solution. The variable
x s, denote the fraction of point p assigned to center f. The variable v denote the fair clustering
cost of a feasible fractional solution. We solve the above linear program to obtain the fractional
optimal solution: y}, x}m, and ~*. Since it is a relaxation to the original problem, v* < OPT. For
simplicity, we use the notations: y¢, xy,, v for y}i, x}i‘7p, and v*, respectively.

The randomized subroutine is described in Algorithm [I.Jl The algorithm takes input the fractional
optimal solution to the relaxed LP of the socially fair clustering problem. In Line (1), the algorithm
initializes a center set C’ as empty. In Line (2), the algorithm initializes a set P, that denotes the
set of unassigned points. Initially, no point is assigned to any center; therefore P, is initialized to
P. Then, the algorithm proceeds in two phases:

e Phase 1 constitutes Lines (3) — (8) of the algorithm. In this phase, the algorithm samples a
center from F' with probability distribution defined by ys/k. Note that sum of probabilities
over all f € F, is 1 due to constraint (1) of the relaxed LP. Therefore, a center is always
selected, and it added to C’. Suppose the selected center is f*. Then, for each point p € P,,
the algorithm independently assigns p to f* with probability @« ,,/ys+. The algorithm removes
the points from P, that are assigned to f*. The algorithm repeats this procedure kIn(2c - n/e)
times. Here, ¢ is a constant whose value will be defined later during the analysis of the algorithm.

e Phase 2 constitutes line (9) of the algorithm. In this phase, the algorithm runs an O(/)-
approximation algorithm A for the socially fair clustering problem on the entire point set
P. Tt is easy to design such an algorithm. In fact, any O(1)-approximation algorithm to the
unconstrained clustering problem is also an O(f)-approximation algorithm to the socially fair
clustering problem. For the sake of completeness, we prove this reduction in Appendix [Cl Let
C,, be the center set output by algorithm 4. The remaining points in P, are assigned to their
closest centers in C,. After this phase, all the points are assigned. Lastly, the algorithm returns
all the centers selected in Phase 1 and Phase 2.



Randomized-Subroutine (Z, y’s, T,’s, €)

Inputs: Socially fair clustering instance Z, fractional optimal solution: y;’s and ;s of
the relaxed LP, and accuracy ¢ < 1.

Output: A center set C' C F of size O(kIn(n/e)) such that
E [cost(C’, P;)] < (14¢/2) - OPT for every group P; € {Py,..., P}

C'+ 0  (center set)
P, P (set of unassigned points)
Repeat k1In(2c-n/e) times for some constant c:
Sample a center f € F with probability y;/k. Let f* be the sampled center.
C'+ C'U{f*}
For each point p € Py:
Assign p to f* with probability x, f+/y s
If p assigned to f*, then P, < P, \ {p}
Run O(¢)-approximation algorithm for socially fair clustering problem on P.
Let C, C F be the obtained center set. Assign the points in P, to C,.
(10) P, <« 0
(11) C"+C'uC,
(12) return(C’)
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Algorithm 1.1. A rounding procedure used as a subroutine for bi-criteria approximation.

The details of the proof of Lemma [1l which mainly involves analysis of Randomized-Subroutineis
given in Appendix [Al We now apply standard probability amplification method to bound the
fair-cost. We give the proof in Appendix [Bl

Lemma 2. Suppose Randomized-Subroutine is repeated r = 81% times, independently. Let C{, ...

be the obtained center sets for each call to the algorithm. Then, the center set C == C{U...UC) is
a (1+¢) approzimation to the optimal fair clustering cost of P, i.e., fair-cost(C, P) < (1+¢)-OPT,
with probability at least 1 — 1/n.

4.2 Conversion: Bi-criteria to FPT Approximation

In this subsection, we convert the (O ((k‘ /e%) - In? n) 1+ E) bi-criteria approximation algorithm to
(3z + ¢)-approximation algorithm in FPT time.

Lemma 3. Let C = {ci1,...,car} € F be any (o, B)-approzimate solution to the socially fair
clustering instance T = (X, P, Py,..., Py,wn,...,wy, F,d, k,z). Then, there exists a k sized subset
C’" of C that is a (32_1 - (o + 2))-approzimate solution to Z. Moreover, given C, the center set C’
can be obtained in time O((eB)* - nk).

Proof. Let C* = {c},...,c;} C F be an optimal center set of Z. This set induces a Voronoi parti-
tioning in each of the groups. We denote this partitioning using the notation P; = {le, sz, e Pf}
for the j'™ group. That is, P; are the set of those points in group P; for which the center c is
the closest. For any point z € PU F, let f(x) denote the point in C' that is closest to x. That is,
f(z) = argmin.cc {d(c,z)}. We define a new center set C' == {f(c}),..., f(c;)} € C. We show
that C" is a (?)Z_1 -(a+2))-approximate solution to Z. The proof follows from the following sequence
of inequalities:



fair-cost(C’, P) = max [cost(C’, P;)]

i€l
Mk
< max cost(f(c}), P!
< | S ont6). )
[ k
=max | > > wjx) - d(f(c),z)?
i€l | aepi
[ k
< max SO wiz) - (dlx,¢f) +d(cf, £(e)? | (using triangle inequality)
jeld =1 acp;
N
< max Z Z wj(z) - (d(z, )+ d(c, f(x))* ], (from definition of f(c))
i =
[ k
< mf[lg}i Z Z wj(z) - (d(z,cf) + d(z,¢f) + d(z, f(x)))* |, (using triangle inequality)
e |4 .
=1 xEPJ?

k
< max |377"- Z wj(z) - (d(z, ¢;)* +d(x, ¢;)* + d(x, f(x))*)|, (using Fact [

JEld

k
<max 372 Z wj(x) - d(z, )| + max 37 Z Z wj(z f(2)?

el
ietd i=1 pepi i=1 zepi

+ max [3 - cost(C, Pj)]

JE JEl

—maX[ E cost(cy, ]

<2.3°7 . OPT + max [3 - cost(C, Pj)}
Jeld

z—1

<2 3* 1. oPT +3 -a-OPT, (" C'is an a-approximate solution)

z—1

=3 (a+2)-OPT.

This proves that C’ is a (32_1 - (e + 2))-approximate solution to Z.

Now, we find the center set C’ using C. Since, we do not know C*, we can not directly find
C'. Therefore, we take all possible k sized subsets of C' and compute the fair clustering cost for
each of them. We output that center set that gives the least fair clustering cost. There are at most
( ) < (eB)* possibilities [! [ of C. And, for each such center set, the fair clustering cost can be
computed in O(nk:) time using the Voronoi partitioning algorithm. Therefore, the overall running
time is O((eB)* - nk). This completes the proof of the lemma. O

! Here, we use a well known inequality that () < (£2)".



In the above lemma, we substitute the bi-criteria approximation algorithm that we designed in
the previous subsection. It had & = 1+¢ and g = O ((k/e?) - In? n). Moreover, we set & = <>€’/3Z_1
for some constant ¢ < 1. Then, the above lemma gives the following main result for the fair
clustering problem:

Corollary 3 (Main Result). Let z > 1 and &’ be any constant < 1. Let T = (X, P, Py,..., Py, w1,
oo wy, Fod k, z) be any instance of the socially fair clustering problem. Then, there is an algorithm
that outputs a (3z + &')-approzimate solution for T with probability at least 1 — 1/n. The running

time of the algorithm is (k‘/s’)o(k) -nOW  which is FPT in k.

Proof. 1t is easy to see that the approximation guarantee of the algorithm is (3Z +¢&’) since a = 1+¢

and e = ¢’/ 3°7'. Note that the bi-criteria approximation algorithm has polynomial running time.
Furthermore, converting the bi-criteria approximation algorithm to FPT approximation algorithm
requires O((e(k/e?) - In?n)¥ - nk) time since § = O ((k/e?) - In?n). Using a standard inequality
that (Inn)F = k9%) . n we get total running time of (k:/s’)o(k) -nOM) | which is FPT in k. Hence
proved. O

5 FPT Lower Bounds

In this section, we establish the FPT hardness of approximation results for the socially fair clustering
problem. For this, we use the hardness results of the unconstrained k-median and k-means problems.
Firstly, note the following result from [Man20].

Theorem 5 (Corollary 3 of [Man20]). For any constant € > 0 and any function g: Rt — RY,
the k-median and k-means problems can not be approximated to factors (142/e—e) and (1+8/e—¢),
respectively, in time g(k) - n°®), assuming Gap-ETH.

It is easy to see that for ¢ = 1, the socially fair k-median/k-means problem is equivalent to the
unconstrained k-median/k-means problem. This gives the following hardness result for the socially
fair k-median/k-means problem.

Theorem 6 (FPT Hardness for Parameters: ¢ and k). For any constant € > 0, and func-
tions: g:RT — R* and f:RT — RT, the socially fair k-median and k-means problems can not be
approzimated to factors (1+2/e—¢) and (1+8/e— <), respectively, in time g(k)-nf©°®)  assuming
Gap-ETH.

Proof. For the sake of contradiction, assume that there exists a constant ¢ > 0, and functions:
g:RT — RT and f:RT — RT such that the socially fair k-median and k-means problems can be
approximated to factors (1 +2/e —¢) and (1 + 8/e — ), respectively, in time g(k) - n/(©°*) Then,
for / = 1, it implies that the k-median and k-means problems can be approximated to factors
(1+2/e—¢) and (14 8/e —¢), respectively, in time g(k) - n°*). This contradicts Theorem B Hence
proved.

The above hardness result assumed the parametrization by k& and ¢. Now we show stronger
hardness result for the problem when it is parameterized by k alone. We show this using a reduction
from the k-supplier problem. The k-supplier problem is defined as follows:

Definition 3 (k-Supplier). Let z be any positive real number and k be any positive integer. Given
a set P of points and set F' of feasible centers in a metric space (X,d), find a set C C F of k centers
that minimizes the objective function ®(C, P) defined as follows:

o(C,P) = max {d(C’,x)Z}, where d(C,z) = Icréig{d(c,x)}



Hochbaum and Shmoys [HS86] showed that for z = 1, the k-supplier problem is NP-hard to ap-
proximate to any factor smaller than 3. The proof follows from the reduction from the hitting set
problem (see Theorem 6 of [HS86]). A similar reduction is possible from the set coverage problem.
For the sake of completeness, we describe the reduction in Appendix The reduction gives the
following FPT hardness of approximation result for the k-supplier problem.

Theorem 7. For any € > 0 and any function g:RT™ — RT, the k-supplier problem can not be
approximated to factor (3Z —¢) in time g(k) - n°®), assuming Gap-ETH.

Using this, we show the following hardness result for the socially fair clustering problem.

Theorem 8 (FPT Hardness for Parameter k). For any z > 0, € > 0, and any function
g:RT — R, the socially fair clustering problem can not be approximated to factor (32 —¢) in time

g(k) - n°®) | assuming Gap-ETH.

Proof. We prove this result by showing that the k-supplier problem is a special case of the socially
fair clustering problem. Let Z = (P, Py, ..., Py, w1, ..., wy, F,d, k,z) be an instance of the socially
fair clustering problem defined in the following manner. The number of groups is the same as the
number of points, i.e., £ = | P|. For every point x € P, we define a singleton group P, as P, := {z}.
Let the weight function be defined as w,: P, — 1 for every x € P, i.e., each point carries a unit
weight. Then, for any center set C C F', the fair clustering cost of P is:

: _ _ z
fair-cost(C) = max {cost(C’, Px)} = max {d(C’, x) }
Recall that max,cp {d(C’,x)Z} = ®(C, P) is the k-supplier cost of the instance (P, F,d, k). It

means that the fair cost of instance Z is the same as the k-supplier cost of the instance (P, F,d, k).
Therefore, the k-supplier problem is a special case of the socially fair clustering problem. Therefore,
the hardness result stated in Theorem [7] also holds for the socially fair clustering problem. Hence
proved.

The following are the two corollaries that immediately follow from the above theorem.

Corollary 4 (k-median). For any € > 0 and any computable function g(k), the socially fair k-
median problem can not be approzimated to factor (3 —¢) in time g(k) - n°®), assuming Gap-ETH.

Corollary 5 (k-means). For any € > 0 and any computable function g(k), the socially fair k-
means problem can not be approzimated to factor (9 —¢) in time g(k) - n°®) | assuming Gap-ETH.

6 Conclusion

We designed a constant factor approximation algorithm for the socially fair k-median/k-means
problem in FPT time. In addition to it, we gave tight FPT hardness of approximation bound using
the observation that the k-supplier problem is a special case of the socially fair clustering problem.
This settles the complexity of the problem when parameterized by k. A natural open question is to
obtain better approximation guarantees parameterized by both k and ¢, or £ alone.
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A Randomized Subroutine (Proof of Lemma [I)

Here, we analyse the rounding procedure Randomized-Subroutine. We bound the expected assign-
ment cost of each group P; with respect to C’, the center set returned by Randomized-Subroutine.
Let the centers selected in Phase 1 of the algorithm are: Cy == {f{,..., f{}, for t = kIn(2c - n/e).
In other words, f;" is the center sampled in the ith iteration of Line (3) of the subroutine. For each
point p € P; and iteration ¢ € {1,...,t}, we define a random variable A;. It takes value 1 if p is
unassigned after i iterations; otherwise it is 0. In other words, A}, = 1 if p € P, after i iterations.
Given A; — 1, the probability that p is assigned to some center in (i + 1) iteration is:



Pr[A;Jrl =0] A;, =1]= Z Pr(p is assigned to f | f, = f]- Pr[fi, = f]
fer

_wap yr _ 2ger®ip _ 1 "
k k

feF

The last equality follows from the second constraint of relaxed LP. Also, note that Pr[A;, =0]= %
using the above same analysis since the point was unassigned before the first iteration. ‘
Now, we show that the probability that p is unassigned after 7 iterations is (1 — %)Z, ie.,

Pr[A; =1 = (1- %)Z, for every ¢ € {1,...,t}. We prove this statement using induction on

Base Case: For i = 1, the probability that p is unassigned after the first iteration is:

Pr[A},:1]:1—Pr[A;,:0]:1—%

Induction Step: For i > 1, the probability that p is unassigned after ¢ iterations is:
Pr[A; 1] = Pr[AZ =1 A’ L=1]. Pr[AZ L1+ Pr[ =1| A’ = -Pr[A;_1 = 0],
(using the law of total probability)

Note that Pr[A =1 | AL! = 0] = 0 since p ¢ P, after (i — 1)*" iteration; therefore it does not
participate in i*" iteration. Hence we get,

Pr[A; =1]= Pr[Ai =1] Ai_l =1] -Pr[A;_l =1]

= (1-Pr[4, =0 A =1]) - Pr[A ! =1]

1
= <1 — E) ’_1 =1], (using Equation (1))

1 1\"! . . :
=(1- E 1-— z , (using Induction Hypothesis)

This proves that Pr[A} = 1] = (1 — %)Z, for every i € {1,...,t}.

Now, we evaluate the expected assignment cost for each group P; € {Pi, ..., P}. Let oy denote
the assignment cost of each point p € P; in the fractional optimal solution. That is, a, = > FeF Tfp
d(f,p)?-w;(p) . For every point p € P; and center f € F, let E¢,, denote the event that p is assigned
to f during Phase 1. Let Elp denote the event that p is assigned to f in the i*" iteration, during
Phase 1. If p remains unassfgned after Phase 1, then let 3, denote the cost of p during Phase 2.
Then, the expected cost of group P; with respect to the center set C’ is:

Elcost(C’, P})] = Z E[cost(C’,p)] (using linearity of expectation)
pEPj



pEP; fer
t
= (ZZP [E, ]-d(f,p)” - wj(p) + Pr[A, = 1] Bp) (2)
peEP; \ fEF i=1
Next, we show that > . p S Pr[ ] d(f,p)? - wj(p) < oy for every point p € P;.

> ZPr L Ldfp) wip) < 30N PrEp | A = 1] Pr[A = 1] d(f,p)* - w;(p)

feF i=1 feF i=1

t ) ‘ i—1
=S Sees, a7 =1 (12 1)) )

feF i=1
azf yf 1\i-1
- ZZ . ( - E) d(f.p)” - wj(p)
fEFz 1
B Z ZfeF zyp-d(f,p)* - w;(p) ' <1 B l)i_l
i=1 k k
o i—1
e
t
k Uk =
This proves that > cp St Pr[ ] d(f,p)? - wj(p) < op. Now, substituting this inequality in
Equation (2)), we get
E[cost(C”, P))] Z ap + Z Pr[A; =
pEP pEPj
= apt > <1—_> B,
peEP; pEP;

t
= Z ap + <1 - —) -O(¢) -OPT (".- O(¢)-approximation algorithm used in Phase 2)

pEP;
€
< . . ot = .
<> a,+0()-OPT o (-t =kIn(2c-n/e))
pEPj
€
< /N . /
< Z ap+c -L-OPT %7 (for some constant ¢ > 0)
PGPj
< PT .- — Al <
_Zap—i-c (0] 2c (0 <n)

pEP;



= Z ap + % -OPT (we choose ¢ such that ¢ = ¢)
pGPj

<v+ g -OPT (using constraint (3) of the relaxed LP)

§<1+g>-OPT

This completes the proof of Lemma 1l

B Probability Amplification (Proof of Lemma [2))

Here, we show that repeating the algorithm: Randomized-Subroutine, sufficient times gives a (1+¢)-
approximation to the socially fair clustering problem with high probability. Suppose Randomized-Subroutine
is repeated r = 81% times, independently. Let C7,...,C/ be the obtained center sets for each call
to the algorithm. Then, we show that the center set C := C{U...UC/ is a (1 + €) approximation
to the optimal fair clustering cost of P, i.e., fair-cost(C, P) < (1 + ¢) - OPT, with probability at
least 1 — 1/n. The proof is as follows:

We say that a group P; violates the fairness bound with respect to some center set C7, if
cost(C/, P;) > (1 +¢) - OPT. Now, note that for every center set C/ € {Cf],...,C}} and group
P; € {P1..., P}, we have that E[cost(C/, P;)] < (14 €/2) - OPT, using Lemma [Il Furthermore,
using the Markov’s inequality, we get the following probability bound:

14—»3/2_1 g/2

Pr [cost(C}, Pj) > (1+¢)-OPT] < <1—Z, fore <1

1+¢ 1+¢e —

In other words, P; violates the fairness bound with respect to C’; with probability at most 1 — &/4.
Then, the probability that P; violates the fairness bound with respect to every center set C! &
{Cy,...,Cl} is:

Pr[Vie{1,...,r}, cost(Cj,P;) > (1+¢)-OPT] < <1 - Z)T, (".- Independent events)
1 8lnn
< .. —
— n?’ ( " £ )

Since C :=C] U...UC), we get

Pr[cost(C,P;) > (1+¢)-OPT] < Pr[Vie{l,...,r}, cost(Ci, P;) > (L +¢) - OPT] < %

In other words, P; violates the fairness bound with respect to C' with probability at most 1 /n?.
Then, the probability that at least one of the groups in {Pi,..., P;} violates the fairness bound
with respect to C is:

Pr[3P; € {P1,..., P}, cost(C,P;) > (1+¢)-OPT] < é, (using union bound)

<1/n (.€¢<n)



Therefore, the probability that none of the groups in {Py,..., Py} violate the fairness bound with
respect to C is:

Pr[VP; € {P1,..., P}, cost(C,P;) < (1+¢)-OPT] > 1 —%

This gives the following probability bound on the fair clustering cost of P:

Pr [fair-cost(C, P) < (1+4¢)-OPT]=Pr [max{cost(C’,Pj)} <(1+¢g)- OPT]

jelf]
= Pr[VPj €{Pi,..., P}, cost(C,Pj) < (1+¢)- OPT]

212
n

This proves that C'is a (14¢) approximation to the optimal fair clustering cost of P with probability
at least 1 — 1/n. This completes the proof of Lemma 2

C O(¥) Approximation Algorithm

Let T = (X,P,P,...,Ppwy,...,wy F,d, k,z) be any instance of the socially fair clustering prob-
lem. For a center set C C F, the unconstrained clustering cost of P is simply the sum of the
clustering costs of every point, i.e., cost(C, P) = Z§=1 Zper d(C,p)? - wj(p), where d(C,p) de-
notes the distance of point p to the closest center in C'. Let OPT,, denote the optimal unconstrained
clustering cost of P. That is,

OPT, = {cost(C, P)}

There are various polynomial time O(1)-approximation algorithms for the unconstrained cluster-
ing problem [CGTS99, I AGK ™04, [LST3]. We show that these algorithms give an O(¢) approximation
for the socially fair clustering problem. Formally, we state this result as follows:

min
CCF and |C|=k

Lemma 4. LetZ = (X, P, Py,...,Pjwy,...,wy, F,d,k,z) be any instance of the socially fair clus-
tering problem. Let C be an O(1)-approzimate solution to the unconstrained clustering cost of P,
i.e., cost(C, P) = O(1) - OPT,. Then, C is also an O({)-approxzimation to the fair clustering cost
of P, i.e., fair-cost(C, P) = O({) - OPT.

Proof. Let C* be an optimal center set for the socially fair clustering objective, and C; be an
optimal center set for the unconstrained clustering objective. Then, we show that OPT, < ¢-OPT
using the following sequence of inequalities:

l
OPT, = cost(C},, P) < cost(C*,P) = Zcost(C*,Pj) <. mf?l;]( {COS‘G(C*JD]')} =(-0PT (3)
j=1 7€

Now, we show that fair-cost(C, P) = O({) - OPT using the following sequence of inequalities:

4
fair-cost(C, P) = max {cost(C, Pj)} < Z cost(C, P;) = cost(C,P) = O(1) - OPT, = O(¢) - OPT

€l =

The last equality follows from Equation (B]). This proves the lemma. O
Note that the above result is simply a generalization of Theorem 1 of [GSV21].



D Reduction: Set Coverage to k-Supplier

The set coverage problem is defined as follows.

Definition 4 (Set Coverage). Given an integerk > 0, a set U, and a collection € = {S1,...,Sm}
of subsets of U, i.e., S; C U for every j € [m|, determine if there exist k sets in € that cover all
elements in U.

Now we describe the reduction. Given a set coverage instance (U, €, k), we construct a k-supplier
instance (P, F,d, k) as follows. For every set S; € €, we define a center ¢; € F. For every element
e € U, we define a point x. € P. Let us define the distance function d(.,.) as follows. For any two
points x.,x. € P, or ¢;,¢; € F, the distance d(z¢,x.) = d(ci,c¢;) = 2. For any point 2. € P and
ci € F,ife ¢ S;, the distance d(z., c;) = 3; otherwise d(ze, c;) = 1. Furthermore, assume that d(., .)
is a symmetric function, i.e., d(z,y) = d(y,z) for every x,y € P U F. Also assume that d(z,z) > 0
for every x € P U F'. Tt is easy to see that d(.,.) satisfies all the properties of a metric space.

Now, suppose that there exist k sets: S;,,...,5;, in € that cover all elements of U, i.e., S;, U
...US;, = U, then the center set C' = {¢;,,...,¢;, } gives the k-supplier cost 1. On the other hand,
if there does not exist any k sets in ¥ that could cover all elements of U, then for any center set
C C F of size k there would exist a point x € P at a distance of 3 from C, i.e., d(C,z) = 3.
Therefore, the k-supplier cost would be 3. Since the set coverage problem is NP-hard, it implies
that the k-supplier problem can not be approximated to any factor better than 32, in polynomial
time, assuming P % NP. Moreover, the following FPT hardness result is known for the set coverage
problem (see Corollary 2 and Theorem 25 of [Man20]).

Theorem 9. For any function g:RT — R*, there is no g(k) - n°®) time algorithm for the set
coverage problem, assuming Gap-ETH.

This implies the following FPT hardness of approximation for the k-supplier problem.

Theorem 10. For any € > 0 and any function g:RT™ — RT the k-supplier problem can not be
approzimated to factor (3° — €) in time g(k) - n°®) | assuming Gap-ETH.
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