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a b s t r a c t 

Open Knowledge Extraction (OKE) is the process of extracting knowledge from text and representing it 

in formalized machine readable format, by means of unsupervised, open-domain and abstractive tech- 

niques. Despite the growing presence of tools for reusing NLP results as linked data (LD), there is still 

lack of established practices and benchmarks for the evaluation of OKE results tailored to LD. In this 

paper, we propose to address this issue by constructing RDF graph banks, based on the definition of log- 

ical patterns called OKE Motifs . We demonstrate the usage and extraction techniques of motifs using a 

broad-coverage OKE tool for the Semantic Web called FRED. Finally, we use identified motifs as empiri- 

cal data for assessing the quality of OKE results, and show how they can be extended trough a use case 

represented by an application within the Semantic Sentiment Analysis domain. 

© 2016 Elsevier B.V. All rights reserved. 

1

 

u  

t  

a  

O  

a

 

b  

m  

k  

N  

c  

t  

r  

t  

d  

w  

i  

d

v

a  

d

A  

i  

m  

r  

f  

p  

l  

m  

t  

r  

d  

f  

a  

p  

j  

p  

s  

t

h

0

. Introduction 

Translating natural language text to formal data that can be

sed or integrated into knowledge bases is an important research

ask due to its applications in intelligent systems and data science,

nd therefore it is central to the Semantic Web (SW) community.

ne of the main open challenges is to establish shared practices

nd benchmarks for evaluating its results. 

In recent years, the production of structured data from text has

ecome scalable. Machine reading is a good example. In [1] , the

achine reading paradigm is defined as a procedure for extracting

nowledge from text by relying on bootstrapped, self-supervised

atural Language Processing (NLP) performed on basic tasks. Ma-

hine reading can process massive amounts of text in reasonable

ime, can detect regularities hardly noticeable by humans, and its

esults can be reused by machines for applied tasks. The same

echniques can be combined with logic-oriented approaches in or-

er to produce formal knowledge from text, i.e., to perform OKE,

hich can be defined as the extraction of knowledge from text, and

ts representation in formalized machine readable form (see [2] for
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 survey on web data extraction and [3] for the work that intro-

uced OKE). OKE is unsupervised, open-domain, and abstractive. 1 

 key problem that has not been solved yet is how machine read-

ng tools can be evaluated and compared without available bench-

arks or best practices. How can we measure the precision and

ecall of a method that structures unstructured text or produces

ormal knowledge? When machine reading tools need to be com-

ared, data-sets are built and annotated according to some guide-

ines and gold standards are thus created for the underlying do-

ain of application. As an example, authors in [5] show the anno-

ation efforts for an entire year of NewsReader, a European project

elated to financial and economic data for decision making. They

efined the guidelines and several features (such as entity type,

actuality, certainty, polarity and time attribute, etc.) without using

ny formal framework that could help them with the formalization

rocess. The NLP community is also moving towards similar ob-

ectives, e.g., with the AMR initiative [6] . AMR implements a sim-

lified, standard neo-Davidsonian semantics using standard feature

tructure representation where predicates senses and core seman-

ic roles are drawn from the OntoNotes project. 2 
1 Abstractive means that the result of text analysis is not a (set of) text seg- 

ent(s), but rather a representation of a text in a knowledge representation lan- 

uage, cf. [4] for a definition of abstractive techniques in NLP. 
2 https://catalog.ldc.upenn.edu/LDC2013T19 . 
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7 
Which formal semantics should be employed when reusing ma-

chine reading output is not yet agreed. For example, knowledge

extraction for the SW is mostly evaluated based on NLP bench-

marks (cf. the discussion in [7] and the recent work in [8] ). Al-

though they provide solutions for a wide set of SW methods, there

are still many metrics, quality measures and problems left uncov-

ered. Moreover, there is nothing there that allows an organization

of the tree banks in a structural way with respect to OKE and

SW tasks. We argue the urgency and opportunity to define OKE

tasks and their associated benchmarks, which would provide the

SW community with a native platform to assess research advance-

ment. We think that the right direction is creating RDF graph banks ,

which would radically change OKE research similarly to how syn-

tactic tree-banks [9] did in computational linguistics. A tree-bank

is a text corpus annotated with a syntactic sentence structure, pro-

viding large-scale empirical data for NLP tasks evaluation. An RDF

graph bank is a text corpus annotated with an RDF graph structure.

Extending the approach of treebanks, Ontonotes [10] , Groeningen

Meaning Bank [11] , and the semantic banks expressed in Abstract

Meaning Representation [6] , RDF graph banks can be validated by

experts in both SW and linguistics, and can be used as benchmarks

for evaluating tools, for learning machine reading models, and to

design new tools. 

In this paper we identify RDF “motifs” that are as close as pos-

sible to good practices in SW and LD. Some elementary patterns

(motifs) are defined in order to partition any graph bank into se-

mantically homogeneous subsets. Such motifs correspond to typi-

cal logical patterns used in SW and LD. Then we build two sample

RDF graph banks (extracted from 100 text sentences and 151 text

sentences), and show how they can be validated and refined by

RDF experts. 

The paper is organized as follows. Section 2 presents the back-

ground context of the problem. In Section 3 we describe FRED,

the machine reader we have developed and whose graphs we have

used as sources for motif identification and for the production of

the sample RDF graph bank. In Section 4 we formally define motifs.

In Section 5 we present a list of relevant motifs and show how to

identify them. Section 6 describes two examples of graph banks

created by using motifs, and show how it can be used to eval-

uate SW tasks. Section 7 shows how we have extended, derived

and identified the identified motifs to create a successful applica-

tion [12,13] of Semantic Sentiment Analysis showing the sentiment

motifs. Section 8 ends the paper with conclusions, challenges and

possible directions for SW machine reading and graph banks. 

2. Background 

NLP and SW. The integration between Natural Language Process-

ing (NLP) and SW, under the hat of “semantic technologies”, is

progressing fast. Most work has been opportunistic: on the one

hand exploiting NLP algorithms and applications (typically named-

entity recognizers and sense taggers) to populate SW data-sets

or ontologies, or for creating NL query interfaces; on the other

hand exploiting large SW data-sets and ontologies (e.g., DBpedia, 3 

YAGO, 4 Freebase, 5 etc.) to improve NLP algorithms. For example,

large text analytics and NLP projects such as Open Information

Extraction (OIE, [14] ), Alchemy API, 6 and Never Ending Language

Learning (NELL, [15] ), perform grounding of extracted named enti-

ties in publicly available identities such as Wikipedia, DBpedia and

Freebase. The links between the two areas are becoming tighter,
3 http://wiki.dbpedia.org/ . 
4 http://datahub.io/dataset/yago . 
5 https://www.freebase.com/ . 
6 http://www.alchemyapi.com . 
nd clearer practices are evidently needed. Standardization at-

empts have been introduced with reference to linguistic resources

WordNet, 7 FrameNet, 8 and the growing linguistic linked open

ata cloud), and the recent proposal of Ontolex-Lemon by the

ntolex W3C Community Group 

9 will possibly improve resource

euse. Recently, platforms such as Apache Stanbol, 10 NIF [16] and

he NLP2RDF project [17] , NERD [18] , FOX, 11 FRED [19] 12 made it

impler to reuse NLP components as LD, as well as to evaluate

hem on reference benchmarks, as with GERBIL [8] . 13 

emantic interoperability issues. Interoperability effort s so far

ainly focused on the direct transformation of NLP data models

nto RDF. When this is apparently simple, as in named entity res-

lution (a.k.a., entity linking), semantic interoperability problems

re not so evident. On the contrary, with more advanced tasks,

uch as relation extraction, compositional analysis of terms, tax-

nomy induction, frame detection, etc., those problems become

vident, and when different results should be combined in or-

er to form a formally and pragmatically reliable ontology, ad-

anced solutions are needed. In practice, even in entity linking,

emantics is not as trivial as expected, and explicit assumptions

ave to be taken about what it means to represent e.g., both

bpedia:Barack_Obama and dbpedia:African_American
s OWL individuals, or to create an owl:sameAs link be-

ween two resources. Classical work on ontology learning such as

20] takes the integration problem from a formal viewpoint, and

ses linguistic features to extract occurrences of logical axioms,

uch as subclass of, disjointness, etc. Some work from NLP followed

 similar direction [21] , e.g., NELL relation properties and ontology

22] , and “formal semantics” applied to NL (e.g., [23] , [24] ). These

orks assume some axiomatic forms, and make the extraction pro-

ess converge to that form. This is good in principle, but the cur-

ent state of the art does not really help with establishing clear cut

riteria on how to convert NL extractions to RDF or OWL. 

From the perspective of NLP, there are a (few) approaches from

atural language formal semantics which output formal data struc-

ures, but they are not easily interpretable into SW languages. For

xample, Discourse Representation Structure (DRS), as shown in

he output of Boxer [23] , is a first-order logic data structure that

eavily uses discourse referents as variables to anchor the predi-

ates into extensional interpretations, and a boxing representation

hat contextualises the scope of logical (boolean, modal, inferen-

ial) operators. Both issues need non-trivial decisions on the side

f RDF and OWL design, such as (i) what variables should be ac-

ommodated in a SW representation, or ignored? (ii) What logical

perators can be safely represented in the formal semantics sup-

orted by SW languages? (iii) What predicates should be repre-

ented, and in which form, in RDF or OWL? 

From the perspective of LD, even porting the original NLP tools

ata structures into RDF can be beneficial (cf. e.g., the LODifier

ethod [25] ), but the reuse of those data will require some intel-

igence to be integrated. Our stance is that LD are better served

f NLP results are reused with a shared semantics that is ready

o be integrated with existing RDF data. For example, if a NLP

ool outputs data about Barack Obama (i.e., its roles, types, re-

ations to other entities), we should be ready to integrate those

ata to e.g., http://dbpedia.org/resource/Barack _ Obama , so that

he integrated data preserve their semantics, modulo updates or
https://wordnet.princeton.edu/ . 
8 https://framenet.icsi.berkeley.edu/fndrupal/ . 
9 http://www.w3.org/community/ontolex/wiki/Main _ Page . 

10 http://stanbol.apache.org . 
11 http://aksw.org/Projects/FOX.html . 
12 http://wit.istc.cnr.it/stlab-tools/fred . 
13 http://aksw.org/Projects/GERBIL.html . 

http://wiki.dbpedia.org/
http://datahub.io/dataset/yago
https://www.freebase.com/
http://www.alchemyapi.com
http://dbpedia.org/resource/Barack_Obama
https://wordnet.princeton.edu/
https://framenet.icsi.berkeley.edu/fndrupal/
http://www.w3.org/community/ontolex/wiki/Main_Page
http://stanbol.apache.org
http://aksw.org/Projects/FOX.html
http://wit.istc.cnr.it/stlab-tools/fred
http://aksw.org/Projects/GERBIL.html
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Fig. 1. An example RDF graph produced by FRED for the sentence: The annual World Wide Web Conference is the premier international forum to present and discuss progress in 

research, development, standards, and applications of the topics related to the Web . Nodes with a yellow circle represent classes. Purple diamonds represent individuals. Literals 

are identified by green rectangles (not shown). Links represent properties. 
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on-monotonic conflicts. Currently this is made mostly in the con-

ext of distantly supervised approaches, which interpret NLP results

n terms of existing LD or vocabularies, but do not attempt to gen-

rate full-fledged LD out of text. Some unsupervised approaches

xist which attempt to produce LD from text for specific extraction

asks (e.g., entity linking [18] or relation extraction [26] ), while the

ain tool that produces LD for broad-coverage and integrated ex-

raction tasks is FRED [19] . 

. FRED 

FRED [19] is a machine reader for the SW that coherently

ntegrates and represents multiple semantic parsing results such

s frame detection, semantic role labeling, entity linking, tax-

nomy induction, etc. It has been successfully applied in se-

antic sentiment analysis, relation augmentation and discov-

ry [7,12,13,19,27,28] . FRED generates RDF graph representations

ut of the knowledge extracted by components dedicated to ba-

ic NLP tasks. An example of a FRED graph is depicted in Fig. 1 ,

hose caption includes an explanation on how to read the graph. 

FRED formally represents, integrates, improves, and links the

utput of several NLP tools, which can be “plugged in”, and are

artly offered as options in the FRED API. FRED is also accessi-

le by means of a Python API, fredlib, 14 which exposes features

or retrieving FRED graphs from user-specified sentences, and man-

ging them. The Python API hides details related to the commu-

ication with the FRED service, and returns a FRED graph ob-

ect that is easily manageable. FRED graph objects expose meth-

ds for retrieving useful information, including the set of individ-

al and class nodes, equivalences and type information, categories

f FRED nodes (events, situations, qualities, general concepts) and

ategories of edges (roles and non-roles). It also includes a func-

ion to retrieve motifs as defined below. fredlib uses curl to send

RED each sentence, and to extract the semantic triples from the

raph of each sentence. Moreover, fredlib reuses rdflib (for man-

ging RDF graphs) 15 and networkx 16 (for managing complex net-

orks) libraries. 

Following an approach common in linguistic treebanks, FRED

as also been used for bootstrapping an RDF graph bank anno-

ated with explicit motifs. Annotation grounding is available di-

ectly from FRED by means of the Earmark vocabulary [29] and

he NLP Interchange Format (NIF) [16] , while fredlib provides the

otif extraction and annotation. 
14 http://wit.istc.cnr.it/stlab-tools/fred/fredlib . 
15 http://code.google.com/p/rdflib/ . 
16 https://networkx.github.io/ . 

a  

s

. OKE motifs 

valuating against a SW graph bank. There is not much clarity

bout what should be evaluated as a good NLP-based knowledge

xtraction tool for the SW. Recently, we have presented the re-

ults of a first landscape analysis of existing tools [7] , which pro-

oses some mappings between traditional NLP tasks/data struc-

ures, and SW tasks/logical patterns. That was a landscape analysis,

ut proved useful to identify the main areas of vagueness in the

nterface. In this paper, we try to make that proposal more precise,

n a programmatical way by providing the community with meth-

ds for creating OKE graph banks. 

We have started building a OKE graph bank containing RDF

amed graphs extracted from individual sentences. These named

raphs can be modularized into motif occurrences that match cus-

omizable motifs . Motifs are query patterns corresponding to logi-

al RDF/OWL patterns found in extracted graphs. Named graphs are

ventually evaluated by experts in order to produce gold standard

raph banks. 

Formally, a motif is a subgraph class M whose occurrences m

 M occur in some graph g ∈ G, G being a graph class, so that

 � g , with � defined as the usual subgraph relation: with V, V m 

eing sets of vertices, E, E m 

being sets of edges, g = (V, E) and m =
(V m 

, E m 

) , V m 

⊆V, E m 

⊆E . 

Following practices in the semi-automatic production of linguis-

ic tree banks [9,11] , existing tools can be used to automatically

roduce the graphs to be evaluated. In the closest case to ours [11] ,

he only large existing NLP meaning bank [11] , the authors have

sed the tool that provides the output for the largest set of NLP

emantic tasks (Boxer). In the previous landscape analysis [7] , we

ad followed a similar procedure, but using the whole set of com-

ared tools, and unifying their outputs. However, as noticed in that

xperience, the more tools are used with non-standardized output,

he more effort has to be carried out by evaluators to make sense

f them for SW tasks, even before starting to assess the ground

ruth for those tasks. 

Therefore, since (again based on [7] ), FRED appears to have the

roadest coverage of SW tasks among the currently available tools,

e have used it alone to produce a draft graph bank, and three

ndependent expert annotators have established the ground truth

o evolve those graphs into the first core of the machine reading

raph bank we are envisaging. 

Notice that a graph bank is not bound to fixed motifs; on the

ontrary, it can be designed according to own needs, and then used

n order to evaluate specific tasks. Some motifs are intuitively basic

or the SW, e.g., types, subclasses, equivalences, identity, property

ssertions, etc. A set of nine such basic motifs has been used in the

ample evaluation presented in this paper. 

http://wit.istc.cnr.it/stlab-tools/fred/fredlib
http://code.google.com/p/rdflib/
https://networkx.github.io/


36 A. Gangemi et al. / Knowledge-Based Systems 108 (2016) 33–41 

Table 1 

A summary of nine OKE motifs. The · I symbol represents the extensional interpretation of a constant. Event and Situation are primitives in the built-in ontology of 

FRED formal representation (cf. [19] ). The notation “| X |” denotes the class of predicate X . Also, please note that when a verb is negated, (e.g., I did not like the movie ), 

FRED introduces the boxing:hasTruthValue relation between the verb instance and the False value. The examples are in RDF-Turtle ( https://www.w3.org/TR/2014/ 

REC- turtle- 20140225/ ) syntax. 

MOTIF TYPE DESCRIPTION SEMANTICS 

IDENTITY Edge owl:sameAs a I = b I 

ex.: local:Obama owl:sameAs dbr:Barack_Obama . 
TYPE Edge rdf:type a I ∈ C I , C I ∈ owl : Class 

ex.: local:Obama rdf:type dbo:Person . 
SUBCLASS Edge rdfs:subClassOf C I ⊆ D I 

ex.: local:SkiResort rdfs:subClassOF local:Resort . 
EQUIVALENCE Edge owl:equivalentClass C I ≡ D I 

ex.: local:Arrive owl:equivalentClass 
verbnet:Arrive_51010200 . 

ROLE Edge A triple that defines the role of an entity. (e I , ̃a I ) ∈ | ThematicRole | I , 
in an event or situation. where e I ∈ E I ⊆ Event I 

ex.: local:Arrive verbnet:Theme 
local:ArchdukeFranzFerdinand . 

PROPERTY Edge Binary facts, i.e. any domain property assertion, (a I , b I ) ∈ | P | I , 
(hence excludes ROLE, MODALITY, and NEGATION) where | P | I ∩ | ThematicRole | I ⊆∅ 
ex.: local:Paris local:capitalOf local:France . 

MODALITY Edge a modality mark applied to ( e I , m I ) ∈ | ModRel | I , 
either events or situations. where e I ∈ E I ⊆( Event ∪ Situation ) I 

ex.: local:Survive mod:hasModality mod:Possible . 
NEGATION Edge a negation mark applied to ( e I , False I ) ∈ | TruthRel | I , 

either events or situations. where e I ∈ E I ⊆( Event ∪ Situation ) I 

ex.: local:Survive boxing:hasTruthValue neg:False . 
FACT N-ARY A N-ARY subgraph. It may include: 

EVENT : An event (frame occurrence) e I ∈ E I ⊆ Event I 

connected to associated entities ( e I , a I ) ∈ | role i | 
I , ..., ( e I , z I ) ∈ 

| role n | 
I 

SITUATION : A situation (boolean-based) s I ∈ S I ⊆Situation I 

connected to associated entities ( s I , a I ) ∈ | role i | 
I , ..., ( s I , z I ) ∈ 

| role n | 
I 

ex.: local:Arrive verbnet:Theme 
local:ArchdukeFranzFerdinand ; 

verbnet:Location local:Sarajevo . 
BINARIZED Inferred A binary relation inferred (projected) (a I , b I ) ∈ | R | I , 

out of an N-ARY one where e I ∈ E I ⊆( Event ∪ Situation ) I , 

ex.: local:ArchdukeFranzFerdinand local:arrivesIn 
local:Sarajevo . 

( e I , a I ) ∈ | ThematicRole i | 
I , 

COMPOSED Inferred A binary relation inferred ( a I , b I ) ∈ | R | I , 
by following a property path with ( a I , c I ) ∈ | R i | 

I , ( c I , b I ) ∈ | R j | 
I 

ex.: local:ArchdukeFranzFerdinand 
local:arrivesIn/local:capitalOf 

local:Bosnia . 
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5. Identifying motifs 

Motifs are defined here as basic building blocks (subgraph pat-

terns) of RDF graphs. In other words, an RDF graph can be seen

as a combination of multiple applications of motifs ( motif occur-

rences ). The motifs we present in this paper include basic logi-

cal patterns such as class membership, sub-classing, binary rela-

tionship, negation, etc., as well as more “design-oriented” patterns

such as N-ARY or path-based relationships. The OKE motifs pre-

sented here have been extracted from an empirical analysis of the

output of FRED. 

Motif classes. In Table 1 we report nine motifs we have identified

within FRED’s graphs. 17 We identified two classes of motifs from

FRED’s graphs, depending on their shape. A first class includes

“edge motifs”, i.e., motifs that correspond to single triples. Those

motifs correspond most easily to the output of semantic parsers

from NLP, and are so basic that they cannot be reduced to more

elementary ones. A second class, “N-ARY motifs”, refers to star-

shaped motifs, where a “root” node is connected to a number of

related nodes. An example of N-ARY motif is EVENT , correspond-
17 The reader is invited to play with FRED to see occurrences of those motifs. 

a  
ng to a Neo-Davidsonian [30] event linked to multiple participants

y means of thematic roles such as agent, patient, theme, expe-

iencer, location, instrument, etc. Event types are semantic frames

s defined in FrameNet or VerbNet. Other N-ARY motifs identify

ubgraphs that are not based on the detection of a traditional se-

antic frame. E.g., SITUATION holds together logical structures

uch as intersections or unions. Although N-ARY motifs can be re-

uced into multiple single edge motifs, they are still considered

asic non-reducible blocks, since an occurrence of an N-ARY motif

s fully determined by all its parts together. 

The two classes include the nine motifs that we have used

ithin the study in this paper. At the bottom of Table 1 we have

lso included two more motifs, “inferred motifs”, that contain the

inary relation patterns that are produced by means of an in-

erence, either by projecting binary relations out of N-ARY ones

 BINARIZED motif), or by composing property paths ( COMPOSED
otif). Inferred motifs have emerged from the output of a new

KE tool, called Legalo [31] , which materializes inferred relations

y using either projection or path composition. 

It remains intended that any other tool or multiple tools – as

n the landscape analysis provided in [7] – can be used to cre-

te graph banks. The set of motifs presented here can also be

https://www.w3.org/TR/2014/REC-turtle-20140225/
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xtended according to the particular output of alternative tools and

esources. 

Some tools, as e.g., analyzed in [7] , indeed hint at e.g., more

pecial cases of elementary triple-based motifs. For example, Re-

erb [32] 18 is an extractive Open Information Extraction tool,

nd as such it extracts text segments when remarkable triplet

egments are recognized, e.g., the segment It --- has some
imilarities to --- Simon from the sentence It has some

imilarities to Simon, which is a wildly popular electronic game that

as introduced in 1978 . 

In this case, a special kind of binary relation is recognized,

hich, after appropriate representation into RDF, would not fit into

ny of the motifs included in the two classes described above, be-

ng then classified as a generic PROPERTY motif occurrence. In

articular, a PROPERTY motif can be considered as a domain bi-

ary relation, distinct from a ROLE binary relation within an N-ARY

otif, and from either MODALITY and NEGATION triples. Cases like

hese point at additional motifs to be discovered when new tools

nd tasks are proposed or analysed. 

Finally, there are other possible classifications, e.g., TBox vs.

Box axioms as inspired by Description Logic (DL) semantics

33] used in OWL, 19 which are orthogonal to ours, and easily deriv-

ble. 

. Gold standard creation 

In this section we describe the creation of two textual corpora

that we call here “Balanced Corpus” and “Evolutionary Corpus”),

onverted into OKE graph banks, which can be used to test SW

asks. 

alanced Corpus. For the first graph bank we have selected a cor-

us of 100 sentences, 20 balanced between online news, scientific

eports, Twitter, and Wikipedia definitions. The four domains (25

entences each) are supposed to demonstrate the open-domain

ssumption of machine reading. News sentences are related to

ew York Times articles about the civil war in Syria, scientific re-

ort sentences are from computer science papers citing each other

cf. [27] for more detail on this collection), tweets are extracted

rom the Twitter subject “Soccer fan” (only tweets with no hash-

ags, url or mentions have been considered in order to avoid any

leaning bias), and Wikipedia sentences are definitions of inter-

inked resources whose linking path starts from the Miles Davis

musician) page. The average sentence length is 17.3 words per

entence, with tweets being the shortest (11.7) and articles the

ongest (24.6). 

Each of the 100 sentences from the first corpus has been sent to

he FRED REST service 21 to obtain semantic and lexical RDF triples.

redlib has been used for such a purpose. The output triples have

een organized in 100 named graphs, each identifying a sentence

ith a proper URI, and including the list of extracted triples for

hat sentence. Named graphs have been handled using the TriG

yntax. 22 The total number of generated triples is 23,017, 4799 of

hich are purely semantic triples, 13,547 are annotation triples

hat annotate text segments according to the Earmark and NIF vo-

abularies, 4371 are metadata triples that annotate text segments

ith parts of speech, and 300 are metadata triples annotating

amed graphs with their identifiers, related sentences, and sen-

ence topics. Several evaluation strategies can be devised con this
18 http://reverb.cs.washington.edu/ . 
19 http://www.w3.org/TR/owl2-overview/ . 
20 It can be publicly downloaded from http://wit.istc.cnr.it/motifs/sentencebase. 

sv . 
21 http://wit.istc.cnr.it/stlab-tools/fred/api . 
22 http://www.w3.org/2004/03/trig/ . 

a  

g

p

raph bank. In a first experiment, we asked independent experts

n the domain of SW to evaluate the triples from this graph bank.

he annotators could perform the following operations: 

• delete a given triple obtained by FRED; 

• modify some of its values (subject, relationship, object); 

• add new triples to the generated ones. 

To ease the work of the annotators, we provided guidelines that

nclude the ontologies to be used, and some examples that provide

xplanations for the annotation task. This first evaluation experi-

ent has been successfully applied to 40 graphs, leading to the

raph changes, 23 that eventually lead to a gold standard. Examples

f missing triples are: incomplete roles in the N-ARY motif, miss-

ng disambiguation in the EQUIVALENCE motif, missing resolution

n the IDENTITY motif, missing NEGATION or MODALITY when

 negation or modality element is present in the sentence, miss-

ng binary relation that is clearly expressed in the sentence (either

ROPERTY or ROLE motifs), missing type or sub-classes that are

learly expressed in the sentence ( TYPE or SUBCLASS motifs). An

xample of the validation task is a very bad graph produced by

RED, shown in Fig. 2 , for the tweet sentence David Moyes shares

anchester United fans’ frustration . The errors in this graph are due

o a failure of the part-of-speech tagging component, which tags

hare as a noun instead of a verb. 24 Fig. 3 shows the corrected

raph where users would edit and add missing triples to the cor-

esponding motifs of such a sentence. 

In particular, the users identify the missing EVENT mo-

if that involves fred:share_1 , fred:David_moyes 
nd fred:frustration_1 that replaces the incorrect 

ROPERTY motifs dul:associatedWith , dul:hasQuality 
nd fred:manchester outgoing from fred:share_1 . 
hey would also identify the missing PROPERTY motifs

red:frustration_1 fred:frustationOf fred:fan1 
nd fred:fan_1 fred:fanOf fred:manchester1 , plus a

ew incorrect PROPERTY motifs. 

Regarding OKE quality measures, precision can be obtained by

hecking the percentage of motif occurrences produced by the tool

hat are included in the gold standard, while recall can be com-

uted as the percentage of motif occurrences in the gold standard

hat map motif occurrences from the tool. Note that this evaluation

ay consider a single motif, a group, or all motifs, e.g., assessing

verall performance. 

This experiment, however, showed also that careful expert eval-

ation requires a lot of time (9 human-days to evaluate 40 graphs),

nd we started considering alternative approaches. The first is the

ne adopted by Meaning Bank, which, however, seems to pose

he same problems. Another approach is to involve generic crowd-

ourced evaluation, by removing any reference to formal or linguis-

ic expertise, and simply making appropriate questions to be ad-

inistered as crowdsourced “jobs”. This last approach is being at-

empted in ongoing work in order to reach a ground truth. We are

sing CrowdFlower, 25 a crowdsourcing platform where tasks can

e defined and assigned to online workforce of millions of people,

nd that we have already used for other applications of FRED (cf.

34] ). 

volutionary Corpus. While the Balanced Corpus has been used

o test the feasibility of a scalable and rigorous evaluation, we

lso provide an actual gold standard graph bank starting from

 corpus of sentences that evolved in the last three years as a
23 http://wit.istc.cnr.it/motifs/graphbankevaluation.csv . 
24 Part-of-speech tagging has been found to be the major source of errors in FRED 

raphs, probably because it crashes syntactic ordering to the point that the inter- 

retation of the sentence gets corrupted. 
25 http://www.crowdflower.com/ . 

http://reverb.cs.washington.edu/
http://www.w3.org/TR/owl2-overview/
http://wit.istc.cnr.it/motifs/sentencebase.csv
http://wit.istc.cnr.it/stlab-tools/fred/api
http://www.w3.org/2004/03/trig/
http://wit.istc.cnr.it/motifs/graphbankevaluation.csv
http://www.crowdflower.com/
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Fig. 2. The RDF graph produced for the tweet David Moyes shares Manchester United fans’ frustration. The error of the part-of-speech tagger for the verb shares is propagated 

to FRED, which generates three non-connected components as a representation of the tweet. 

Fig. 3. The gold RDF graph for the same sentence, created using raters’ corrections. 
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benchmark for OKE functionalities. Instead of an a-priori design,

this second corpus emerged incrementally based on the collective

observations, needs, and debugging challenges from the developers

of OKE tools in our laboratory. The graph bank derived from this

corpus with the current version of FRED (the sentences are used as

unit tests on a daily basis, and have been proof-checked for opti-

mizing FRED’s output), and provides a ground truth in a pragmatic

and operational way, distinct from the principled approaches de-

scribed before. This evolutionary graph bank was produced from a

corpus of 151 sentences 26 (10 from blogs, 22 from Wikipedia, 18

general sentences, 5 from legal documents, 41 from news, 4 from

reviews, 3 from advertisement, 51 test sentences). The average sen-

tence length is 16.7 words per sentence. The same process seen for

the first gold standard has been applied. The total number of gen-

erated triples is 23,305, 9801 of which are purely semantic triples,

10,650 are annotation triples, 2552 are metadata triples that anno-

tate text segments with parts of speech, 302 are metadata triples

annotating named graphs with their identifiers, related sentences,

and sentence topics. 
26 Publicly downloadable from http://wit.istc.cnr.it/motifs/goldfrombenchmark.tsv . F
To give an idea of the computational time required by a user

o build the first graph bank, the process of extracting triples from

RED and building the named graphs for 100 sentences took 156

econds (this time is the average of 5 different measurements

n order to minimise differences in Internet latency for accessing

RED’s RESTful service). 27 The two graph banks we have generated

for the 100 sentences and for the 150 sentences), the above afore-

entioned guidelines, and the examples can be publicly down-

oaded from http://wit.istc.cnr.it/motifs/graphbank.zip (in TriG syn-

ax). 

fredlib has also been used to run SPARQL queries to the gen-

rated named graphs, to classify triples according to the motifs

resented above, and to include motif occurrences in a CSV file

ogether with their reference named graph, sentence, and mo-

if ready for a user annotation task. The following line shows a
27 This time has been taken using an Apple OSX server with 32Gb of RAM on 

RED’s side, and an average DSL network access. 

http://wit.istc.cnr.it/motifs/goldfrombenchmark.tsv
http://wit.istc.cnr.it/motifs/graphbank.zip
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Table 2 

Number of extracted triples for each motif for each text type for the first gold standard. 

Text type Role Equ Neg Sub Fact Prop Type Mod Identity 

News 85 123 3 209 189 204 709 2 38 

Scientific reports 78 143 5 246 147 176 877 12 17 

Tweets 76 105 13 207 148 204 575 6 22 

Wikipedia definition 77 321 0 466 231 281 1911 1 24 

Table 3 

Number of extracted triples for each motif for each text type for the second gold standard. 

Text type Role Equ Neg Sub Fact Prop Type Mod Identity 

Conversational 11 49 3 62 31 344 342 2 3 

Wikipedia 30 172 1 264 69 1317 2269 3 40 

Legal 11 49 1 87 16 439 938 5 3 

Reviews 8 33 0 51 42 272 432 0 0 

Advertisement 0 22 0 22 10 96 96 1 1 

News 72 310 7 480 127 2558 4584 13 70 

Test 21 109 9 136 74 959 691 5 26 

General 20 70 6 98 49 544 618 3 14 
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PARQL query to extract the SUBCLASS motif from the extracted

amed graphs. 28 

SELECT DISTINCT ?graph ?class ?super WHERE { 
RAPH ?graph { ?class rdfs:subClassOf ?super}} 

The above mentioned motifs cover the totality of semantic

riples generated by FRED with the minimal extraction parame-

ers setup (i.e. only VerbNet roles, no tense representation). Table 2

hows the number of extracted triples for the first gold standard

or each motif and for each domain whereas Table 3 shows that

ith respect to the second graph bank (i.e., the gold standard). 

. Use case - a Semantic sentiment analysis application 

The motifs that we have identified from FRED’s graphs are as

lementary as possible, and apparently cover FRED’s OKE expres-

ivity. In this section we want to show how we extended them to

ome up with a novel method of Sentic Computing [35] 29 that we

ave successfully applied [12,13] to the Semantic Sentiment Anal-

sis domain. Sentiment Analysis aims at identifying and extracting

he attitude of a subject (an opinion holder) towards a topic or

he overall tonality of a document. When it aims at identifying as-

ects or features of subjects or products the problem is known as

spect-based opinion mining [36] . In the past, it has been typically

ackled by means of statistical techniques. With the introduction of

he SW, researchers have a new set of resources and background

nowledge to improve existing methods for Sentiment Analysis,

r coming up with new ones. As a consequence, sentiment lexi-

ons have been extended using concept knowledge [37,38] . Authors

n [39] analyse tweets related to Germany elections and calculate

he polarity of emerging topics showing how information like rela-

ions between topics and the polarity can be used to extend exist-

ng knowledge bases to improve concept-level sentiment analysis

ethods. The reader is referred to [40] for a comprehensive, state

f the art review on the work performed within sentiment analy-

is between 2012 and 2014. In [13] we have developed a model for

pinion sentences by first identifying motifs that occur when ex-

ressing opinions. Let us consider the example sentence Anna says

he weather will become beautiful whose FRED graph representation

s shown in Fig. 4 . 

For sentences with such a structure, the ROLE , PROPERTY and

ODALITY motifs are those we have identified, and specialized,
28 A composite query for full motif classification is at http://wit.istc.cnr.it/motifs/ 

parql.txt . 
29 http://sentic.net/computing/ . 
n order to extract opinion features (denoting new motifs) such

s HOLDER , TOPIC or SUBTOPIC , triggering verbs and opinion

ords. In [13] the reader can find details on how we come up with

nna , agent of the TRIGGERING event say , being the HOLDER of

he opinion, weather , agent of the verb become , being the TOPIC ,
nd beautiful , quality of weather , being the OPINION CONTENT . 

Formally, we can extensionally define a specialization of a mo-

if as M 1 ⊆M . Note that this is a subset relation, not a subgraph

elation (as in other works), i.e., a specialization restricts the set of

llowed occurrences for a motif. For example, the HOLDER motif is

 specialization of the ROLE motif. This move allows the OKE mod-

ler to map existing subgraphs in terms of specialized motifs that

nly hold from a certain viewpoint, in this case sentiment analysis.

By using a large set of rules for sentences with different struc-

ures, we were able to cover a wide spectrum of expressions con-

aining opinions and sentiments, and identify holders, topics and

pinions related to topics. The adoption of existing lexical and

entiment resources (such as SentiWordNet 30 and SenticNet 31 ) al-

owed us to come up with a numeric score for each opinion we re-

rieved (a continuous number between the -1 and +1 scale where

1 corresponds to extremely negative and +1 to extremely posi-

ive). The Semantic Sentiment Analysis tool we have developed on

op of FRED has been called Sentilo. 32 Fig. 5 shows the new on-

ology model we have developed to represent the opinion context

f a given sentence using Sentilo. The reader can notice the opin-

on features (resulting from the definition of rules that also took

nto account a subset of the motifs defined above) that Sentilo cor-

ectly identifies: weather as topic, say as triggering verb, Anna as

pinion holder, beautiful as opinion quality corresponding to 0.449

nd correctly propagated to the referred topic weather . By formally

pecializing the motifs we have presented in this paper, we were

ble to develop rules for extracting opinion features from English

pinion sentences. 

. Conclusions 

We have presented a practical model to the creation of graph

anks from Semantic Web-oriented Open Knowledge Extraction,

hich can eventually evolve into gold standards. We have intro-

uced the formal notion of OKE motif as a special kind of subgraph

attern useful when RDF and description logics are employed to
30 http://sentiwordnet.isti.cnr.it/ . 
31 http://www.sentic.net/ . 
32 http://wit.istc.cnr.it/sentilo-release/sentilo . 

http://wit.istc.cnr.it/motifs/sparql.txt
http://sentic.net/computing/
http://sentiwordnet.isti.cnr.it/
http://www.sentic.net/
http://wit.istc.cnr.it/sentilo-release/sentilo
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Fig. 4. FRED’s graph for the example sentence Anna says the weather will become beautiful . 

Fig. 5. Sentilo’s graph for the example sentence Anna says the weather will become beautiful . 
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formalize NLP results. Some OKE motifs have been proposed based

on an extraction conducted on a broad-range OKE tool. OKE motifs

can be used to annotate OKE graph banks, to build OKE bench-

marks, to evaluate OKE tools, to compare heterogeneous tools, and

to perform on-demand OKE graph transformations. They can also

be specialized for the sake of application tasks, such as senti-

ment analysis, question answering, similarity detection, etc. Motifs

are implemented as SPARQL query patterns to be submitted to a

graph bank. Similarly as with linguistic treebanks, we have used a

broad-coverage tool (FRED) to identify motifs, and to generate draft

named graphs that can be used to evaluate specific SW tasks after

a crowd-sourced correction. We have described that motifs ease

the detection of rules and the development of algorithms for senti-

ment analysis feature detection. In the domain of sentiment analy-

sis, we are currently investigating whether language patterns exist

for sarcasm and irony that can be matched to some of the mo-

tifs we have introduced in this paper. This is another step toward

a new way of thinking about the formal merging of results from

OKE, and NLP tools in general. As started in [7] , an open-minded

attitude towards the class of algorithms and tools to be consid-

ered should be accompanied by a serious reflection on which for-

mal representation can work in practice. The reward is quite high,

since a common set of motifs would facilitate evaluation, integra-

tion, comparison, reusability, all natural tasks in the context of the

creation of knowledge bases for the SW and Linked (Open) Data. 
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