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Abstract

We consider the clustering aggregation problem in which we are given a set of clusterings
and want to find an aggregated clustering which minimizes the sum of mismatches to the input
clusterings. In the binary case (each clustering is a bipartition) this problem was known to be
NP-hard under Turing reductions. We strengthen this result by providing a polynomial-time
many-one reduction. Our result also implies that no 2o(n) · |I ′|O(1)-time algorithm exists that
solves any given clustering instance I ′ with n elements, unless the Exponential Time Hypothesis
fails. On the positive side, we show that the problem is fixed-parameter tractable with respect
to the number of input clusterings and we give an integer linear programming formulation.

1 Introduction

Clustering is a fundamental data analysis task; in a basic form we aim to partition a set of given
entities into groups of pairwise similar entities. Nowadays, each entity is often specified by multiple
attributes. For example, in a social network a user may have a profile that consists of a description,
a GPS or other location trace, and lists of friends, of liked posts, of visited websites, and so on. It
is desirable to take aspects of these different attributes into account when computing a clustering.
This desire sparked the fields of so-called multi-view [22, 17, 7], multi-layer [14, 23], or ensemble-
based clusterings [18, 6, 19, 3]. A common strategy to obtain the overall clustering is then, to
compute clusterings based on individual attributes and, afterwards, to aggregate the clusterings
into a single consensus clustering [18, 6, 9, 3]. For instance, we may first individually cluster
the social-network users according to their friendship relation graph, then cluster them based on
meetings they had in the location trace, then on the similarity of visited websites, and finally
aggregate all these clusterings into one. The problem that we are interested in this article is the
following: Given a set of clusterings, how to compute a consensus clustering?

A common interpretation of a consensus clustering C is one that is closest to the input clusterings
by minimizing the sum over all input clusterings D of some distance measure between C and D (see
the survey [3]). A fundamental way to measure the distance between two clusterings C and D is
to count the number of pairs of entities that are clustered differently by C and D [9]. That is, to
count the number of pairs that are together in one cluster in C and in two different clusters in D
and vice versa. This distance measure is known as the Mirkin distance [16].
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We in particular focus on the case of binary clusterings, that is, clusterings into two clusters.
Thus, we arrive at the problem of, given a set S of binary clusterings, to compute a binary clustering
that minimizes the sum of Mirkin distances to the clusterings in S. We call (the decision variant
of) this problem Mirkin Distance Minimization. See Section 2 for the formal definitions.

Our contributions Our main result in this paper is a tight running-time bound for the Mirkin
Distance Minimization problem. Specifically, there is a straightforward brute-force algorithm
that solves the problem in O(2n · nm) time, where n denotes the length of the input strings and m
their number: The algorithm simply tries all 2n solution strings and checks their Mirkin distance to
the input. At first glance it seems a O(n2)-time factor is needed to compute the Mirkin distance of a
guessed solution string and the input strings. Note that for binary input strings, the Mirkin distance
can be computed via the Hamming distance (see Section 2), which can be computed in O(n) time.
Unfortunately, the running time of this brute-force algorithm cannot be substantially improved:
We show, using an intricate reduction, that the problem cannot be solved in 2o(n) · (nm)O(1) time
unless the Exponential Time Hypothesis (ETH) [12] fails. This settles the form of the asymptotic
complexity with respect to the parameter n. In the second part of the paper, we consider the
parameter m of input strings, we show that the problem is fixed-parameter tractable with respect
to m, and we give an integer linear programming (ILP) formulation.

Related work Dörnfelder et al. [5] showed that Mirkin Distance Minimization is NP-hard
under Turing reductions (see their Theorem 3). That is, they gave a construction that takes
an instance I of the so-called Cluster Editing problem and produces a polynomial number of
instances of Mirkin Distance Minimization such that one of these instances is positive if and
only if I is. Instead, we show that we can map each instance of NAE-3SAT to a single equivalent
one of Mirkin Distance Minimization. (NAE-3SAT is the variant of 3SAT in which we want
to a find an assignment of truth values to variables such that each clause contains a satisfied and
an unsatisfied literal.) Moreover, our prudent use of gadgets also allows us to give a tight lower
bound for the running time assuming the ETH.

Mirkin Distance Minimization is a variant of the NP-hard Clustering Aggregation [9]
problem (aka. Consensus Clustering [6] or Clusters Ensembles [18]) from machine learning
and bioinformatics. Therein, we have as input a multiset P of m partitions on an n-element set U
and the goal is to search for a target partition P ∗ that minimizes the sum of Mirkin distances to
all m partitions.

Let us now view clusterings from a relational point of view. Recall that a partition on the
set U is an equivalence relation ∼ (i.e., reflexive, symmetric, and transitive) over U × U . Each
partition can be represented by the equivalence classes of the corresponding equivalence relation.
We can thus alternatively define the Mirkin distance between two partitions as the number of pairs
of elements which are equivalent in one partition but non-equivalent in the other, or the other way
round.

Mirkin Distance Minimization has applications in voting theory and is also a restriction
of the Binary Relation Aggregation via Median Procedure problem [1, 20, 21, 11]. The
latter problem takes as input a set of alternatives C and a set of votes expressed as binary relations
over C × C, and aims at finding a binary relation with minimum sum of symmetric-difference
distances to the votes [1]. The symmetric-difference distance between two binary relations s and t
is simply the cardinality of their symmetric differences δ(s, t) = |s \ t|+ |t \ s|. It is straightforward
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to see that for equivalence relations the symmetric-difference distance equals two times the Mirkin
distance.

Relatedly, we considered a problem called p-Norm Hamming Centroid, which, for some fixed
p > 1, is to find a centroid string which minimizes the p-norm of its Hamming distances to the input
strings [4]. When the objective is to maximize instead of minimize the distances and when p = 2,
the Mirkin Distance Minimization problem can be reduced to this maximization variant.

Remarks In 2017, Jiehua Chen participated in the working group on “Aggregation Procedures
with Nonstandard Input and Output Types” of the Dagstuhl seminar on “Voting: Beyond Sim-
ple Majorities and Single-Winner Elections” that our friend Gerhard Woeginger also attended [2].
One of the open questions to be addressed in the working group is concerned about the computa-
tional complexity of Mirkin Distance Minimization proposed by Bill Zwicker (Union College).
Gerhard immediately pointed out that the objective function underlying Mirkin Distance Min-
imization is not convex. Although the working group did not settle the computational complexity
of Mirkin Distance Minimization, we would like to dedicate this article to Gerhard due to his
insightful comments and discussions during the seminar.

2 Preliminaries

For an integer t, let [t] denote the subset {1, . . . , t}. For ease of presentation, we will throughout
view the Mirkin Distance Minimization problem as a problem on binary strings, i.e., tuples in
{0, 1}∗. We abbreviate binary strings as strings if it is clear from the context. Let s and s′ be two
strings. Then, we use s ◦ s′ to denote the concatenation of s and s′ and |s| and s to denote the
length and the complement of s. By s[i] we mean the value of string s at the ith coordinate. and we
write s[i, j] as shorthand of s[i]s[j]. Given two integers i, j ∈ {1, 2, . . . , |s|} with i ≤ j, we use the
notation s|ji to denote the substring s[i]s[i + 1] · · · s[j]. Further, let hd(s, s′) denote the Hamming
distance between strings s and s′, i.e., the number of coordinates at which the values of s and s′

differ. For instance, hd(0101, 1100) = 2.
Given two binary strings s and s′, and an integer i with 1 ≤ i ≤ |s| + 1, by ins(s, s′, i) we

mean the string obtained by inserting the string s′ into s just before the ith position. For instance,
ins(0110, 00, 3) = 010010. In particular, ins(s, s′, 1) = s′ ◦ s and ins(s, s′, |s|+ 1) = s ◦ s′.

The Mirkin distance mirk(s, s′) [16] between two equal-length strings s and s′ counts the number
of mismatches for each pair of coordinates. Formally, Mirk(s, s′) = {{i, j} : (s[i] = s[j] ∧ s′[i] 6=
s′[j])∨(s[i] 6= s[j]∧s′[i] = s′[j])}, andmirk(s, s’) = |Mirk(s, s′)|. For instance, Mirk(01 001, 01 110) =
{{i, j} | i ∈ {1, 2} ∧ j ∈ {3, 4, 5}}, so mirk(01 001, 01 110) = 6. For binary strings, the Mirkin
distance has an alternative definition that uses Hamming distances:

mirk(s, s′) = hd(s, s′) · hd(s, s′) = hd(s, s′) · (n− hd(s, s′)).

In this paper, we will use the alternative definition extensively. Note that, by the above formulation,
the Mirkin distance function is not convex.

Let S be a collection of strings of length n each and let s∗ denote an arbitrary length-n string.
The Mirkin distance between s∗ and S is the sum of the Mirkin distances between s∗ and each string
in the sequence: mirk(s∗, S) =

∑

s′∈S mirk(s∗, s′). The Mirkin distance between s∗ and S regarding
a pair {i, j}, i 6= j ∈ [n], is the Mirkin distance between s∗[i, j] and the multiset {s′[i, j] | s′ ∈ S}.

The formal statement of the problem is as follows:

3



Mirkin Distance Minimization
Input: A collection S of strings s1, . . . , sm ∈ {0, 1}

n and an integer k.
Question: Is there a string s∗ ∈ {0, 1}n such that mirk(s∗, S) ≤ k?

3 NP-hardness for Mirkin Distance Minimization

In this section, we show that Mirkin Distance Minimization is indeed NP-hard by utilizing a
gadget that Dörnfelder et al. [5] used to enforce that the Mirkin distance for each two coordinates,
when restricted to only these two coordinates, is exactly half the number of the input strings since
exactly half of the input strings have the same value (00 or 11) and the other half have different
values (01 or 10). Algorithm 1 computes such a kind of gadget. Note that, however, this type of
gadget alone is not enough to devise a many-one hardness reduction. This gadget can be used to
encode truth-values of variables in a reduction from NAE-3SAT but an essential difficulty that
remains is to find gadgets that encode clause satisfaction.

Algorithm 1: Algorithm for constructing 2ℓ binary strings of length 2ℓ each such that for
each two coordinates, half of the strings have the same value and the other half not.

1 Build(2ℓ):
2 if ℓ = 1 then return (00, 01)
3 else

4 (s1, s2, . . . , s2ℓ−1)← Build(2ℓ−1)
5 return (s1 ◦ s1, s1 ◦ s1, . . . , s22ℓ−1 ◦ s22ℓ−1 , s22ℓ−1 ◦ s22ℓ−1)

We show that the strings constructed by Algorithm 1 fulfills our requirement above.

Proposition 1. Let S be the sequence of strings constructed by Algorithm 1. Then, for each two
distinct coordinates i, j ∈ {1, 2, . . . , 2ℓ},

(1) there are |S|/2 strings from S, called a1, a2, . . . , a|S|/2, such that ar[i] = ar[j], r ∈ [|S|/2], and

(2) there are |S|/2 strings from S, called b1, b2, . . . , b|S|/2, such that br[i] 6= br[j], r ∈ [|S|/2].

Proof. We show the statement via induction on ℓ. For ℓ = 1, Algorithm 1 returns (00, 01). Our two
statements follow immediately. Assume that sequence S′ = Build(2ℓ−1) satisfies the proposition
and let S′ = (s1, . . . , s2ℓ−1). We show that S = Build(2ℓ) also satisfies the proposition. By
Algorithm 1, we have S = (sr ◦ sr, sr ◦ sr)sr∈S′ .

Consider two distinct coordinates i, j ∈ {1, 2, . . . , 2ℓ}. Obviously, by our induction assumption,
the two statements hold if 1 ≤ i, j ≤ 2ℓ−1 or 2ℓ−1+1 ≤ i, j ≤ 2ℓ. Thus, we assume that 1 ≤ i ≤ 2ℓ−1

and 2ℓ−1 + 1 ≤ j ≤ 2ℓ (the other case when 1 ≤ j ≤ 2ℓ−1 and 2ℓ−1 + 1 ≤ i ≤ 2ℓ is analogous).
By construction, S consists of the following strings sr ◦ sr and sr ◦ sr, r ∈ [2ℓ−1]. By our choice
of i and j it follows that both strings have the same value at coordinate i and a different value at
coordinate j. Hence, for each r ∈ [2ℓ−1], one of the strings from {sr ◦ sr, sr ◦ sr} has the same value
at i and j, and the other does not. The two statements follow immediately.

To show NP-hardness, we reduce from Not-All-Equal 3-SAT (NAE-3SAT) [8], which,
given a set of size-three clauses, asks whether there is a satisfying truth assignment, that is, each
clause has at least one true literal and at least one false literal.
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Theorem 1. Mirkin Distance Minimization is NP-hard.

Proof. As mentioned, we reduce from the NP-hard NAE-3SAT problem [8]. Let I = (X, C) be an
instance of NAE-3SAT, where X = {x1, . . . , xn} denotes a set of n variables and C = {c1, . . . , cm}
denotes a set of m clauses of size three each. By introducing variables that do not occur in any
clauses, we assume without loss of generality that n = 2ℓ + 1 for some ℓ. We construct two groups of
binary strings where each string is of length 2n = 2ℓ+1+2. Each variable will be encoded by a pair
of two consecutive coordinates in the string, one at an odd position, one at an even position. We
use the gadget constructed via Algorithm 1 to enforce that these two coordinates will always have
the same value so that 11 will correspond to setting the variable to true while 00 will correspond
to setting the variable to false.

The strings are built on two groups of strings.

Group 1. Let S = Build(2ℓ+1) (see Algorithm 1); note that |S| = 2n − 2. Then, for each in-
teger r ∈ [n] (representing the index of a specific variable) we introduce 2ℓ+1 strings as
follows. For each string si ∈ S, construct two strings with the forms ins(si, 11, 2r − 1) and
ins(si, 11, 2r − 1). Note that each of the newly constructed strings has length 2ℓ+1 + 2 = 2n.
Let Sr denote the sequence that contains the newly introduced strings.

For instance, for r = 2, ℓ = 1, sequences S and Sr consist of 2
ℓ+1 = 4 and 2 · 2ℓ+1 = 8 strings,

respectively:

S : 00 00,

00 11,

01 01,

01 10.

Sr : 00 11 00,

00 11 11,

01 11 01,

01 11 10,

11 11 11,

11 11 00,

10 11 10,

10 11 01.

Group 2. For each clause cj ∈ C, let ℓ1, ℓ2, ℓ3 be the three literals contained in cj . We define three

strings t
(1)
j , t

(2)
j , t

(3)
j ∈ {0, 1}

2n as follows:

∀(i, z) ∈ [n]× [3] :

t(z)[2i− 1, 2i] =































11, ℓz = xi,

00, ℓz = xi,

00, ℓy = xi for some y ∈ [3] \ {z},

11, ℓy = xi for some y ∈ [3] \ {z},

01, otherwise.
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For instance, for clause cj = (x1, x2, x3), the three corresponding strings are

t
(1)
j = 00 00 11 01 01 . . . 01,

t
(2)
j = 1111 11 01 01 . . . 01,

t
(3)
j = 1100 00 01 01 . . . 01.

Let Tj = {t
(1)
j , t

(2)
j , t

(3)
j }.

Let L = 3m · n2. Then, let I ′ be an instance consisting of the following strings: For each r ∈ [n],
add L copies of Sr to I ′. For each j ∈ [m], add Tj to I ′. To complete the construction, let
k = L · n ·

[(2n−2
2

)

+ (4n − 4)
]

· (2n− 2) +m · (3n2 − 11). Clearly, the construction can be done in
polynomial time since Build(2ℓ+1) takes O(22ℓ+2) = O(n2) time.

We claim that the instance I has a satisfying truth assignment, that is, each clause has a true
literal and a false literal, if and only if there is a binary string s that has a Mirkin distance of at
most k to the strings from I ′.

Before we show the correctness of the construction, we present two observations which will help
us to determine the solution string for I ′.

Claim 1. Let s∗ be an arbitrary binary string of length 2n. For each integer r ∈ [n], the following
holds.

(1) If s∗[2r − 1, 2r] ∈ {01, 10}, then mirk(s∗, Sr) =
[(

2n−2
2

)

+ (4n − 4)
]

· (2n − 2) + (4n − 4).

(2) If s∗[2r − 1, 2r] ∈ {00, 11}, then mirk(s∗, Sr) =
[(

2n−2
2

)

+ (4n − 4)
]

· (2n − 2).

Proof. By the construction of Sr, we have the following (see also Proposition 1).

– For each pair {i, j} ⊆ [2n] \ {2r − 1, 2r} we have

1. |Sr|/2 strings s from Sr such that s[i] = s[j], and
2. |Sr|/2 strings s from Sr such that s[i] 6= s[j].

This means that the Mirkin distance from s∗ to Sr regarding the pair {i, j} is always |Sr|/2.

– For each coordinate i ∈ [2n]\{2r−1, 2r}, it holds that |Sr|/2 strings from Sr have a 0 in column i
and |Sr|/2 strings from Sr have a 1 in column i. Since all strings have a 1 in column 2r−1 (resp.
2r), the Mirkin distance from s∗ to Sr regarding the pair {i, 2r− 1} (resp. {i, 2r}) is also |Sr|/2.

– The Mirkin distance from s∗ to Sr regarding the pair {2r−1, 2r} is |Sr| if s
∗[2r−1, 2r] ∈ {01, 10};

otherwise it is zero.

In total, if s∗[2r − 1, 2r] ∈ {01, 10}, then we have

mirk(s∗, Sr) =

(

2n− 2

2

)

·
|Sr|

2
+ 2 · (2n − 2) ·

|Sr|

2
+ |Sr|

=

[(

2n− 2

2

)

+ (4n − 4)

]

· (2n − 2) + (4n− 4);
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otherwise, we have

mirk(s∗, Sr) =

(

2n− 2

2

)

·
|Sr|

2
+ 2 · (2n − 2) ·

|Sr|

2

=

[(

2n− 2

2

)

+ (4n − 4)

]

· (2n − 2).

(of Claim 1) ⋄

Below we will sometimes interpret binary strings of length n as truth assignments to the variables
in X, where the ith character assigns the corresponding truth value to variable xi. Define also
γ : {0, 1}n → {0, 1}2n by γ(e1 · · · en) = (e1e1 · · · enen).

Claim 2. Let cj ∈ C be an arbitrary clause. Then, for each s ∈ {0, 1}n, we have that mirk(γ(s), Tj) ≥
3n2 − 11. Moreover, the equality is attained if and only if the string s, interpreted as a truth as-
signment to the variables xi, i ∈ {1, . . . , n}, satisfies cj with at least one true literal and at least one
false literal.

Proof. Assume, without loss of generality, that the literals in cj correspond to the first, the second,
and the third variable x1, x2, and x3 (each in either a positive or a negative form). For each

string t
(z)
j ∈ Tj with z ∈ {1, 2, 3}, by the definition of the Hamming distance, hd(γ(s), t

(z)
j ) =

hd(γ(s)|61, t
(z)
j |

6
1)+hd(γ(s)|2n7 , t

(z)
j |

2n
7 ). By the definition of t

(z)
j regarding the positions from 7 to 2n,

we have that hd(γ(s)|2n7 , t
(z)
j |

2n
7 ) = n− 3.

Assume that s satisfies cj with the ath literal being true and the bth literal being false, a, b ∈
{1, 2, 3} and a 6= b. Let z ∈ {1, 2, 3} \ {a, b}. We distinguish between two cases. If ℓz is true under

s (i.e., the zth coordinate of string s is a 1 if ℓz = xz and a 0 otherwise), then hd(γ(s)|61, t
(a)
j |

6
1) =

2 = hd(γ(s)|61, t
(z)
j |

6
1) while hd(γ(s)|61, t

(b)
j |

6
1) = 6. If ℓz is false under s (i.e., the zth coordinate of

string s is a 1 if ℓz = xz and a 0 otherwise), then hd(γ(s)|61, t
(a)
j |

6
1) = 0 while hd(γ(s)|61, t

(b)
j |

6
1) =

hd(γ(s)|61, t
(z)
j |

6
1) = 4. In other words, we have that {hd(γ(s), t

(a)
j ), hd(γ(s), t

(b)
j )} = {n − 1, n + 3}

if ℓz is true under s; otherwise {hd(γ(s), t
(a)
j ), hd(γ(s), t

(b)
j )} = {n − 3, n + 1}. In both cases,

hd(γ(s), t
(z)
j ) ∈ {n−1, n+1}. In both cases, using the alternative definition of the Mirkin distance,

we thus have that

mirk(γ(s), Tj) = (n2 − 9) + (n2 − 1) + (n2 − 1) = 3n2 − 11.

Now assume that under s either all literals from cj are true or all literals from cj are false.

For the first case, for each z ∈ {1, 2, 3}, we have hd(γ(s)|61, t
(z)
j |

6
1) = 4, implying mirk(γ(s), t

(z)
j ) =

hd(γ(s), t
(z)
j ) · (2n − hd(γ(s), t

(z)
j )) = n2 − 1. For the other case, for each z ∈ {1, 2, 3}, we have

hd(γ(s)|61, t
(z)
j |

6
1) = 2, implying mirk(γ(s), t

(z)
j ) = hd(γ(s), t

(z)
j ) · (2n−hd(γ(s), t

(z)
j )) = n2−1 as well.

Altogether, we have mirk(γ(s), Tj) = 3(n2 − 1) > 3n2 − 11. (of Claim 2) ⋄

Now, we are ready to show the correctness, that is, I = (X, C) admits a truth assignment such
that each clause in C has a true literal and a false literal if and only if there is a string s∗ whose
Mirkin distance to the strings in I ′ is at most k = L ·n ·

[(2n−2
2

)

+ (4n− 4)
]

·(2n−2)+m ·(3n2−11).
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For the “only if” direction, assume that s ∈ {0, 1}n is a satisfying assignment for C such that
each clause cj ∈ C has at least one true literal and at least one false literal. Claim 2 indicates that
γ(s) has Mirkin distance 3n2 − 11 to each triple in Tj that corresponds to a clause cj . The second
statement in Claim 1 indicates that γ(s) has Mirkin distance

[(

2n−2
2

)

+ (4n− 4)
]

· (2n − 2) to all
strings in Sr that correspond to the variable xr. Altogether, the Mirkin distance between γ(s) and
all strings in I ′ is m · (3n2 − 11) + L · n ·

[(

2n−2
2

)

+ (4n− 4)
]

· (2n− 2) = k, as desired.
For the “if” direction, assume that s∗ ∈ {0, 1}2n is a string whose Mirkin distance to all strings

in I ′ is at most k. First, we claim that s∗ has the form s∗ = e1e1 · · · enen with ei ∈ {0, 1} for all
1 ≤ i ≤ n. Suppose, towards a contradiction, that s∗ is not of the desired form, and let i ∈ [n] be
an integer such that s∗[2i − 1, 2i] ∈ {01, 10}. Then, by the first statement in Claim 1, the Mirkin
distance of s∗ to the first group of strings in I ′ will be at least

L · n ·

[(

2n− 2

2

)

+ (4n− 4)

]

· (2n − 2) + L · (4n − 4),

which exceeds the distance bound k = L · n ·
[(2n−2

2

)

+ (4n − 4)
]

· (2n − 2) +m · (3n2 − 11) since
L > m · (3n2 − 11) and n ≥ 2, a contradiction.

Thus, s∗ has the form s∗ = e1e1 · · · enen with ei ∈ {0, 1} for all 1 ≤ i ≤ n. We show that
s = e1 · · · en is a satisfying assignment for C such that each clause has at least one true literal and
at least one false literal. By the above reasoning, the Mirkin distance of s∗ to the second group of
strings can be at most m · (3n2 − 11). Since there are m triples in the second group, one for each
clause, the average Mirkin distance of s∗ = γ(s) to each triple is 3n2 − 11. By Claim 2 the Mirkin
distance of s∗ to each triple in the second group is indeed 3n2 − 11, meaning that under s each
clause has at least one true literal and one false literal, as desired.

The running time lower bound for Mirkin Distance Minimization relies on the following
proposition.

Proposition 2. Unless the Exponential Time Hypothesis fails, NAE-3SAT does not admit any
sub-exponential time 2o(n+m) ·(n+m)O(1) algorithm, where n and m denote the number of variables
and clauses respectively.

Proposition 2 follows from Theorem 46 Point 7 by Jonsson et al. [13] where the authors in
particular show that, if the satisfiability problem for a finite constraint language is NP-hard, then
a subexponential-time algorithm for this satisfiability problem would refute the Exponential Time
Hypothesis, even in the case where each variable occurs only a constant number of clauses.

As a corollary, we obtain a running time lower bound for our problem.

Corollary 1. Unless the Exponential Time Hypothesis fails, there is no algorithm that solves any
given instance I ′ of Mirkin Distance Minimization in time 2o(n̂) · |I ′|O(1) where n̂ is the length
of the input strings.

Proof. To show the statement, note that the length n̂ of the strings that we constructed in the
proof of Theorem 1 is exactly 2n, where n is the number of variables in the NAE-3SAT instance.
Hence, a sub-exponential running time for our problem will contradict Proposition 2.

8



4 Parameter Number m of Strings and an Integer Linear Pro-

gramming Formulation

In this section, we show that Mirkin Distance Minimization is fixed-parameter tractable with
respect to the number m of input strings and we give an integer linear programming (ILP) for-
mulation. To achieve this, we show that a solution can be represented by a binary string whose
entries correspond to the column types of the input (to be defined shortly). Interpreting this string
as a set of variables and trying all assignments of values it will then follow that Mirkin Distance
Minimization is solvable in time O(22

m

·m · n).
The ILP also builds on the above-mentioned set of variables. We note that an integer program-

ming approach similar to ours is applicable in many string problems whenever the columns of the
input can be grouped together in order to be represented by a constant number of variables [10, 4].
Here, however, the resulting mathematical programming formulation is not linear at first because
the straightforward way to model the Mirkin distance involves multiplications of binary variables.
We give additional reformulation tricks such that we can safely omit the square of binary variables,
and such that we can introduce some extra variables to avoid multiplications of binary variables,
resulting in an integer linear programming formulation.

Before presenting the ILP formulation, we observe a useful property of an optimal solution that
allows us to introduce only binary variables, one for each column type. Herein, given a non-empty
sequence S = (s1, . . . , sm) of length-n strings, we say that two columns j, j′ ∈ [n] have the same
type if for each i ∈ [m] it holds that si[j] = si[j

′]. The type of column j is its equivalence class in
the same-type relation. Thus, each type is represented by a vector in {0, 1}m.

Lemma 1. Let S be a sequence of m strings, each of length n, and let s∗ be a solution with
minimum Mirkin distance to S. If two distinct columns j and j′ with j, j′ ∈ [n] have the same type
with respect to S, then it holds that s∗[j] = s∗[j′].

Proof. Towards a contradiction, suppose that s∗[j] 6= s∗[j′]. We will show that making these two
columns have the same values, either 0 or 1, will result in a better solution, i.e., a string with
smaller Mirkin distance. Let s∗00 (resp. s∗11) be a string that we obtain from s∗ by replacing with
00 (resp. 11) the values at positions j and j′. Formally, we have s∗00[j, j

′] = 00 and s∗11[j, j
′] = 11,

and for each ℓ ∈ [n] \ {j, j′}, we have s∗00[ℓ] = s∗11[ℓ] = s∗[ℓ]. Given two strings s and t, we define a
function f that computes the Mirkin distance from s to S subtracted by the Mirkin distance from t
to S:

f(s, t, S) := mirk(s, S)−mirk(t, S).

To obtain a contradiction, we show that s∗ is not an optimal solution by showing that

f(s∗, s∗00, S) + f(s∗, s∗11, S) > 0,

because this implies that

mirk(s∗, S) > mirk(s∗00, S) or mirk(s∗, S) > mirk(s∗11, S).

For each input string si ∈ S, let di denote the Hamming distance between s∗ and si, restricted
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to the columns that are neither j nor j′. We show that f(s∗, s∗00, S) + f(s∗, s∗11) > 0.

f(s∗, s∗00, S) + f(s∗, s∗11, S)

= 2mirk(s∗, S)−mirk(s∗00, S)−mirk(s∗11, S)

= 2
∑

si∈S

(di + 1)(n − di − 1)

−
∑

si∈S
si[j,j′]=00

di(n− di)−
∑

si∈S
si[j,j′]=11

(di + 2)(n− di − 2)

−
∑

si∈S
si[j,j′]=00

(di + 2)(n− di − 2)−
∑

si∈S
si[j,j′]=11

di(n− di)

=
∑

si∈S

(

2(di + 1)(n − di − 1)− di(n− di)− (di + 2)(n − di − 2)

)

= 2m > 0.

By our reasoning before, this implies that s∗ is not an optimal solution, a contradiction.

By Lemma 1, for each type of column, we only need to store whether the output string will
contain 0 or 1 at each column that corresponds to this type. Let n′ denote the number of different
(column) types in S. Then, n′ ≤ min(2m, n). Enumerate the n′ column types as t1, . . . , tn′ . Below
we identify a column type with its index for easier notation. Using this, we can encode the set S
succinctly by introducing a constant e[j] for each column type j ∈ [n′] that denotes the number of
columns with type j. Analogously, given an optimal solution string s∗, by Lemma 1 we can also
encode this string s∗ via a binary vector x ∈ {0, 1}n

′

, where for each column type j ∈ [n′] we use
x[j] to indicate whether the columns that correspond to the type have zeros or ones. Note that
this encodes all essential information in a solution, since the actual order of the columns is not
important.

Example 1. For an illustration, let S = {0000, 0001, 1110}. Set S has two different column types,
represented by (0, 0, 1)T , call it type 1, and (0, 1, 0)T , call it type 2. There are three columns of
type 1 and one column of type 2. An optimal solution 0001 with minimum Mirkin distance four for
S can be encoded by two binary variables x[1] = 0 and x[2] = 1.

The above considerations now yield the following.

Theorem 2. Mirkin Distance Minimization can be solved in O(22
m

·m · n) time.

Proof. The algorithm tries all at most 22
m

possibilities for the binary string x ∈ {0, 1}n
′

. For each
of them, it constructs the corresponding solution string s∗ that in each column of type j ∈ [n′]
equals x[j]. This takes O(n) time. The algorithm then computes the Hamming distance between
s∗ and each of the input strings, which takes O(n ·m) time in total. It then computes the Mirking
distances from these Hamming distances in O(m) time. Finally, it reports success if the sum of the
Mirkin distances is at most k. It is clear that the running-time bound is satisfied. By Lemma 1
this algorithm will find a solution if there is one.

10



Integer Linear Program Formulation Using the binary variables x that represent a solution s∗

which has the same values in the columns of the same type, we can reformulate the Hamming
distance between the two strings si and s∗ as follows. For the sake of readability, we let si[j] = 1
if the column type of column j has 1 in the ith row and si[j] = 0 if it has 0 in the ith row.

hd(si, s
∗) =

n′

∑

j=1

e[j] · |s[j]− x[j]|

=
n′

∑

j=1

e[j] · (si[j] + (1− 2si[j]) · x[j]) .

Then, the Mirkin distance between x and si can be formulated as follows, where we let wi =
∑n′

j=1 e[j] ·si[j] denote the number of ones in string si and ci[j] = 1−2si[j], i.e., ci[j] = 1 if si[j] = 0
and ci[j] = −1 if si[j] = 1.

mirk(si, s
∗) = hd(si, s

∗) · (n − hd(si, s
∗))

=



wi +

n′

∑

j=1

e[j] · ci[j] · x[j]



 ·



n− wi −

n′

∑

j=1

e[j] · ci[j] · x[j]





= n



wi +

n′

∑

j=1

e[j] · ci[j] · x[j]



 −



wi +

n′

∑

j=1

e[j] · ci[j] · x[j]





2

= n · wi − w2
i +

n′

∑

j=1

(

n · ci[j] − 2wi · ci[j] − e[j]

)

· e[j] · x[j]

−
∑

{j,j′}⊆[n′]
j 6=j′

e[j] · e[j′] · c[j] · c[j′] · x[j] · x[j′]. (1)

The last equation holds since ci[j]
2 = 1 and since x[j] is binary, implying that x[j] = x[j]2.

The resulting formulation is not linear since the components in the last sum are products of
two binary variables. Nevertheless, we can introduce additional binary variables to linearize it. For
each two distinct column types j and j′ we introduce a binary variable y[{j, j′}] which shall have
the value y[{j, j′}] = x[j] · x[j′]. We can achieve this by introducing the following constraints:

∀j, j′ ∈ [n′], j 6= j′ : y[{j, j′}], x[j] ∈ {0, 1}, (2a)

y[{j, j′}] ≤ x[j], (2b)

y[{j, j′}] ≤ x[j′], (2c)

x[j] + x[j′]− y[{j, j′}] ≤ 1. (2d)

11



Now we can replace each product of two binary variables in (1) with a corresponding variable:

mirk(si, s
∗)

(1)
=

n · wi − w2
i +

n′

∑

j=1

(

n · ci[j]− 2wi · ci[j]− e[j]

)

· e[j] · x[j]

−
∑

{j,j′}⊆{1,...,n′}
j 6=j′

e[j] · e[j′] · c[j] · c[j′] · y[{j, j′}]. (3)

Combining (2a)–(2d) with the following constraint

m
∑

i=1

(

n · wi − w2
i +

n′

∑

j=1

(

n · ci[j] − 2wi · ci[j] − e[j]

)

· e[j] · x[j]

−
∑

{j,j′}⊆[n′]
j 6=j′

e[j] · e(j′) · c[j] · c[j′] · y[{j, j′}]

)

≤ k, (2e)

we obtain an ILP with at most 4m + 2m binary variables and 5n2 constraints, each with O(m)
terms.

5 Conclusion

While we now know that Mirkin Distance Minimization can be solved in single-exponential
time with respect to the length n of the input strings and such a running time is required, the basis
of the exponential is not yet determined. Is there an algorithm running in time (2 − ǫ)n · nmO(1)

or can we give a lower bound based on the Strong Exponential Time Hypothesis?
Currently, there is no known lower bound matching our fixed-parameter running time with

respect to the number m of input strings. Can Mirkin Distance Minimization be solved in
2m

O(1)
· (mn)O(1) time?

Finally, it is interesting to study other distance measures between the strings (or clusterings),
such as the variation of information [15], and to study other aggregation functions of the distance
measures, such as taking a p-norm of the distance vector instead of the sum of distances [4].
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