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The development of ICT (Information and Communication Technologies) and
Web 2.0 promotes the emergence of diverse social ecosystems like social IoT
(Internet of Things), social media and online communities. User-generated textual
content (UGTC), which consists of unstructured texts, is the most important and
common type of user-generated content in social ecosystems. UGTC in social
ecosystems is generated according to two types of context information - global
context (topics) and local context (semantic regularities). For UGTC modeling,
topic models just consider global context but ignore semantic regularities, while
semantic embedding models are on the opposite. So only utilizing topic models or
semantic embedding models to model UGTC suffers from some drawbacks. For
this problem, we propose a semantic embedding enhanced topic model named
SEE-Twitter-LDA for accurately modeling UGTC in social ecosystems. The core
of SEE-Twitter-LDA is that words are generated according to mutual semantic
information of topics and semantic regularities. So global context and local context
are jointly considered for UGTC modeling. By utilizing 553,098 tweets sampled
from Twitter and 211,233 posts sampled from Weibo, we validate SEE-Twitter-
LDA’s better performance on perplexity, topic divergence and topic coherence

versus existing related models.
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1. INTRODUCTION

The development of ICT (Information and Communi-
cation Technologies) and Web 2.0 promotes the emer-
gence of diverse social ecosystems like social IoT (Inter-
net of Things)[1, 2], social media and online communi-
ties. These social ecosystems generate a large amount
of user-generated content like texts, photos and videos.
User-generated textual content (UGTC), which consists
of unstructured texts, is the most important and com-
mon type of user-generated content. Considering Weibo
as an example, users share a large amount of textual
posts related to news, opinions or general interests with
others on that. The number of words published by users

∗These authors contributed equally to this work.
†Corresponding author.

everyday is over 130 millions §. UGTC of social ecosys-
tems is characterized with large size, good instantane-
ity and high publicity, which provides a valuable corpus
for mining users’ interests, preferences, sentiments and
opinions. Thus, in recent years, lots of research col-
lects social posts from social ecosystems to make stud-
ies on user demographic inference [3, 4], human activity
prediction [5, 6, 7], sentiment analysis [8], personalized
recommendation [9], etc.

The basis of user-generated textual content mining
is UGTC modeling. Existing UGTC modeling
methods can be classified into two categories: sparse
representation models and dense representation models.
Sparse representation models represent each post as

§https://data.weibo.com/report/reportDetail?id=433&

display=0&retcode=6102
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a bag of words. Term Frequency-Inverse Document
Frequency (TF-IDF) [10] and one-hot encoding [11] are
two common-used sparse representation methods but
with different representation strategies. In the TF-IDF
model, each word in a social post can be represented
as a weight that is calculated by the product of TF
and IDF, while one-hot encoding collects all words in
the corpus into a dictionary and describes each word
as a high-dimensional vector in which its corresponding
position is set as 1, and the other positions are set to
0. Sparse representation models have the advantage
of easy to implement. But such models generally
suffer from problems like dimensionality curse and
synonym confusion, which limits their use in UGTC
modeling and some other NLP tasks. For these
problems, dense representation models project words,
sentences or documents into latent topic or semantic
spaces. It can not only eliminate dimensionality
curse but also obtain the relevance among words in
terms of topics or semantics. Nowadays the prevalent
dense representation approaches are topic models and
semantic embedding models [12, 13, 14]. Topic models
discover latent topics from corpus based on word
co-occurrence and describe each document with a
probability distribution over the discovered topics. As
UGTC in social ecosystems is a special kind of short
text, many nowadays topic models designed for short
text modeling like BTM (Biterm Topic Model) [15] and
DMM (Dirichlet Multinomial Mixture model) [16] can
be utilized for UGTC modeling. Such models are based
on the Latent Dirichlet Allocation (LDA) [17] model
and adopt new strategies to handle the data sparsity
problem existing in short text modeling. However,
compared with common short texts like Web page
titles, short news and text advertisements, UGTC is
associated more closely with users, while these models
ignore the role of users in topic modeling. In social
ecosystems, users essentially have topic preference and
language styles [18]. Incorporating the concept ”users”
into topic models and associating that with topics
and words can characterize UGTC more accurately.
For this problem, the Twitter-LDA model which
considers the role of users is proposed for modeling
social posts of Twitter [19]. It has been proved
more efficient for social post modeling and utilized for
many different tasks like user behavior and emotion
mining [20, 21], user interest inference and personalized
recommendation [22, 23], etc. Different from topic
models, semantic embedding models conduct projection
based on semantic regularities. For example, in one
of the most common-used word embedding methods -
Word2Vec [24], semantic embedding is performed by
predicting the occurrence probability of words given
their window-based context or predicting context words
based on a given word, through which each word can
be represented as a low-dimension vector that is highly
correlated with the real semantics.

UGTC in social ecosystems is generated according

to two types of context information - global context
and local context. Global context carries topical
information, while local context reflects semantic
regularities. Previous research has suggested that users
have platform preference in terms of topics [20, 25],
which implies when publishing a post, users essentially
have one or some topics in mind, and then choose the
most appropriate platform. For example, when sharing
a life event, a user might first choose Facebook as
the expected platform as it has been found to be a
more common-used medium for sharing personal lives.
After then, the user writes the post according to the
topics of the event and semantics. If the current
word is ”European”, the next word may be ”football”,
”airline” or ”movie” by considering semantics. Jointly
considering topics, if the post focuses on the sport topic,
the next word would be more likely to be ”football”
versus ”airline” and ”movie”. Such user-generated
textual content driven by topics and semantics are
difficult to model by nowadays topic models or semantic
embedding models independently. Topic models are
generative models, and the extracted content of each
document is quite interpretable by humans. However,
the basic assumption of topic models is words occur
independently, and each document is treated as bag-of-
words. Thus, semantic regularities are not reflected in
such models, which is not consistent with real content
generation procedure. On the contrary, semantic
embedding models like Word2Vec consider semantics
but ignore global context of a document, and the results
generated by such models are generally difficult to
interpret by humans. Thus only utilizing topic models
or semantic embedding models to model UGTC suffers
from some drawbacks.

Incorporating semantic embedding into topic mod-
els to build semantic embedding enhanced topic mod-
els can combine the topic representation capability and
good interpretability of topic models with semantic rep-
resentation capability of semantic embedding models,
which is an effective approach to solve the aforemen-
tioned drawbacks and has been a fresh research topic
in natural language processing areas. Many studies [26,
27, 28, 29, 30, 31, 32] attempt to improve LDA by in-
corporating semantic embedding trained by Word2Vec
or matrix factorization into the generation procedure of
words, and some research [33, 34, 35, 36, 37, 38] also fo-
cuses on designing semantic embedding enhanced topic
models for modeling short texts. However, as men-
tioned above, UGTC in social ecosystems is character-
ized with stronger association with users and more noisy
words compared with other short texts, which results
that the existing semantic embedding enhanced topic
models cannot obtain good performance on that. Thus
building semantic embedding enhanced topic models
for accurately modeling UGTC in social ecosystems
deserves deep exploration and study. For this prob-
lem, in this paper, we incorporate semantic embedding
into Twitter-LDA and propose a Semantic Embedding
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Enhanced Twitter-LDA (SEE-Twitter-LDA) model for
UGTC modeling in social ecosystems. The major char-
acteristics of SEE-Twitter-LDA lie in: 1) Words are
generated according to mutual semantic information of
topics and semantics, through which global context and
local context are jointly considered when modeling user-
generated textual content; 2) Each user corresponds to
a certain topic distribution, and each tweet is associ-
ated with one topic to alleviate the sparsity problem;
3) A distribution representing background words is re-
served to address the noisy nature of UGTC. To validate
the performance of our proposed model, we collected
211,233 Weibo posts and 553,098 Twitter tweets as two
data sets and made experiments by setting existing
common-used short text modeling methods and their
corresponding semantic embedding enhanced models as
baselines. The results show that our proposed model is
superior to the baselines in terms of perplexity, topic di-
vergence and topic coherence. To be specific, our main
contributions are:

• A new topic model SEE-Twitter-LDA, which
incorporates semantic embedding into Twitter-
LDA, is proposed for modeling UGTC in social
ecosystems. To the best of our knowledge, this
is the first work on semantic embedding enhanced
topic model building for UGTC.

• We present a strategy to characterize mutual
semantic information of topics and semantic
regularities, which provides insights for integrating
global context with local context in text modeling.

• We validate SEE-Twitter-LDA’s better perfor-
mance versus related models utilizing two data sets
sampled from Weibo and Twitter.

The rest of this paper is organized as below. In
Section 2, we review related research on topic models,
semantic embedding and semantic embedding enhanced
topic models. Our proposed model is shown in Section
3, and the model inference procedure is given in Section
4. In Section 5, we show the experimental results.
Finally, conclusion is given in Section 6.

2. RELATED WORK

2.1. Topic Models

Most of existing topic models derive from Latent
Dirichlet Allocation (LDA) [17]. LDA assumes that
each document is modeled as mixtures of topics, and
each topic is associated with words. A document is
generated by choosing a topic based on document-topic
distribution and choosing a word according to topic-
word distribution iteratively. As LDA’s advantages
of simplified parameter tuning, overfitting avoidance
and good interpretability, it has been widely used for
handling different tasks like text categorization [39],
sentiment analysis [40], recommendation [41], etc.

LDA reveals latent topics by capturing the document-
level word co-occurrence patterns. While in reality,

there are large amounts of short texts that cannot
supply sufficient co-occurrence patterns like Web page
titles, short news, text advertisements, image captions
as well as social posts studied in this research. So
directly applying LDA on such short texts generally
suffers from severe data sparsity problem. For this
problem, lots of research focuses on methods for short
text modeling. We summarize these studies into three
categories: short text aggregation, Biterm Topic Model
(BTM) and models assuming each document is mainly
associated with one topic. The details of these models
are given below.

First, aggregating short texts into lengthy pseudo-
documents is a simple strategy to handle short texts.
By taking advantage of such a strategy, conventional
topic models like LDA and ATM (Author Topic Model)
can be utilized to process the corpus. According to
[42], there are several short text pooling schemes like
author-wise pooling (aggregating texts corresponding
to the same author into a document), burst-score wise
pooling (aggregating texts according to burst scores),
temporal pooling (e.g. aggregating texts posted within
the same hour into a document) and hashtag-based
pooling (aggregating texts corresponding to the same
hashtag into a document). For example, [43] aggregates
tweets published by the same user into a pseudo-
document and then performs topic analysis utilizing the
standard LDA model, [44] proposes several schemes
like author-wise pooling and entity pooling (aggregating
texts that contain a specific term into a document) to
train a standard topic model and compares their quality,
etc.

Second, Biterm Topic Model (BTM) is based on
a novel scheme to model short texts. In traditional
topic models, word co-occurrence patterns are extracted
implicitly from the document level, which limits
their use in short text corpus. Different with that,
BTM directly models the word co-occurrence patterns
based on observed biterms (word-word co-occurrence
patterns) in texts, which can alleviate the document-
level word sparsity [15]. In recent years, some research
attempts to improve BTM for different short text
mining tasks. [45] proposes a Bursty Biterm Topic
Model (BBTM) by incorporating the burstiness of
biterms as prior knowledge to mine bursty topics
from microblogs, [46] builds a novel bilingual topic
model named Bilingual Biterm Topic Model (BiBTM)
for cross-lingual taxonomy alignment, [47] proposes
FastBTM to reduce the sampling time of BTM, etc.

Third, in traditional topic models, a document is
modeled as mixtures of topics, while for short texts,
it is reasonable to assume that each document is
associated with just one topic. Based on this idea,
some models assuming each document corresponds to
one topic have been proposed for short text modeling.
Dirichlet Multinomial Mixture (DMM) is such a model
that obtains a lot of attention from researchers [16]. In
[48], an improved model named GSDMM which focuses
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on Gibbs Sampling algorithm of DMM is proposed for
short text clustering. The authors in [49] propose
an adaptive Dirichlet Multinomial Mixture model that
considers time slices, and a collapsed Gibbs sampling
algorithm named e-GSDMM algorithm is also designed
for model inference. In [50], the authors thought
close short texts should have similar variational topic
representations and improve DMM by spreading topics
among neighboring documents.

As mentioned above, user-generated textual content
in social ecosystems is associated more closely with
users compared with common short texts like Web
page titles, short news and text advertisements.
Incorporating the concept ”users” into topic models and
associating that with topics and words can represent
user-generated textual content more accurately. Based
on this idea, the Twitter-LDA model is proposed
for tweet modeling [19]. The major characteristics
of Twitter-LDA lie in: 1) It considers users’ topic
preference by assuming each user corresponds to a
certain topic distribution; 2) Similar to DMM, each
tweet is only associated with one topic to alleviate
the sparsity problem; 3) It introduces the concept of
background words to address the noisy nature of tweets.
As its better performance for user-generated textual
content modeling, Twitter-LDA has been utilized for
processing diverse tasks. [20, 21] utilize Twitter-LDA
to mine users’ characteristics of behavior and emotion
in social media platforms like Twitter and Instagram.
[22, 23] propose novel recommendation methods by
utilizing Twitter-LDA to extract users’ interested topics
from tweets. [51] applies Twitter-LDA to extract topics
from tweets and proposes a context-sensitive topical
PageRank method for keyphrase extraction. [52]
proposes a method to identify the right audience from
the massive amount of social media users based on
tweet analysis using Twitter-LDA, and [53] utilizes
Twitter-LDA to obtain topic words to help chatbots
generate informative and interesting responses. Besides
the above research, few studies aim to improve Twitter-
LDA to solve difficult tasks. For example, for users’
dynamic interests and dynamic topics, [54] proposes
an improved model that considers the time sequence of
tweets and has the capability of online inference, and
[55] presents the Multi-Faceted Topic Model (MfTM)
to jointly capture the temporal characteristics of each
topic and model latent semantics among terms and
entities.

2.2. Semantic Embedding

With the developments of neural networks and deep
learning [56, 57], semantic embedding has been a
research focus in recent years. The core of semantic
embedding is to project words into a low-dimension
semantic space, wherein items that are associated in
semantics should be adjacent. Nowadays common-used
semantic embedding methods for word embedding can

be categorized into two types: probabilistic models and
matrix factorization models [58].

Probabilistic models perform semantic embedding by
predicting the occurrence probability of words given
their window-based context or predicting context words
based on a given word. As the rise of deep learning,
neural networks are adopted by a few studies to learn
the occurrence probabilities [59]. Word2Vec, which was
launched by Google in 2013, is the most famous model
among neural network probabilistic models [24]. It
learns semantics by treating each sentence in corpus
as a training sample. Word2Vec contains two models:
CBOW (Continuous Bag Of Words) and skip-gram.
The former predicts each word by using contexts of its
surroundings, while the latter uses each word to predict
its neighboring words. CBOW is generally faster than
skip-gram, while skip-gram performs better to process
uncommon words.

Different from probabilistic models, matrix factoriza-
tion models generate a low-dimension semantic space
by matrix factorization. For example, in a recent ma-
trix factorization model - GloVe (Global Vectors) [60], a
large word-context matrix R is first initialized, wherein
each element represents the co-occurrence of each pair
of two words. After then, stochastic gradient descent
(SGD) algorithm is utilized to transform R into prod-
uct of two low-dimension matrices: word-feature matrix
P and feature-context matrix Q. These two matrices
are finally utilized for word representation and docu-
ment representation. Besides SGD, many other meth-
ods like Principal Component Analysis (PCA) and Sin-
gular Value Decomposition (SVD) can be utilized for
matrix factorization.

2.3. Semantic Embedding Enhanced Topic
Models

Incorporating semantic embedding into topic models to
construct semantic embedding enhanced topic models
has been a research focus in recent text modeling
studies. Most of these studies leverage probabilistic
models especially Word2Vec as semantic embedding
methods, while little research is based on matrix
factorization models.

From the perspective of conventional topic models,
many studies [26, 27, 28, 29, 30] propose semantic em-
bedding enhanced LDA models based on probabilistic
models, and some research [31, 32] improves LDA based
on matrix factorization models. For example, [27, 29]
propose WS-TSWE (Weakly Supervised Topic Senti-
ment joint model with Word Embeddings) and CGTM
(Correlated Gaussian Topic Model) by using Word2Vec
as word embedding methods, [28, 30] incorporate word
embedding into LDA by modeling words or terms as
Gaussian distribution or Mises-Fisher distribution over
the embedding space, [31] obtains word embeddings by
PCA and builds an enhanced model named WELDA
(Word Embeddings with Latent Dirichlet Allocation),
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etc. In [61], the authors propose EETM (Embed-
ding Enhanced Topic Model) and utilize multiple meth-
ods including CBOW, Skip-gram and GloVe to train
word embedding vectors. Experiments suggest that the
two Word2Vec models obtain better performance versus
GloVe on most settings.

From the perspective of short text topic models,
some semantic embedding enhanced models are
proposed based on the BTM and DMM. For the
problem that BTM ignores the inside relationship
between words, some improved models like RIBSTM
(RNN-IDF based Biterm Short-text Topic Model),
NPMM (NonParaMetric Model) and SeedBTM are
proposed [33, 34, 35, 62]. RIBSTM utilizes RNN for
relationship learning among words, while NPMM and
SeedBTM are based on GloVe. [26, 36, 37, 38] are based
on DMM to build semantic embedding enhanced short
text topic models. [36, 37] present two enhanced DMM
models named GPU-DMM (Generalized Polya Urn
model enhanced DMM) and GPU-PDMM (Generalized
Polya Urn model enhanced Poisson-based DMM) which
learn word embeddings by a probabilistic model named
Polya urn model, while in [26, 38], word embeddings
are obtained by Word2Vec. Besides the above research,
[63, 64] propose semantic embedding enhanced models
including KGNMF (Knowledge-Guided Non-negative
Matrix Factorization) and SeaNMF (Semantics-assisted
Non-negative Matrix Factorization) for short text topic
mining using non-negative matrix factorization as the
semantic embedding models, [65, 66] focused on
the neural topic model - Variational Auto-Encoder
Topic Model and proposed the corresponding semantic
embedded enhanced models, etc.

Above all, many studies have paid attention to
conventional topic models and short text topic models,
and some research also improves them by introducing
semantic embedding. However, a semantic embedding
enhanced topic model for UGTC modeling in social
ecosystems has not been studied, which motivates us
to conduct the research in this paper.

3. SEE-TWITTER-LDA MODEL

SEE-Twitter-LDA is a semantic embedding enhanced
topic model which combines the topic representation
capability and good interpretability of topic models
with semantic representation capability of semantic
embedding models. The graphical model for SEE-
Twitter-LDA using plate notation is described in
Figure 1, and the description of its symbols is listed
in Table 1 .

As is shown in Figure 1, the core of our model is
a word Wu,s,n (n >1) is generated based on ϕt or ϕB

and the prior word Wu,s,n−1. User-generated textual
content in social ecosystems generally contains many
noisy items like semantic auxiliary words. Such words
appear frequently, which brings bias to topic analysis.
In order to solve this problem, in the Twitter-LDA
model, a controller Yu,s,n is introduced to represent

FIGURE 1. Graphical model of SEE-Twitter-LDA using
plate notation.

whether Wu,s,n is a topic word or background word
(noisy word). We follow such a strategy in our model.
When Yu,s,n = 1, Wu,s,n is generated based on ϕB and
Wu,s,n−1, while if Yu,s,n = 0, Wu,s,n will be generated
based on ϕt and Wu,s,n−1. So given the parameters α,
β and γ for Zu,s = t (t ∈ {1, 2, · · · , T}), the controller
Yu,s,n = c (c ∈ {0, 1}), and the word Wu,s,n = v
(v ∈ {1, 2, · · · , V }), if Yu,s,n=0, the joint distribution
is:

p(Zu,s = t, Yu,s,n = 0,Wu,s,n = v|α, β, γ)

= p(Zu,s = t|θu, α)

· p(Yu,s,n = 0|π, γ) · p(Wu,s,n = v|Wu,s,n−1 = v
′
, ϕt, β),

(1)

and if Yu,s,n=1, the joint distribution is:

p(Zu,s = t, Yu,s,n = 1,Wu,s,n = v|α, β, γ)

= p(Zu,s = t|θu, α)

· p(Yu,s,n = 1|π, γ) · p(Wu,s,n = v|Wu,s,n−1 = v
′
, ϕB, β).

(2)

In Eq. 1 and Eq. 2, p(Zu,s = t|θu, α), p(Yu,s,n =
0|π, γ) and p(Yu,s,n = 1|π, γ) are evaluated by:

p(Zu,s = t|θu, α) =
nu
t + αt∑T

t=1 (nu
t + αt)

,

p(Yu,s,n = 0|π, γ) =
n0 + γ0

n0 + γ0 + n1 + γ1

,

p(Yu,s,n = 1|π, γ) =
n1 + γ1

n0 + γ0 + n1 + γ1

,

(3)

where nu
t represents the number of times that the tth

topic occurs in the uth user’s posts, n0 is the number
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TABLE 1. Description of symbols in SEE-Twitter-LDA.
Symbol Description

U Number of social ecosystem users in corpus
T Number of topics
V Number of words in dictionary
Nu Number of posts of the uth (u ∈

{1, 2, · · · , U}) user
Nu,s Number of words of the uth user’s sth

(s ∈ {1, 2, · · · , Nu}) post
Wu,s,n The nth (n ∈ {1, 2, · · · , Nu,s}) word in the

uth user’s sth post
Zu,s The topic of the uth user’s sth post
Yu,s,n Controller of word Wu,s,n

θu Topic distribution of the uth user
ϕt Word distribution of the tth (t ∈

{1, 2, · · · , T}) topic
ϕB Word distribution for background words
π Bernoulli distribution that governs the

choice between background words and
topic words

α Dirichlet prior hyperparameter for topics
β Dirichlet prior hyperparameter for words
γ Dirichlet prior hyperparameter for con-

trollers

of times that topic words occur in corpus, and n1 is
the number of times that background words occur in
corpus.

p(Wu,s,n = v|Wu,s,n−1 = v′, ϕt, β) and p(Wu,s,n =
v|Wu,s,n−1 = v′, ϕB , β) describe the generation of a
word Wu,s,n based on ϕt and Wu,s,n−1 or ϕB and
Wu,s,n−1, which means Wu,s,n is generated based on the
mutual semantic information of topics and semantics.
According to Standard Cross Entropy Loss [61, 67],
we formulate p(Wu,s,n = v|Wu,s,n−1 = v′, ϕt, β) and
p(Wu,s,n = v|Wu,s,n−1 = v′, ϕB , β) as the exponential
form of binomial cross entropy loss. When Yu,s,n=0, it
can be evaluated as:

p(Wu,s,n = v|Wu,s,n−1 = v
′
, ϕt, β)

= p(Wu,s,n = v|ϕt, β)
p(Wu,s,n=v|Wu,s,n−1=v′)

· (1 − p(Wu,s,n = v|ϕt, β))
(1−p(Wu,s,n=v|Wu,s,n−1=v′))

,

(4)

where p(Wu,s,n = v|Wu,s,n−1 = v′) is calculated
using softmax function shown in Eq. 5, and p(Wu,s,n =
v|ϕt, β) is formulated as Eq. 6.

p(Wu,s,n = v|Wu,s,n−1 = v
′
) =

exp(W⃗v · W⃗
v′ )∑V

v=1 exp(W⃗v · W⃗
v′ )

, (5)

where W⃗v and W⃗v′ are the word vectors generated by
Word2Vec model corresponding to the vth word and the
v′th word respectively in dictionary.

p(Wu,s,n = v|ϕt, β) =
nt
v + βv∑V

v=1 (nt
v + βv)

, (6)

where nt
v represents the number of times that the vth

word in dictionary occurs in the tth topic, and the
definitions of other symbols are same as Table 1.

When Yu,s,n=1, p(Wu,s,n = v|Wu,s,n−1 = v′, ϕB , β)

can be evaluated as:

p(Wu,s,n = v|Wu,s,n−1 = v
′
, ϕB, β)

= p(Wu,s,n = v|ϕB, β)
p(Wu,s,n=v|Wu,s,n−1=v′)

· (1 − p(Wu,s,n = v|ϕB, β))
(1−p(Wu,s,n=v|Wu,s,n−1=v′))

,

(7)

where p(Wu,s,n = v|Wu,s,n−1 = v′) is also obtained by
Eq. 5, and p(Wu,s,n = v|ϕB , β) is formulated as:

p(Wu,s,n = v|ϕB, β) =
nB
v + βB∑V

v=1 (nB
v + βv)

, (8)

where nB
v is the number of times that the vth word

in dictionary occurs in background words, and the
meanings of the other symbols are same as earlier
definitions.

Algorithm 1 Generation scheme of the SEE-Twitter-LDA
model
Input: α, β, γ, U , T , V , Nu and Nu,s

Output: A collection of user-generated textual content in
social ecosystems

1: Draw ϕB from Dir(β) and π from Dir(γ)
2: for each t ∈ {1, 2, · · · , T} do
3: Draw topic-word distribution ϕt from Dir(β)

4: end for
5: for each u ∈ {1, 2, · · · , U} do
6: Draw user-topic distribution θu from Dir(α)
7: for each s ∈ {1, 2, · · · , Nu} do
8: Draw topic Zu,s from Multi(θu)
9: for each n ∈ {1, 2, · · · , Nu,s} do

10: Draw word controller Yu,s,n from Multi(π)
11: if Yu,s,n=0 then
12: if n=1 then
13: Draw word Wu,s,n based on p(Wu,s,n =

v|ϕt, β)
14: end if
15: if n >1 then
16: Draw word Wu,s,n based on p(Wu,s,n =

v|Wu,s,n−1 = v′, ϕt, β)
17: end if
18: end if
19: if Yu,s,n=1 then
20: if n=1 then
21: Draw word Wu,s,n based on p(Wu,s,n =

v|ϕB , β)
22: end if
23: if n >1 then
24: Draw word Wu,s,n based on p(Wu,s,n =

v|Wu,s,n−1 = v′, ϕB , β)
25: end if
26: end if
27: end for
28: end for
29: end for

Based on the joint distribution, each post in
social ecosystems can be generated according to the
generation scheme exhibited in Algorithm 1. The
procedure is initialized by drawing a word distribution
for each of the T topics and a word distribution for
background words. After then, for each user, the
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corresponding topic distribution θu is sampled, based on
which draw a topic Zu,s for the sth post to be generated.
To obtain each word of this post, a controller Yu,s,n

is sampled to represent whether the word is a topic
word or background word. If it is a topic word, it will
be sampled based on p(Wu,s,n = v|ϕt, β) (for the first
word) and p(Wu,s,n = v|Wu,s,n−1 = v′, ϕt, β) (for the
remainders), while if the word is a background word, it
will be sampled based on p(Wu,s,n = v|ϕB , β) (for the
first word) and p(Wu,s,n = v|Wu,s,n−1 = v′, ϕB , β) (for
the remainders).

4. MODEL INFERENCE

Gibbs Sampling is a prevalent method for topic model
inference. Thus we utilize Gibbs Sampling to infer π,
ϕt, ϕB and θu. The procedure is listed below.

• Initialization: Randomly assign a topic number for
each post, and assign a controller for each word.

• Review the corpus, sample a topic number for each
post according to topic update formula, and sample
a controller number for each word according to
controller update formula.

• Iterate sampling until reaching convergence.
• Calculate the co-occurrence matrixes π, ϕt, ϕB and

θu.

In the above procedure, the topic update formula
and controller update formula are the key points.
Considering the aforementioned joint distribution, for
the uth user’s sth post, the topic update formula is
exhibited as Eq. 9.

p(Zu,s = t|Z¬(u,s),W, Y )

∝ p(Zu,s = t,Wu,s|Z¬(u,s),W¬(u,s), Y¬(u,s))

= p(Zu,s = t|θu,¬(u,s), α)p(Wu,s,1 = v
′′|ϕt,¬(u,s), β)

·
Nu,s∏
n=2

p(Wu,s,n = v|Wu,s,n−1 = v
′
, ϕt,¬(u,s), β).

(9)

In Eq. 9, ¬(u, s) means ignoring the current post
(the uth user’s sth post), and p(Zu,s = t|θu,¬(u,s), α),
p(Wu,s,1 = v′′|ϕt,¬(u,s), β) and p(Wu,s,n = v|Wu,s,n−1 =
v′, ϕt,¬(u,s), β) are formulated as Eq. 10, Eq.11 and
Eq.12 respectively.

p(Zu,s = t|θu,¬(u,s), α) =
nu
t,¬(u,s)

+ αt∑T
t=1 (nu

t,¬(u,s)
+ αt)

, (10)

where nu
t,¬(u,s) is the number of times that the tth

topic occurs in the uth user’s posts ignoring the sth
post.

p(Wu,s,1 = v
′′|ϕt,¬(u,s), β) =

nt
v′′,¬(u,s)

+ βv∑V
v=1 (nt

v,¬(u,s)
+ βv)

, (11)

where nt
v′′,¬(u,s) means the number of times that the

v′′th word in dictionary occurs in the tth topic without
considering the sth post.



p(Wu,s,n = v|Wu,s,n−1 = v
′
, ϕt,¬(u,s), β)

= p(Wu,s,n = v|ϕt,¬(u,s), β)
p(Wu,s,n=v|Wu,s,n−1=v′)

· (1 − p(Wu,s,n = v|ϕt,¬(u,s), β))
(1−p(Wu,s,n=v|Wu,s,n−1=v′))

p(Wu,s,n = v|ϕt,¬(u,s), β) =
nt
v,¬(u,s)

+ βv∑V
v=1 (nt

v,¬(u,s)
+ βv)

p(Wu,s,n = v|Wu,s,n−1 = v
′
) =

exp(W⃗v · W⃗
v′ )∑V

v=1 exp(W⃗v · W⃗
v′ )

,

(12)

where nt
v,¬(u,s) is the number of times that the vth

word in dictionary occurs in the tth topic ignoring the
sth post, and the meanings of the other symbols are
same as aforementioned definitions.

Based on the results of topic sampling, a controller
(0 or 1) is sampled for each word Wu,s,n according to
Eq. 13 and Eq. 16.

p(Yu,s,n = 0|Y¬(u,s,n), Z,W )

∝ p(Zu,s = t, Yu,s,n = 0,Wu,s,n = v|Z¬(u,s), Y¬(u,s,n),W¬(u,s,n))

∝


p(Yu,s,n = 0|π¬(u,s,n), γ)

·p(Wu,s,n = v|ϕt,¬(u,s,n), β), if n = 1

p(Yu,s,n = 0|π¬(u,s,n), γ)

·p(Wu,s,n = v|Wu,s,n−1 = v′, ϕt,¬(u,s,n), β), OTW

,

(13)

where ¬(u, s, n) means ignoring the current word
Wu,s,n, p(Yu,s,n = 0|π¬(u,s,n), γ) is formulated as
Eq. 14, and p(Wu,s,n = v|ϕt,¬(u,s,n), β) and p(Wu,s,n =
v|Wu,s,n−1 = v′, ϕt,¬(u,s,n), β) are formulated in Eq. 15
according to the aforementioned joint distribution.

p(Yu,s,n = 0|π¬(u,s,n), γ)

=
n0,¬(u,s,n) + γ0

n0,¬(u,s,n) + γ0 + n1,¬(u,s,n) + γ1

.
(14)



p(Wu,s,n = v|Wu,s,n−1 = v
′
, ϕt,¬(u,s,n), β)

= p(Wu,s,n = v|ϕt,¬(u,s,n), β)
p(Wu,s,n=v|Wu,s,n−1=v′)

· (1 − p(Wu,s,n = v|ϕt,¬(u,s,n), β))
(1−p(Wu,s,n=v|Wu,s,n−1=v′))

p(Wu,s,n = v|ϕt,¬(u,s,n), β) =
nt
v,¬(u,s,n)

+ βv∑V
v=1 (nt

v,¬(u,s,n)
+ βv)

p(Wu,s,n = v|Wu,s,n−1 = v
′
) =

exp(W⃗v · W⃗
v′ )∑V

v=1 exp(W⃗v · W⃗
v′ )

(15)

In Eq. 14 and Eq. 15, n0,¬(u,s,n) is the number of
times that topic words occur in corpus ignoring Wu,s,n,
n1,¬(u,s,n) is the number of times that background words
occur in corpus ignoring Wu,s,n, n

t
v,¬(u,s,n) means the

number of times that the vth word occurs in the tth
topic ignoring Wu,s,n, and the other symbols are with
aforementioned meanings.

p(Yu,s,n = 1|Y¬(u,s,n), Z,W )

∝ p(Zu,s = t, Yu,s,n = 1,Wu,s,n = v|Z¬(u,s), Y¬(u,s,n),W¬(u,s,n))

∝


p(Yu,s,n = 1|π¬(u,s,n), γ)

·p(Wu,s,n = v|ϕB,¬(u,s,n), β), if n = 1

p(Yu,s,n = 1|π¬(u,s,n), γ)

·p(Wu,s,n = v|Wu,s,n−1 = v′, ϕB,¬(u,s,n), β), OTW

,

(16)

where p(Yu,s,n = 1|π¬(u,s,n), γ) is formulated as
Eq. 17, and p(Wu,s,n = v|ϕB,¬(u,s,n), β) and p(Wu,s,n =
v|Wu,s,n−1 = v′, ϕB,¬(u,s,n), β) are formulated in Eq. 18
according to the aforementioned joint distribution.

p(Yu,s,n = 1|π¬(u,s,n), γ)

=
n1,¬(u,s,n) + γ1

n0,¬(u,s,n) + γ0 + n1,¬(u,s,n) + γ1

.
(17)
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(a) On the Twitter corpus. (b) On the Weibo corpus.

FIGURE 2. Comparison of CBOW and skip-gram in terms
of perplexity.

(a) On the Twitter corpus. (b) On the Weibo corpus.

FIGURE 3. Comparison of CBOW and skip-gram in terms
of JSD.



p(Wu,s,n = v|Wu,s,n−1 = v
′
, ϕB,¬(u,s,n), β)

= p(Wu,s,n = v|ϕB,¬(u,s,n), β)
p(Wu,s,n=v|Wu,s,n−1=v′)

· (1 − p(Wu,s,n = v|ϕB,¬(u,s,n), β))
(1−p(Wu,s,n=v|Wu,s,n−1=v′))

p(Wu,s,n = v|ϕB,¬(u,s,n), β) =
nB
v,¬(u,s,n)

+ βv∑V
v=1 (nB

v,¬(u,s,n)
+ βv)

p(Wu,s,n = v|Wu,s,n−1 = v
′
) =

exp(W⃗v · W⃗
v′ )∑V

v=1 exp(W⃗v · W⃗
v′ )

.

(18)

In Eq. 17 and Eq. 18, nB
v,¬(u,s,n) is the number of

times that the vth word occurs in background words
without considering Wu,s,n, and the meanings of the
other symbols are same as earlier definitions.

5. EXPERIMENTS

Data set. We adopted two post sets sampled from
Weibo (211,233 posts) and Twitter (553,098 posts) as
our data sets for evaluation. These posts were all
published publicly by users. The reasons why we utilize
these posts as corpus are three-fold. First, Weibo and
Twitter have been popular social network sites. Weibo
now has been one of the top 10 biggest social media
platforms among the world. In January 2022, 573
million users are active in Weibo to obtain latest news
and share content with friends ¶. Twitter is also very
popular among the world. According to the report
released in 2022 ‖, 500 million tweets are published
each day, and 350,000 tweets are posted every minute.
The large user bases of these two platforms and the

¶https://www.statista.com/statistics/272014/

global-social-networks-ranked-by-number-of-users/
‖https://www.websiterating.com/research/

twitter-statistics/

(a) M=5. (b) M=10.

(c) M=15. (d) M=20.

FIGURE 4. Comparison of CBOW and skip-gram in terms
of PMI on the Twitter corpus.

(a) M=5. (b) M=10.

(c) M=15. (d) M=20.

FIGURE 5. Comparison of CBOW and skip-gram in terms
of PMI on the Weibo corpus.

active content sharing behaviors on that provide us
a large volume of social posts to make experiments.
Second, the majority of Weibo posts are published
in Chinese, while that of Twitter tweets are written
in English. By utilizing such two data sets, we can
evaluate our model’s capability to process different
languages. Third, although there exist some short text
experimental data sets that are shared by previous
research, most of them are limited in size and lack
of user information, which motivated us to construct
data sets by sampling posts from nowadays popular
social media platforms. In our data sampling, we
ignored the posts with less than five words as they
were meaningless for topic modeling. For the obtained
posts, we first filtered out the noisy items like emojis
and special symbols. The hashtags were remained since
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FIGURE 6. Comparison with baselines in terms of
perplexity on Twitter corpus.

FIGURE 7. Comparison with baselines in terms of
perplexity on Weibo corpus.

these tokens were the keywords within posts. After
then, the Weibo posts were segmented into tokens by
utilizing Jieba ∗∗, and the Twitter posts were segmented
by spaces and punctuations. These token-based posts
were input into different models to generate topics.

Metrics. We evaluate the performance of SEE-
Twitter-LDA from three perspectives: perplexity [68],
topic divergence and topic coherence [36, 63]. First,
as is shown in Eq. 19, perplexity is an indicator of
uncertainty. The lower the perplexity is, the better
the performance of a topic model will be. Second,
a better topic model should be capable of generating
independent topics. Jensen–Shannon Divergence (JSD)
exhibited in Eq. 20 is a measurement to evaluate the
independence and divergence among topics. The higher
the value is, the better a topic model will be. The
last, topic coherence evaluates the word consistency
within each topic. We utilize the Pointwise Mutual
Information (PMI) exhibited in Eq. 21 to evaluate topic
coherence. A higher PMI value indicates a better

∗∗https://github.com/fxsjy/jieba

FIGURE 8. Comparison with baselines in terms of JSD
on Twitter corpus.

FIGURE 9. Comparison with baselines in terms of JSD
on Weibo corpus.

performance of topic coherence.

perplexity = exp{−
∑U

u=1
∑Nu

s=1 log(p(Wu,s))∑U
u=1

∑Nu
s=1 Nu,s

}. (19)

JSD(ϕ) = H(
1

T

T∑
t=1

ϕt) −
1

T

T∑
t=1

H(ϕt), (20)

where H(·) means Shannon entropy.

PMI(t, V
(t)

) =
2

M(M − 1)

M∑
m=2

m−1∑
l=1

log(
p(v

(t)
m , v

(t)
l

) + 1

p(v
(t)
m )p(v

(t)
l

)

), (21)

where V (t) = {v(t)1 , v
(t)
2 , · · · , v(t)M } is a list of theM most

probable words in the tth topic, p(v
(t)
m ) or p(v

(t)
l ) is the

probability that the word v
(t)
m or v

(t)
l occurs in corpus,

and p(v
(t)
m , v

(t)
l ) denotes the probability that these two

words v
(t)
m and v

(t)
l appear in the same post.

Baselines and parameter settings. First, as
we propose the semantic embedding enhanced topic
model based on Twitter-LDA, LDA and Twitter-
LDA are first considered as baselines. Second, as
mentioned above, BTM and DMM are two common-
used short text modeling methods. We also set
these two models as baselines. Third, as elaborated
in Section 2, previous research has proposed some
semantic embedding enhanced topic models for short
text modeling. These models can be utilized for UGTC
modeling. We analyzed these models and chose four
state-of-the-art methods as baselines. To be specific,
our baseline methods and corresponding parameter
settings are listed below. Besides these parameters, the
iteration times is set as 2000 for all methods.

• LDA. It is the classical topic model which sets
α=0.1, and β=0.01.

• Twitter-LDA [19]. We set α=50/T , β=0.01, and
γ=0.01, according to the authors’ recommenda-
tions.

• BTM [15]. We set α=50/T , and β=0.01 according
to the authors’ recommendations.

• DMM [16]. We set α=50/T , and β=0.01 according
to the authors’ recommendations.

• RIBSTM [33, 35]. RIBSTM is a semantic
embedding enhanced model of BTM which uses
RNN for word relationship learning. Its parameter
setting is same as that of BTM.
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• LF-DMM [26]. LF-DMM is a semantic embedding
enhanced model of DMM which uses Word2Vec for
word embedding. We set λ=0.6, α=0.1, and β=
0.01 according to the authors’ recommendations.

• GPU-PDMM [36, 37]. GPU-PDMM is a semantic
embedding enhanced model of DMM which uses
Polya urn model for word embedding. As suggested
by the authors, we set µ=0.1, ι= 2, and λ=1.5.

• KGNMF [63]. KGNMF combines LDA and
non-negative matrix factorization for short text
modeling. We set α=1, β=0.01, and λ=5 according
to the authors’ recommendations.

(a) M=5.

(b) M=10.

(c) M=15.

(d) M=20.

FIGURE 10. Comparison with baselines in terms of PMI
on the Twitter corpus.

(a) M=5.

(b) M=10.

(c) M=15.

(d) M=20.

FIGURE 11. Comparison with baselines in terms of PMI
on the Weibo corpus.

5.1. Comparison of CBOW and skip-gram

As mentioned above, Word2Vec contains two models:
CBOW and skip-gram. CBOW predicts each word
by using contexts of its surroundings, while skip-gram
uses each word to predict its neighboring words. As
we utilize Word2Vec for semantic embedding, we first
make experiments to evaluate the performances of these
two models. The results are shown in Figure 2,
Figure 3, Figure 4 and Figure 5. In these figures, the
horizontal axis gives six topic size settings increasing
from 100 to 200, the vertical axis in Figure 2 exhibits
the perplexity values (the values are log transformed
for ease of comparison), the vertical axis in Figure 3
exhibits the JSD values, and the vertical axis in Figure 4
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and Figure 5 exhibits the PMI values. In Figure 4 and
Figure 5, we choose four settings for M including 5,
10, 15 and 20 to compare CBOW and skip-gram with
different sizes of most probable words.

From the results, we first can see perplexity decreases
with topic size and M , while JSD and PMI all
increase with that. These measurements of CBOW
and skip-gram all have exhibited convergence trends in
observation windows, which verifies the reasonableness
of our settings for topic size and M . Second,
skip-gram obtains better performances in all settings.
Previous research and practice have suggested that
CBOW is faster than skip-gram, while skip-gram
performs better to process uncommon words. In reality,
many buzzwords originate in social media context.
We thought that is why skip-gram obtains better
performances versus CBOW. These results indicate
skip-gram is a better semantic embedding method for
our SEE-Twitter-LDA model. So in the following
experiments, we all implement SEE-Twitter-LDA based
on skip-gram. Third, we can see the experimental
results especially the perplexity values on the Twitter
corpus are overall better than that on the Weibo
corpus. It is mostly as modeling Chinese texts is
generally more complicated than processing English
texts. For example, for English texts, words are
naturally segmented by punctuations and space. While
to handle Chinese texts, we need to segment each
sentence into words by a tokenizer, and the results
of word segmentation can significantly impact the
following processing tasks. Such procedures increase
the complexity of Chinese language processing.

5.2. Comparison with baselines

The experimental results comparing with baselines are
shown in Figure 6, Figure 7, Figure 8, Figure 9,
Figure 10 and Figure 11. Same as the foregoing
experiments, we also set topic size increasing from 100
to 200 in all experiments and M varying from 5 to 20
in PMI analysis. Based on these figures, we can obtain
the following results.

• Experimental results overview. On the whole,
the perplexity, JSD and PMI of all models have
significant changes from the beginning of each
observation window to the end. However, the
values change very slightly when topic size varies
from 180 to 200, and M increases from 15 to 20,
which suggests convergence trends. These results
verify the reasonableness of our parameter settings
for utilizing such models to process the two large
data sets.

• Comparison of LDA, Twitter-LDA, BTM and
DMM. First, we can see LDA obtains worse
perplexity and PMI values but higher JSD values.
DMM performs the worst in terms of perplexity
and JSD, while its PMI values are overall the
highest when topic size and M are smaller.

However, when approaching to convergence (topic
size is 200, and M equals 15 or 20), its PMI values
are lower than that of Twitter-LDA. Second, the
perplexity and JSD of BTM are moderate among
these three models, while the PMI values are the
lowest almost in all settings. Third, Twitter-LDA
obtains better perplexity and JSD performances
in all settings and higher PMI values when
approaching to convergence. These experimental
results suggest that Twitter-LDA, which considers
the concepts of users and noisy words, can model
UGTC in social media more accurately.

• Comparison of traditional short text modeling
methods and semantic embedding enhanced topic
models. Semantic embedding enhanced topic mod-
els (RIBSTM, LF-DMM, GPU-PDMM, KGNMF
and SEE-Twitter-LDA) have prominent improve-
ments on perplexity, JSD and PMI compared
with the three traditional short text models,
which means incorporating semantic embedding
into topic models is helpful for short text modeling.

• Comparison of semantic embedding enhanced topic
models. Among the five semantic embedding
enhanced topic models, LF-DMM performs worse
than the others, the performances of RIBSTM,
GPU-PDMM and KGNMF are comparable, and
SEE-Twitter-LDA obtains better performances in
most settings especially the settings approaching
to convergence. From the perspective of topic
size, the superiority of SEE-Twitter-LDA becomes
more significant when topic size becomes bigger.
For example, in Figure 6 and Figure 7, the
perplexity values of SEE-Twitter-LDA are slightly
lower than that of RIBSTM when topic size is
set as 100 and 120, while when it is raised
to 140, 160, 180 and 200, the superiority of
SEE-Twitter-LDA becomes prominent. Figure 8,
Figure 9, Figure 10 and Figure 11 also depict
similar patterns. SEE-Twitter-LDA and RIBSTM
obtain similar JSD values and PMI values in topic
size settings 100 and 120, while SEE-Twitter-LDA
obtains significant higher values versus RIBSTM
when topic is augmented. From the perspective of
M , we can see the PMI differences between SEE-
Twitter-LDA and the other semantic embedding
enhanced topic models as well as the differences
among the other models are not significant when
M is 5, while in other settings (M equals 10,
15 or 20), the differences especially SEE-Twitter-
LDA’s improvements become more prominent.
When M is set as 5, very few most probable
words are utilized for topic coherence evaluation.
These semantic embedding enhanced topic models
can obtain comparable results in detecting the
top probable words for topics. While when M
increases, more words are utilized for evaluation,
and the differences among different models become
significant, which highlights the improvements of
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our proposed model versus the other methods.

5.3. Complexity

From the perspective of time complexity, the complexity
of each iteration of SEE-Twitter-LDA is the same as
that of Twitter-LDA. According to Algorithm 1, in each
iteration, SEE-Twitter-LDA goes through all users by
sampling a topic for each of a user’s post and generating
the post word-by-word. So the time complexity of SEE-
Twitter-LDA is O(iterationNumber ·U ·S ·T ·N), where
iterationNumber means the number of iterations, U
means the number of social ecosystem users, S means
the average number of posts of each user, T means
the number of topics, and N is the average length of
each post. From the perspective of space complexity,
the complexity of Twitter-LDA is higher than that
of Twitter-LDA. In Twitter-LDA, for each user, each
word of a post is generated according to the user-
topic distribution (θu) and topic-word distribution (ϕt

or ϕB). So it needs to store the matrices θ and
ϕ, and the corresponding space sizes are U · T and
(T + 1) · V . For SEE-Twitter-LDA, each word is
generated according to both the topical context and the
prior word. So besides θ and ϕ, the model also needs to
evaluate P (Wu,s,n|Wu,s,n−1) which depends on a V · V
matrix (V means the number of tokens in dictionary).
This characteristic results in a higher space complexity
compared with Twitter-LDA.

In summary, SEE-Twitter-LDA can model user-
generated textual content more accurately in terms
of perplexity, topic divergence and topic coherence
compared with the baseline methods. When utilizing
such a model, skip-gram is suggested as the semantic
embedding method as it can obtain better performance
on perplexity, topic divergence and topic coherence.

6. CONCLUSIONS

To accurately model user-generated textual content
in social ecosystems, we propose the SEE-Twitter-
LDA model which combines the topic model with the
semantic embedding model in this paper. Extensive
experiments on a large amount of Weibo posts and
Twitter tweets exhibit our proposed model performs
better than traditional short text modeling methods
like Twitter-LDA, BTM and DMM as well as existing
semantic embedding enhanced topic models including
RIBSTM, LF-DMM, GPU-PDMM and KGNMF in
terms of perplexity, topic divergence and topic
coherence. The future research of SEE-Twitter-LDA
will focus on the following three aspects. First, there
emerge some new kinds of word embedding techniques
like BERT (Bidirectional Encoder Representations from
Transformers) and GloVe (Global Vectors for word
representation). We will integrate these new methods
into SEE-Twitter-LDA to validate their performance
for UGTC modeling. Second, UGTC is one of the

common types of user-generated content in social
ecosystems, and there are other types like images and
video. In future research, we will further extend SEE-
Twitter-LDA to model multimedia UGC. Third, most
nowadays natural language processing techniques are
based on neural networks. So future research can
investigate to implement SEE-Twitter-LDA via neural
networks by referring to neural topic models.
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