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ABSTRACT

Objective: Machine learning models trained on electronic health records have achieved high prognostic accu-

racy in test datasets, but little is known about their embedding into clinical workflows. We implemented a

random forest–based algorithm to identify hospitalized patients at high risk for delirium, and evaluated its per-

formance in a clinical setting.

Materials and Methods: Delirium was predicted at admission and recalculated on the evening of ad-

mission. The defined prediction outcome was a delirium coded for the recent hospital stay. During 7

months of prospective evaluation, 5530 predictions were analyzed. In addition, 119 predictions for in-

ternal medicine patients were compared with ratings of clinical experts in a blinded and nonblinded

setting.

Results: During clinical application, the algorithm achieved a sensitivity of 74.1% and a specificity of 82.2%. Dis-

crimination on prospective data (area under the receiver-operating characteristic curve ¼ 0.86) was as good as

in the test dataset, but calibration was poor. The predictions correlated strongly with delirium risk perceived by

experts in the blinded (r¼0.81) and nonblinded (r¼0.62) settings. A major advantage of our setting was the

timely prediction without additional data entry.

Discussion: The implemented machine learning algorithm achieved a stable performance predicting

delirium in high agreement with expert ratings, but improvement of calibration is needed. Future re-

search should evaluate the acceptance of implemented machine learning algorithms by health profes-

sionals.

Conclusions: Our study provides new insights into the implementation process of a machine learning algorithm

into a clinical workflow and demonstrates its predictive power for delirium.
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INTRODUCTION

Background and significance
In today’s clinical practice, patients are often routinely classified

into risk groups, with the purpose to predict future outcomes of

treatments and evolution of diseases.1 Owing to the increasing

amount and availability of clinical data stored in electronic health

record (EHR) systems, prediction models based on machine learning

algorithms have become popular,2 as they overcome barriers typical

for classical modelling approaches.3

Although the superiority of machine learning models over rule-

based models has been shown in test scenarios,4–6 there is an urgent

need for prospective evaluation studies that demonstrate their actual

value in clinical settings.7,8 However, the implementation of such

complex models in clinical practice faces various obstacles and bar-

riers.2,9,10 Little is known about the integration of machine learning

algorithms into clinical workflows, or about the performance of pre-

dictive models in dynamic situations. There are still many lessons to

be learned about the challenges that might occur during the imple-

mentation process, and there is little evidence regarding the uptake

of machine learning models by health professionals.9,11

The delirium use case

For a successful implementation in clinical practice, the predicted

outcome needs to be controllable and actionable,12 like the predic-

tion of delirium in hospitalized patients. Delirium is a syndrome of

acute confusional state and is common among elderly patients. In

general medical departments, up to 49% of patients suffer from de-

lirium.13 Besides causing a burden for the healthcare personnel, hos-

pitalized delirium patients also have an increased risk of mortality.

However, many delirium cases can be prevented using nonpharma-

cological interventions with multiple components (eg, reinforcement

of visual and hearing aids, hydration, reorientation to surroundings,

bed time protocols, noise reduction).14,15 Targeting patients with

highest risk of delirium is therefore crucial, but established methods

have their flaws. The use of the Delirium Observation Scale16 for de-

lirium risk assessment in clinical routine is time-consuming, and it is

rather used for assessing first signs and symptoms of delirium than

for prediction. The Confusion Assessment Method17 is widely used

as a screening instrument, although it is at the same time the estab-

lished tool for diagnosing delirium.

Prediction models for delirium

In 2017, we had trained various machine learning models predict-

ing the occurrence of delirium in internal medicine patients.18 The

data were provided by the public hospital provider Steierm€arki-

sche Krankenanstaltengesellschaft m.b.H. (KAGes), which hosts

longitudinal health records from 2.1 million patients in the prov-

ince of Styria, Austria. The models had been trained on demo-

graphic data, previous International Classification of Diseases–

Tenth Revision (ICD-10)–coded diagnoses, laboratory data, nurs-

ing assessment and procedures from the EHRs of more than 8500

patients, and the predicted outcome was an ICD-10–coded diag-

nosis F05 (Delirium due to known physiological condition). A

random forest–based model had achieved the best performance

with an area under the receiver-operating characteristic curve

(AUROC) of 0.910.

Several prediction models for delirium have been reported but

were commented to be insufficiently reliable for clinical use,19,20

were not generalizable for several populations,21 or were never

adopted in clinical practice.22 Similar to our approach, other ma-

chine learning models predicting delirium based on EHR have re-

cently been published.23–25 The reported performances were similar,

in some cases even better than in our model, with AUROCs ranging

from 0.86 to 0.94.

Although most of the published models performed very well in

retrospective datasets, to our knowledge none of the reported ma-

chine learning models and the systematically reviewed rule-based

models has been implemented and prospectively evaluated in a clini-

cal workflow.

OBJECTIVE

The aim of this study was (1) to implement a previously developed

machine learning algorithm predicting delirium in a clinical work-

flow involving hospitalized patients and (2) to prospectively evalu-

ate this algorithm in a clinical setting. The goal of the prediction

was to identify patients at high risk for the occurrence of delirium

during the current hospital stay. The risk was predicted at the begin-

ning of the stay as well as on the evening of the admission day in or-

der to take action as soon as possible. Our evaluation focused on the

analysis of the predictive performance of the algorithm, as well as

on the validation of its accuracy by comparing its outcome to expert

ratings.

Machine learning models are often seen as black boxes.9 There-

fore, a major goal of the implementation was to explain the predic-

tion results as well as possible and support decision making of the

health care personnel.

MATERIALS AND METHODS

We used the STARE-HI (Statement on Reporting of Evaluation

Studies in Health Informatics) statement26 as a guideline for report-

ing (see Supplementary Table 1).

Delirium prediction algorithm
In a first step, we adapted and expanded the previously trained ran-

dom forest18 by:

• Extending the internal medicine cohort by including patients

from surgical departments.
• Training the F05 model on a larger cohort with over 19 000

patients.
• Training a second random forest model predicting the ICD-10

code F10.4 (Alcohol withdrawal state with delirium). Although

quite distinct from the syndrome coded by F05 in terms of etiol-

ogy and pathophysiology, clinical experts found it crucial to in-

clude both predictions because of their similarity in signs,

symptoms and consequences.
• Assigning the highest risk score for all patients with a delirium

code F05 from an earlier hospital stay, as a history of delirium is

highly associated with the current delirium risk.27

For implementation, both models F05 and F10.4 were combined

into one algorithm. Delirium risk was calculated with both models

separately and only the higher risk score of both was presented.

Examples of features used for prediction are summarized in Supple-

mentary Table 2. Figure 1 shows the receiver-operating characteris-

tic (ROC) curves and calibration plots for the test datasets of both

models. Owing to a more heterogeneous cohort, the overall

performance of the F05 model decreased slightly compared with our
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previously published model.18 The F05 model achieved an AUROC

of 0.85 (Figure 1A), and the F10.4 model an AUROC of 0.93

(Figure 1B). Predictions of the F05 model were well calibrated

(Figure 1C), while those for the F10.4 model showed slight devia-

tions from the optimal calibration line (Figure 1D).

Implementation process and visualization in the

hospital information system
The implementation process started in November 2017, when a first

expert group meeting took place at the pilot site, in the Austrian

public hospital LKH Graz II (see Figure 2). This expert group was

set up in order to enhance participation of health professionals, in-

cluding senior physicians, ward nurses, technicians, and leading

employees. In total, the expert group held 4 meetings before and

during the evaluation period. Besides deciding how the prediction

results should be visualized in the hospital information system

(HIS), the expert group defined probability thresholds for 3 delirium

risk classes. Prevalence of delirium and current resources for preven-

tion were considered, and finally clinical experts agreed on present-

ing the top 5% of highest rated patients as “very high risk,”

followed by the next 10% as “high risk,” and the remaining 85% as

“low risk.” We determined the thresholds of the model in a separate

test dataset from the participating clinical departments using these

percentages. Predicted probabilities from the random forest models

on this dataset were ranked, and cutoffs for the risk classes were set

at the 85th and 95th percentiles.

The calculated delirium risk was displayed to health professio-

nals using 2 presentation methods. First, we added a new column

named “Prognose” (German for prediction) to the clinical work-

place within the HIS. A red icon symbolized patients at “very high

risk” (95th to 100th percentile) and a yellow icon those at “high

risk” (85th to 94th percentile), shown in Figure 3. In order to avoid

an information overflow at the clinical workplace, no symbol was

shown for “low-risk” patients.

Second, patient-specific features relevant for prediction were pre-

sented in a web application developed in R shiny,28 which opens up

with a click on the icon or empty cell. It displays demographic data

together with 4 separate boxes with previous ICD-10 codes and di-

agnosis texts, laboratory results, procedures and remaining informa-

tion (eg, nursing assessment data, Charlson Comorbidity Index) for

each patient (see Figure 4).

In February and March 2018, training sessions for health

professionals were offered with the objective to stimulate the

understanding and the uptake of the application. After the training
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Figure 1. (A, B) Area under the receiver-operating characteristic curve (AUROC) and (C, D) calibration plots for the random forest model predicting International

Classification of Diseases–Tenth Revision code F05 (Delirium due to known physiological condition) trained on 19 905 patients and a random forest model pre-

dicting International Classification of Diseases–Tenth Revision code F10.4 (Alcohol withdrawal state with delirium) trained on 9872 patients.
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sessions, the application was started at the pilot site. The use of the

application was voluntary, and no recommendation was given by

the system on how to proceed with patients at risk.

Study design
For every admission to a surgical or internal medicine department,

delirium risk was computed by the algorithm at admission time. The

risk was then recalculated on the evening of the admission day if un-

til this time no delirium diagnosis had been coded. This recalcula-

tion included the most recent laboratory results and nursing

assessment data. All risk predictions and values of the features were

stored in a data warehouse.

In our hospital network, diagnoses are often coded in the EHR

close to discharge or up to 14 days after discharge. Therefore, occur-

rence of delirium was defined as being diagnosed and coded with

the ICD-10 code F05 (including all subcategories) or F10.4 during

the hospital stay and up to 14 days after discharge. In addition, free-

text patient summaries from this period were screened for words re-

lated to delirium using an approximate string match. Summaries

with a positive screening result were manually checked, and patients

with evidence of delirium were added to the delirium patient group.

We performed a prospective evaluation study using 2 methods.

The timeline of the evaluation is shown in Figure 2.

First, we evaluated the prospective predictions of the algorithm

from June 1, 2018, until December 31, 2018. All predictions for

patients admitted during this 7-month period were included in the

analysis, excluding patients younger than 18 years of age. To assess

the predictive performance of the algorithm, we compared the out-

come for every case (delirium or nondelirium) with the calculated

risk category (low, high, very high).

Second, prospective comparisons between the algorithm and

clinical experts on a sample of internal medicine patients were per-

formed. We developed a protocol for the clinical assessment to be

completed by experienced ward nurses within the first 24 hours of a

patient’s hospital stay. The protocol included 1 item with a subjec-

tive rating of delirium risk on a scale of 1 (very low) to 5 (very high),

and all 5 items of the Confusion Assessment Method17 as a measure-

ment for delirium. For their subjective risk estimation, the nurses

considered all information available such as information stored in

the HIS as well as the current clinical condition of the patient.

Figure 2. Timeline for the implementation process and evaluation study design.

Figure 3. Presentation of delirium risk on the clinical workplace of the KAGes hospital information system openMEDOCS, based on IS-H/i.s.h.med information

systems and implemented on platforms provided by the software corporation SAP SE.
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In addition, nurses reported any comments in a free-text entry field.

The risk rating by the nurses (5 categories) was then compared with

the risk prediction of the delirium algorithm.

The first comparison (comparison 1—blinded) was conducted in

February 2018 before the application was visible in the HIS, and

was thus blinded. One ward nurse completed the protocol for all

patients admitted to her ward over a period of 14 days (n¼33).

This comparison provided a first quality assessment of the algo-

rithm’s accuracy in a clinical workflow.

In September 2018, the second, nonblinded comparison was per-

formed (comparison 2—nonblinded). Two ward nurses from 2 dif-

ferent internal medicine wards recorded the ratings for their patients

over 14 days (n¼86). Again, these expert ratings were compared

with the algorithm’s results.

Data analysis
All data were analyzed in R version 3.5 (R Foundation for Statistical

Computing, Vienna, Austria). First, we analyzed the predictive per-

formance on each admission during the 7-month evaluation period.

We evaluated the latest prediction results within the first 24 hours of

the hospital stay for each admission. We combined the “high-risk”

and “very high-risk” groups, and used the lower threshold for the

calculation of sensitivity, specificity, false positive rate, false nega-

tive rate, positive predictive value, and negative predictive value. All

false negative cases were qualitatively examined in order to investi-

gate potential weaknesses of the algorithm.

The results of the prospective prediction were then compared

with the test datasets of the F05 model and the F10.4 model. As a

measure of discrimination, we used ROC curves with DeLong confi-

dence intervals.29 To measure calibration, we calculated the fre-

quencies of delirium over the 3 risk classes and computed a

calibration plot with a 95% confidence interval.

Second, the protocols completed by the nurses were analyzed us-

ing descriptive statistics. Relationships between the nurses’ ratings

and the algorithm were evaluated with Spearman’s rank correlation

coefficient (r), with statistical significance defined at an alpha level

of 0.05. In addition, patients with differences in risk estimation were

analyzed qualitatively focusing on the amount of available informa-

tion in the HIS and delirium relevant features.

RESULTS

Descriptive statistics of the cohort for prospective prediction as well

as of the cohorts of comparisons 1 and 2 are presented in Table 1.

For all patients, the entire EHR was screened for coded diagnoses

relevant for delirium across all KAGes hospitals since 2004.

Prospective performance of the delirium algorithm
During the 7-month evaluation period, the delirium risk was pro-

spectively calculated for 5647 admissions of 4765 patients. For 113

admissions, a technical error had occurred during the risk estimation

and they were excluded from the analysis. Four patients were youn-

ger than 18 years of age and therefore were excluded from the analy-

sis. This resulted in a cohort of 5530 admissions of 4663 patients for

analysis.

Results of the prospective prediction are presented in Table 2.

Out of the nondelirium cases, 82.2% were identified as “low risk”

(specificity). Thus, the false positive rate was 0.178. In total, 81

admissions (1.5%) developed a delirium during the stay (nF05 ¼ 67;

nF10.4 ¼ 14), of which 74.1% were predicted as “high-risk” or “very

high-risk” patients (sensitivity). The false negative rate was 0.259,

with 21 of 81 undetected cases of delirium. Positive predictive value

for prospective prediction was 0.058 and negative predictive value

was 0.995.

Figure 4. Web application visualizing features used in the random forest model. The delirium risk was presented in the left column of the application, utilizing a

bar for the continuous risk probability. Features were categorized into 4 feature groups: International Classification of Diseases–Tenth Revision–coded diagnoses,

procedures, laboratory data, and other features.
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Three of the 21 undetected cases suffered from an alcohol with-

drawal state with delirium (F10.4); they were between 30 and 62 years

of age, and the prediction only relied on data from the current hospital

stay. For another 3 cases with a delirium diagnosis, available informa-

tion was sparse, too. The remaining 15 cases had a median risk proba-

bility of 0.47 (min ¼ 0.33, max ¼ 0.57), and were thus all (except 1

case) above the third quartile of all 4477 cases in the “low-risk” cate-

gory (median¼ 0.20 [interquartile range, 0.08-0.36]).

As shown in Figure 5A, discriminative performance of the algo-

rithm during the prospective prediction (red) (AUROC ¼ 0.855)

was as good as for the F05 model (blue) (AUROC ¼ 0.854), but

lower than for the F10.4 model (green) (AUROC ¼ 0.929). The av-

erage predicted risk was higher than the overall event rate during

the prospective prediction over all 3 risk classes (Table 3) and for all

percentiles of predicted probabilities (Figure 5B). This indicates a

poorer calibration for the prospective data than for the test data.

Comparison with expert ratings
In the blinded comparison 1, the ward nurse observed 33 patients

within 24 hours after admission (see Figure 6A). There was a high

correlation between the nurse’s rating and the algorithm’s estima-

tion (r¼0.81, P< .001). No patient of the cohort was coded as de-

lirium. For all patients that were classified as “very low risk” by the

nurse, the estimation of the algorithm was low as well.

Table 1. Descriptive statistics for all analyzed cohorts including delirium relevant diagnoses in the electronic health records

Comparison 1 (n ¼ 33) Comparison 2 (n ¼ 86) Prospective prediction (n ¼ 5530)

Age, y 71 (63-80) 77 (64-84) 71 (57-80)

Sex

Male 16 (48.5) 44 (51.2) 2924 (52.9)

Female 17 (51.5) 42 (48.8) 2606 (47.1)

Previously coded diagnoses

Delirium 0 (0.0) 8 (9.3) 104 (1.9)

Dementia 2 (6.1) 10 (12.8) 245 (4.4)

Parkinson’s disease 0 (0.0) 3 (3.5) 87 (1.6)

Depression 7 (21.2) 16 (18.6) 574 (10.4)

Alcohol abuse 3 (9.1) 8 (9.3) 236 (4.3)

Substance abuse(excl. alcohol, nicotine) 1 (3.0) 1 (1.2) 98 (1.8)

Values are median (interquartile range) or n (%).

Table 2. Confusion matrix for the prospective prediction of delirium for all evaluated admissions

Prediction

No delirium (low) Delirium (high, very high) Total

Outcome No delirium 4479 (82.2) 970 (17.8) 5449 (100.0)

Delirium 21 (25.9) 60 (74.1) 81 (100.0)

Total 4500 (81.4) 1030 (18.6) 5530 (100.0)

Values are n (%).
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Figure 5. Performance of the machine learning algorithm during prospective prediction. (A) Receiver-operating characteristic curve of the prospective prediction (in red)

compared with the 2 random forest models on test datasets. (B) Calibration plot with 95% confidence interval of the algorithm applied to the prospective cohort.
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For the nonblinded comparison 2 (n¼86), shown in Figure 6B,

there was also a correlation between the nurses’ assessments and the

algorithm’s calculation (r¼0.62, P< .001). Again, all 24 patients

identified as “very low-risk” patients by the nurses were accordantly

estimated a low-risk probability by the algorithm.

Six patients of comparison 2 had an occurrence of delirium in

their history but no delirium diagnosis during the hospital stay. All

of them were classified as high-risk patients by both the nurses and

the algorithm. Two patients of the cohort developed a delirium dur-

ing their stay. One patient was correctly identified by the nurse only,

with the other one by the algorithm only.

The qualitative analysis showed 2 main reasons for contrary risk

estimations. First, in some cases with little information stored in the

EHR, the algorithm’s predictions were low, whereas the nurses’ esti-

mations where high. Second, for some other cases, the nurses com-

mented that they were uncertain about the delirium risk. One

reported reason for this uncertainty was a communication barrier

due to sedation or language. The algorithm predicted high-risk

probabilities for these cases.

DISCUSSION

In this study, we implemented a machine learning algorithm in a

clinical workflow to identify patients at high risk for delirium, and

evaluated it prospectively during 7 months. The implementation

process included several meetings with clinical experts as well as

training for nurses and physicians in the departments. We imple-

mented a visualization of the delirium risk prediction inside the HIS

in order to highlight patient-specific EHRs used by the machine

learning algorithm.

In the prospective evaluation, we first analyzed the performance

of the algorithm for 5530 hospitalizations. During the evaluation

period of 7 months, its discriminative performance was very high,

with a specificity of 82.2% and a sensitivity of 74.1%. Compared

with a similar delirium prediction model,24 the predictive perfor-

mance of our algorithm was superior, even though it was evaluated

in a clinical workflow and not on test data only. Compared with our

own test data, the algorithm’s performance was as good as the per-

formance of the model prediction the ICD-10 diagnosis code F05.

The overall goal of the implementation was to identify patients

at high risk of delirium at the beginning of the hospital stay. As pre-

ventive actions for delirium are not harmful for patients,14 false pos-

itive cases may only lead to inefficient use of clinical resources

because of many interventions. In contrast, an occurrence of delir-

ium is associated with higher mortality rates and complications,13

and for this reason the false negative rate must be kept as low as pos-

sible.

Our clinical setting did not allow controlling for staged interven-

tions to prevent delirium. Such interventions might influence the de-

lirium occurrence rate and thus the results of our analysis. We
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Figure 6. Comparisons of nurses’ risk ratings and algorithm’s estimation for internal medicine patients in (A) the blinded setting (comparison 1; n¼33) and (B) the non-

blinded setting (comparison 2; n¼86). Two cases of delirium in comparison 2 are highlighted.

Table 3. Frequencies of the outcome delirium over the 3 risk classes for test data F05, test data F10.4, and the prospective data

Predicted risk Total

Low High Very high

Probability thresholds 0-0.576 0.576-0.714 0.714-1

Test data F05 3854 593 528 4975

With outcome 806 (20.9) 382 (64.4) 436 (82.4) 1624 (32.6)

Test data F10.4 2276 69 123 2468

With outcome 164 (7.2) 44 (63.8) 104 (84.6) 312 (12.6)

Prospective data 4500 585 445 5530

With outcome 21 (0.5) 16 (2.7) 44 (9.9) 81 (1.5)

Values are probabilites (0 - 1), n or n (%).
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observe a self-destroying prophecy, a phenomena known from soci-

ology:30 The algorithm predicts a high risk of delirium, and the de-

lirium is successfully prevented due to interventions in the ward. In

our analysis however, such a patient is categorized as false positive.

Another scenario might lead to an overestimation of the false

positive rate. All cases with a delirium diagnosis in their past were

classified as “very high risk” (n¼104). Of these, 28 (26.9%) cases

developed another delirium during their recent admission. Even

though the patients of the remaining 76 cases did not develop a de-

lirium, we still perceive them as high-risk patients. Considering this,

we assume the real specificity and positive predictive value to be

slightly higher than reported.

Because we could not control for all effects in the analysis of the

prospective predictions, we used a second method for evaluation

that compared the estimations of the algorithm with those of experi-

enced ward nurses. For the majority of the cases, the ratings of the

ward nurses and the algorithm were in agreement. The qualitative

analysis revealed not only a known weakness of the algorithm (eg,

risk prediction based on little information), but also its strengths. Es-

pecially in cases of uncertainty, the application seems to provide a

good support for delirium management on the ward. Patients unable

to communicate with the health professionals (eg, patients under se-

dation or with language barriers) benefit from the support by the de-

lirium application.

There are 2 more major advantages of the algorithmic approach

compared with well-established screening methods in the clinical

workflow. First, no additional information is needed to compute the

delirium risk because the algorithm uses already documented infor-

mation of the EHR only. Second, the algorithmic prediction is thus

faster than standardized screening methods and not dependent on

any clinical resources.

Strengths and weaknesses of the study
For more than 5530 hospitalizations evaluated during 7 months, the

occurrence rate of delirium was 1.5%, which is lower than reported

in studies and guidelines ranging from 10% to 40%.31,32 One reason

for this is that delirium is not always coded in the participating hos-

pital, and sometimes it is not even mentioned in the discharge sum-

mary. Our application might improve the administrative

documentation of delirium, as it sensitizes physicians to the topic of

delirium, and demonstrates the importance of a precise documenta-

tion in EHR for secondary use.

This highlights a limitation of our study. Although standardized

tools for diagnosing delirium are available, delirium diagnoses are

often based on subjective perceptions of a patient’s condition. Dif-

ferent types (eg, hypoactive or hyperactive delirium) and different

degrees of severity complicate the clinical evaluation even more.

This lack of clear diagnostic criteria might be one reason why the in-

cidence of delirium according to ICD codes in an administrative

database is lower than the one reported in prospective studies.32

The low incidence of delirium is also reflected in the calibration

plot of the prospective data. While calibration in test data was good,

predictions for the prospective cohort were systematically too high.

However, with an incidence of only 1.5% and the bias of self-

destroying prophecy, strong calibration for our clinical setting is

hard to achieve. The comparison with clinical expert ratings showed

that some patients were perceived as high-risk patients in the ward,

but did not develop a delirium or showed no record of delirium.

Neither calibration plots nor confusion matrices are able to account

for such cases. Nevertheless, the poor calibration highlights the need

for calibrating machine learning classifiers in prospective scenarios.

Further analyses need to determine whether refitting the models or

calibrating the predictions using Platt scaling or isotonic regression

can improve calibration results.

Another shortcoming of our study concerns the applicability of

the algorithm to other hospital environments. The algorithm was

trained on a cohort of patients across all institutions of the same

hospital network, and it is unclear whether the prediction will be ac-

curate enough for other hospitals with different EHR systems, work-

flows, and coding policies. We plan to address this question in

future studies.

The last limitation to be mentioned is the availability of informa-

tion stored in the EHR. We observed that for some patients with

few previous stays in the hospital network, the algorithm underesti-

mated the delirium risk compared with clinical experts. We tried to

overcome this problem by updating the delirium risk in the evening

of admission considering new laboratory data, which are available

within 1 hour after admission, and nursing data, which are available

within the first hours after admission. However, the information

provided between admission and recalculation did not always seem

sufficient for reliable risk estimation. More research is needed on

this topic to determine the amount of information needed for reli-

able prediction.

Future research opportunities
In the implemented version of the algorithm, the most recent nursing

assessment and laboratory results from the admission day were used

for training. However, if a prediction is made right at time of admis-

sion, for some patients important data might still be missing.34 Pre-

vious research showed that clinical decision support based on EHR

is influenced by late data entry in some cases.35 Hence, in a next

step we will test different models for 3 calculation times (admission,

first evening, and second evening) in order to account for time-

delayed information availability. In the future, this problem might

be overcome with the use of nationwide EHR systems that better

represent a whole patient history.

Finally, and most importantly, future studies should focus on the per-

ception and uptake of the application by health professionals. Without

their support and their trust in algorithmic decision support, the success

of such approaches will not last long, especially when using complex ma-

chine learning models that are not easily explainable. Hence, an in-depth

assessment of the acceptance by health professionals interacting with

machine learning applications will further contribute to the research of

implementation in the field of predictive analytics.

CONCLUSION

Many published models predicting delirium have achieved high accu-

racy in retrospective datasets, but to our knowledge, none of these ma-

chine learning models has ever been implemented in clinical practice.

This study showed that a machine learning based algorithm predicting

the risk of delirium achieved the same discriminative performance dur-

ing prospective prediction as that achieved in test scenarios. We

revealed new insights in the implementation process of a machine

learning application into a clinical workflow and were able to demon-

strate a high agreement between the algorithm’s risk estimation and in-

dependent ratings by clinical experts. The final results of the evaluation

and its clinical validation indicate that our algorithm is a reliable and

accurate support for the delirium management in hospitals.
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