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2 - IMS laboratory (UMR 5218), Bordeaux-INP, Université de Bordeaux, France

Abstract—The fast deployment of IoT (Internet-of-Things)
devices for a few years has been impressive and the progressive
deployment of 5G will accelerate things even further. Indeed, this
standard opens the door to a new generation of standards aiming
at a convergence of networks and communication protocols
(Wi-fi, LTE, 4G, etc.). These results in the need for flexible
implementations of different families of codes as for instance,
Turbo, LPDC and Polar codes.

In this context, the work presented in this article proposes
to design such flexible ASIP (application-specific instruction
set processor) in an IoT context. The approach discussed is
supported by experimental results obtained on the basis of
a RISC-V architecture to which specific instruction sets have
been added. Results demonstrate a reduction of the required
processing clock cycles up to 47.7%, 29.8%, 16.5% and 9.7% for
Polar, LDPC, NB-LDPC and Turbo (LTE) codes, respectively.

Index Terms—IoT devices, Forward Error Correction codes,
4G, 5G, ASIP, RISC-V.

I. INTRODUCTION

In our widely connected world, the advent of smartphones,

tablets and IoT devices over the past years has resulted in

an explosive growth of data traffic over the networks never

reached in previous generations. Incoming 5G communication

standard [1] associated with new system paradigms such as

for instance Cognitive Radio, foresees to be the foundation

of a deep revolution with new communication scenarios,

communications inter-operability and new applications. These

new applications will emerge to take advantage of wireless

connectivity (e.g. IoT, wireless broadband, Digital/Smart Fac-

tory, Machine-to-Machine. . . ). This trend will be characterized

by a convergence of communication networks, merging several

physical layers and different communication standards (e.g.

4G, Wi-Fi, LTE, RFID tags. . . ). As an example, the new

5G standard gathers several different radio signals (LTE-A,

Wi-Fi/WISE. . . ) in a flexible network. Such heterogeneous

networks have to deal with several different channel codes,

different throughput targets and/or different energy consump-

tion constraints. In a nutshell, this world will rely on multiple

heterogeneous radio networks, allowing dynamic adaptation

in frequency, codes and/or throughputs. These evolutions are

leading to switch from one generation of standard to the next,

at an increasingly rapid pace. This will result in technological

obsolescence issues for the devices unable to adapt them-

selves to their new environment. A solution for the designers

is to propose flexible architectures that could handle these

constraints through re-configurable devices. Moreover, since

most of these devices will be embedded systems, the related

constraints (i.e. reduced cost, area and power consumption)

must also be considered. In this context, the channel decoding,

i.e., Error Correction Code (ECC), component is a critical

part of the systems, since it impacts the quality of services,

power consumption and efficiency of radio resources usage.

In order to master the costs, either in terms of development

cost or power consumption, an adaptive architecture that could

deal with some (or all) of these ECC families is extremely

interesting. This architecture must also be extensible (vari-

ous throughputs/latency targets) and flexible, i.e. supporting

several types of error correction codes (Turbo codes, LDPC,

Polar codes, . . . ) that could be changed dynamically (i.e.

on-the-fly). This paper explores, through different ECC use

cases, an innovative approach to design efficient, low-power,

agile and dynamically re-configurable architectures in order

to reduce hardware cost and support multiple standards with

reduced memory footprint for IoT devices. To achieve the

ability of flexibility and high-throughput, while taking account

of low-energy consumption constraints, we explore the de-

sign of an ASIP based solution on the RISC-V Instruction

Set Architecture (ISA) [2]. At the end, this work proposes

a flexible parallel processor architecture able to efficiently

support multiple digital communication standards (e.g. 3G

to 5G, and beyond). The second section is dedicated to a

presentation of the state of the art. Then, in the third section

the most representative error correction codes are introduced.

Their associated decoding algorithms are profiled in order to

extract a subset of the most computer intensive instruction

patterns for each code. In the fourth section, these subsets are

transcribed in new ISA instructions to enrich different RISC-V

processors. In the fifth section, the results of our experiments

on different RISC-V cores are presented. Finally, we conclude

this paper and we draw some perspectives for this work.

II. RELATED WORKS

The perspective of potentially connecting billions of hetero-

geneous devices is a challenge. To date, channel decoding is

one of the most critical parts of a network since it impacts

both the quality of service (QoS) and the radio resources

utilization. For instance, ECC typically share an share an

important hardware part with the receiver. Channel decoders

can reduce the required transmission power. Energy efficiency

of devices and networks are thus strongly correlated with

decoders performances. To address the issue of high flexibility,
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high throughput and low energy consumption, competing

codes families are being studied: 1) Turbo codes [3] are used in

the 2G, 3G and 4G standards, 2) LDPC codes [4] are employed

in Ethernet, Wi-fi and Wimax, Non-Binary LDPC (LDPC-NB)

[5] applications are found in the CCSDS satellite communica-

tion standard [6] and both binary LDPC and Polar codes [7]

are integrated into the 5G standard. However, development

of such architecture is tedious. Algorithms share very few

similarities so specialized knowledge is required to integrate

multiple ECC in a single device. Usual approaches implement

several dedicated hardware circuits in parallel. Indeed, many

works focused on efficient hardware implementation of single

standard decoding circuits [8]–[10]. A new generation of com-

munications systems entirely designed using software-defined

radio (SDR) blocks have emerged [11]–[14]. The implementa-

tion feasibility of such systems has recently been demonstrated

but only on non-embedded devices, i.e., in base stations with

multi-cores central processing units (CPUs) and/or graphical

processing untis (GPUs). Previous works report efficient im-

plementations in terms of throughput and latency on SDR tar-

get systems for Turbo codes [15], LDPC codes [16] and Polar

codes [17], [18]. Although more flexible and scalable than

application-specific integrated circuit (ASIC)-based designs,

industrial systems have limitations. Energy consumption and

thermal dissipation [19] of these architectures strongly exceed

embedded IoT typical constraints. A number of academic

[20]–[22] and industrial proposals [22] exist that make the

design of optimized hardware architectures possible. Based

on application-specific instruction set processors (ASIP), these

implementations provide the flexibility needed for the ECC

decoding process [23]. However, their benefits are limited as

they are designed considering a worst-case design scenario:

they are generally larger and consume more energy. Specific

and costly development tools and methodologies [24] also

have to be integrated as part of designs trade-offs. To design

systems tailored to IoT constraints i.e. maximizing compu-

tational performances vs. minimizing area costs and energy,

these systems have less processor cores and reduced frequency.

Customizing the processor instruction set architecture (ISA)

to match with targeted codes is de facto a relevant option.

Diverse applications can benefit from this technique. Typical

examples include video processing and artificial intelligence

[25], [26]. As part of the effort, some works propose the

design of processor architectures with an ECC-oriented ISA.

Two main contributions have been reported:

1) In [22] and [21], authors have focused on the design

of efficient programmable architectures for Turbo codes

and LPDC codes, respectively. A number of application

parameters allows to manage intra and inter-standards

(frame size, code structure, speed).

2) In [27] and [28], authors present programmable archi-

tectures to support several and distinct ECC families.

They exploit multi-standards applications scenarios. In

[28], authors describe a low-cost architecture based on a

butterfly network. However this proposal is only focused

on memory and network optimization, the design of the

processor is then out of the scope of this work.

III. ECC DECODING ALGORITHMS

Error-correcting codes are well-known for their high compu-

tational complexity and irregular memory accesses [29], [30].

The improvement of both efficiency and flexibility have been

the subject of a continuous effort for decades. Research works

have demonstrated that efficient hardware implementations

and integration of ECC decoder are possible. For most ECC

families, low complexity implementations are achieved with

8-bit fixed-point number representation and arithmetic. It is

demonstrated in [31]–[37] that this fixed-point data format

only slightly impacts on processing results. In this work, we

consider four families of ECC:

• Turbo codes - Turbo codes [3] are found in 2G, 3G

and 4G LTE standards and may be candidates for the

future 6G [38]. Their decoding algorithm consists of

tracking/routing two mesh networks which are connected

to a data interleaver [15], [39]. Fixed data widths of

8 or 16 bits are used. Considered algorithm is a max-

log-MAP [40]. Involved arithmetic operations are ad-
ditions, subtractions, multiplications, minimum search-
ing/computations and maximum.

• LDPC codes - Low Density Parity Check (LDPC) codes

are commonly found in ground radio frequency (RF) stan-

dards (Wi-fi, Wimax and 5G). Their decoding algorithms

can be summarized as a nest of loops where data and

information are computed and shared across a network.

This network is implemented using a bipartite graph

topology [41], [42]. All computations manipulate 8-bit in-

teger data. Considered algorithm is a Horizontal-Layered

Min-Sum (HL, MS) [15], [16]. Involved arithmetic op-

erations are addition, saturated subtractions, minimum
searching, masking and bit-wise operations/selections.

• Polar codes - Polar codes are a recent family of ECC [7].

These codes have been integrated into the 5G standard

to provide protection of control frames. Polar codes

decoding are performed by using a recursive path over

a binary tree [7], [17], [43]. Data accesses are mostly

regular. However, the computing parallelism is reduced

while the decoding tree is being traversed. Considered

algorithm is a Successive-Cancellation (SC) [17]. Our

version of the SC-List algorithm is not fully implemented

yet. Involved logical and arithmetic operations in the

decoding process are additions, saturated subtractions,

minimum searching and masking.

• Non-binary LDPC codes - Instead of conventional bi-

nary coding, non-binary LDPC codes are a transposition

of LDPC codes to the Galois Field i.e. GF (n) with

n > 2. This extension provides a significant improvement

in the decoding process but leads to an increase in compu-

tation complexity. Their decoding performance motivated

their usage into the CCSDS satellite communication stan-

dard [6]. Decoding algorithms are designed with nested

loops. It brings regularity in memory accesses by taking
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Fig. 1. Proposed workflow for identification, extraction and integration
of specific instructions in processor cores. (HDL : Hardware Description
Language)

advantage of GF representation. Considered algorithm is

a Min-Sum (MS) [44]. Involved operations are additions,

saturated subtractions, minimum searching and XOR.

Optimized software descriptions of the selected ECC decoding

algorithms have been entirely designed in this work. Leverag-

ing previous works [15], [17], [41], [45], we target a general-

purpose processor integration. All algorithmic descriptions

were subject to extensive analysis with hand-crafted optimiza-

tions to avoid complex operations and conditional branches.

They have been validated through the simulation of BER/FER

performances. Similarly to the hardware decoders found in

the literature (with the exception of Turbo codes), they handle

8-bit arithmetic data representation and manipulation. From

these optimized codes, programs executions and patterns de-

tection have been performed to extract and translate the most

suitable instructions. They were implemented in hardware as

dedicated processor instructions afterward. The set of extracted

patterns and resulting instructions are shown in Table I. In this

table, the mnemonics of the proposed instructions and their

algorithmic descriptions are listed.

IV. DETAILED WORKFLOW FOR RISC-V CORES

In the previous section, the main operations performed in

the different ECC families have been introduced. With the

observation of very similar instructions, our fine-grained code

analysis allowed us to extract and highlight common points

between the studied families. Consequently, the idea of sharing

such common parts in dedicated instructions is confirmed.

TABLE I
LIST OF INSTRUCTION MNEMONIC AND ASSOCIATED IMPLEMENTATION

(UNDERLINED : NOT IN RISCY’S XPULPV2 ISA). TURBO NOT

INTEGRATED IN RISCY. (RD : DESTINATION REGISTER, RS : SOURCE

REGISTERS)

Mnemonic/instructions Implementation

L
D

PC

ld.subsat(rD, rS1, rS2)

Res = rS1 – rS2
Res = ( Res >127 )? 127 :

( Res <-127 )? -127 : Res
rD = Res

ld.abs( rD, rS1) rD = ( rS1 >= 0 )? rS1 : - rS1
ld.max ( rD, rS1, rS2 ) rD = (rS1 >rS2) ? rS1 : rS2
ld.min ( rD, rS1, rS2 ) rD = (rS1 >rS2) ? rS2 : rS1
ld.nMess ( rD, rS1, rS2 ) rD = (rS1 == 1 ) ? rS2 : - rS2

Po
la

r

pl.f ( rD, rS1, rS2 )

min1 = abs(rS1)
min2 = abs(rS2)
min1 = min( min1 , min2 )
sign = (rS1 <0) ˆ (rS2 <0)
rD = (sign == 0 )? min1 : -min1

pl.r ( rD, rS1, rS2 )
rD = (rS2 ) ? 0 :

(rS1 <0) ? 1 : 0

pl.addsat ( rD, rS1, rS2 )

Res = rS1 + rS2
Res = ( Res >127 )? 127 :

( Res <-127 )? -127 : Res
rD = Res

pl.subsat ( rD, rS1, rS2 )

Res = rS1 - rS2
Res = ( Res >127 )? 127 :

( Res <-127 )? -127 : Res
rD = Res

L
D

PC
-N

B ldn.add32u sat64(rD, rS1, rS2)
res = rS1 + rS2
rD = ( res >64 ) ? 64 : res

ldn.min ( rD, rS1, rS2 ) same as ld.min

ldn.add32s sat64(rD, rS1, rS2)

res = rS1 + rS2
res = ( sum >64 ) ? 64 :

( sum <- 64 ) ? -64 : res
rD = Res

ldn.sub32s sat64(rD, rS1, rS2)

res = rS1 - rS2
res = ( sum >64 ) ? 64 :

( sum <- 64 ) ? -64 : res
rD = Res

Tu
rb

o
C

od
e tb.subsat ( rD, rS1 ,rS2 ) same as pl.subsat

tb.addsat ( rD, rS1 ,rS2 ) same as pl.addsat
tb.max ( rD, rS1, rS2 ) same as ld.max

tb.scale( rD, rS1, rS2 )

sign = rs1 >0
A = abs(rs1)
B = A >>2
C = A - B
rD = (sign==0)? -C :C

A. Detailed design flow

In order to prototype and validate the set of selected instruc-

tions, the design approach presented in Fig. 1 is used. It should

be noticed that each ECC kernel has been tailored to expose

repetitive patterns of instructions, that can be extracted as one

instruction (as previously described). First and foremost, lists

of ECC-dependent instructions have been specified based on

the following requirements (Figure 1-B,C):

• Instructions must fit within the standardized ISA’s in-

struction specification (i.e RISC-V’s R-type [2]), with

operations having a maximum of two inputs and one

output. This constraint ease providing an homogeneous

support for a large variety of processors cores.

• The instructions are one cycle only, do not introduce any

additional latency and avoid pipeline stalls.

The selected instructions will be synthesized in hardware to
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be integrated in the different targeted cores, implementing the

necessary arithmetic and logic operations in Register Transfer

Level (RTL) as shown by D in Fig. 1. Then, a flexible and

adaptable processor core is selected to allow us to enrich its

ISA with our new RTL instructions. The RISC-V ISA family is

among the most suited for architectural research, and benefits

from a rich eco-system that helps time-consuming designs

steps. Indeed, a lot of contributions helped to demonstrate the

relative maturity of this novel ISA in the field of generic and

optimized processor designs for IoT-based applications [46].

As previously explained, the proposed custom instructions

are described at the RTL level. These hardware resources

(used to describe the set of defined customs instructions)

are implemented into RISC-V based processors (Figure 1-

G). In parallel, to take advantage of these newly integrated

instructions, the compilation workflow is updated accordingly

(i.e. GCC 10.21 with modifications to binutils (Figure 1-E)).

Finally, software ECC kernels are updated (Figure 1-F) to

accommodate the customs set of instructions.

B. Targeted RISC-V cores

Regarding the architectural choice of RISC-V cores, many

open-source cores are available. Each one offers differ-

ent architectural features such as number of pipeline lev-

els, ALU complexity, availability and size of memory

caches. . . Moreover, some of them provide out-of-order capa-

bilities or several parallelism degrees such as DLP (Data Level

Parallelism), TLP (Thread Level Parallelism) and ILP (Instruc-

tion Level Parallelism). Although each core is theoretically

extensible and customizable enough to accommodate custom

dedicated instructions, their relative architectural complexity

may hinder this operation. In this paper, four cores have

been selected out of the multiple carefully evaluated RISC-

V processors. This selection was based on their different

architectural characteristics, general performances and rela-

tive size. These four cores are used to measure the gains

resulting from our proposed approach. They all support the

RV32-IMC instruction set (I-Integer, M-Multiplier&Divider,

C-Compressed) and one to several pipeline stages. The RISCY

core also benefits from a dedicated ISA extension namely

XpulpV2 dedicated to support signal processing features. To

guarantee the homogeneity of the tests, the instruction set

is restricted to the RV32I specification of the RISC-V ISA

and the various cores are strictly set up (if possible) in their

standard configuration.

• PicoRV32 [47] - A low-complexity core mainly designed

for simple applications. It is a very fast RISC-V core

implementing a single in-order pipeline architecture.

• IBEX [46], [48] - Initially known as micro-RISCY, this

RISC-V core is more balanced (performance vs complex-

ity) architecture. It implements a 2-stage in-order pipeline

architecture in its basic version (small).

• SCR1 [49] - This last evaluated core presents good per-

formances for a reasonably low hardware complexity and

1GCC 7.2 for the RISCY core tool-chain

a controlled energy consumption. It is implemented with

an architecture integrating 3-stages of in-order pipelines

in its basic (base) configuration.

• RISCY [50] - A well-designed and more capable RISC-

V core implementing a set of customs instructions target-

ing regular arithmetic optimizations and low power DSP

(XpulpV2). It is a 4-stage single-issue in order pipeline

architecture, developed as a part of the PULP project [51].

These four RISC-V compliant cores (have been selected to)

allow a fair evaluation of our proposed ISA extension. Indeed,

their architectural characteristics will enable the evaluation

of benefits and costs in different application contexts. The

obtained results are presented and analyzed in the next section.

V. EXPERIMENTAL RESULTS

In this section, we evaluate the impacts of our proposal on

the decoding speed/latency and throughput performances of

the selected cores. These are measured via the execution of the

ECC presented in section 3. Results are put in perspective with

the hardware complexity increase (on FPGA target) induced

by the ISA enrichment of the selected RISC-V cores. First, the

initial software descriptions of the decoding algorithms have

been executed on each core, to obtain a reference in terms

of execution time. Then, the modified kernels (i.e. updated

with calls to our custom instructions) have been executed to

measure their impacts on the performances.

Timing/temporal performances -The results obtained dur-

ing our experimentation are presented in a synthetic way in

the Table II. This table presents for each core the number

of clock cycles for the base codes (i.e. without the custom

instructions) and the number of clock cycles gained with

the modified codes (i.e. with the custom instructions). It can

be noticed that the proposed approach allows us to almost

systematically optimize the performances, however we also

observe that these gains are not homogeneous over all the

configurations. For example, as shown for the LDPC code,

performance gains can range from 26% for the IBEX core,

down to 3.2% on the RISCY core. This volatility is explained

by different compilation flows (and software libraries) for each

core. It should be noted that RISCY has a tool-chain entirely

optimized for control applications. This explains why for com-

plex codes (e.g. LDPC-NB) we see a noticeable degradation

in the number of processing clock cycles with our Instruction

Set Extension (ISE). Previously selected instructions were

found in the XpulpV2 Instruction Set Extension of the RISCY

core (see Table II). Thus, to avoid duplication, some of our

instructions were not integrated (ld.subsat(), pl.f(), . . . ).

Impact on hardware cost - In Table III, the impact of

the instruction set extension on the hardware complexity of

the cores is provided. Processors have been implemented

on an FPGA device (XC7K325FFG900-2) by using Xilinx

Vivado 2018.2. The results presented in this section have

been obtained after the placement and routing steps. Original

versions of the processors and the enriched versions have been

implemented in order to measure the direct impact (of the

new instructions), and also the induced impact (instruction
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TABLE II
REQUIRED CLOCK CYCLES PER ECC DECODING KERNEL EXECUTION

DEPENDING ON RISC-V CORE. (NUMBERS SPACED FOR CLARITY. MOD.
IS SHORT FOR MODIFIED. MINUS SIGN REPRESENT THE NUMBER OF

RETIRED CLOCK CYCLES)

LDPC
(int8)

POLAR
(int8)

LDPC NB
(uchar)

TURBO
(int)

Base 219 543 1 331 700 3 480 560 2 568 651
PicoRV Mod.

( Δ )
-30 924

(-11.3%)
-574 685
(-47.7%)

-351 359
(-7.1%)

-67 706
(-2.6%)

Base 83 983 516 817 1 408 610 1 029 657
IBEX Mod.

(Δ)
-25 054

(-29.8%)
-213 570
(-41.3%)

-233 685
(-16.5%)

-100 122
(-9.7%)

Base 76 629 418 572 1 312 194 937 707
SCR1 Mod.

(Δ)
-19 071

(-24.9%)
-137 810
(-32.9%)

-145 112
(-11%)

-42 709
(-4.5%)

Base 50 533 280 923 791 437 n.a.
RISCY Mod.

(Δ)
-2 635

(-5.2%)
-99 245

(-35.3%)
+139 358
(+17.6%)

n.a.

decoders, multiplexing in the ALU,. . . ). The results obtained

are reported in the Table III. These results only display the

hardware overhead measured for each instruction set and core.

As with the previous table, we also show the percentage

increase vs. the cost of the architecture without our custom

instructions. First, we observe a difference in the cost of

integrating the instructions into the processor cores. Indeed,

the data presented in Table III demonstrate that this cost

strongly depends on the considered RISC-V core and its

associated design flow. Thus, the integration of instructions

specific to LDPC codes increases the cost of the IBEX (small)

architecture by 120 (+4, 9%) LUTs (Look-Up Table) , while

on a PicoRV32 core it increases by more than 250 (+25%)

LUTs. These disparities coming from the seemingly same RTL

descriptions (the PicoRV32 core is described in Verilog, others

cores in System-Verilog) show a strong adhesion between the

considered instruction set and the target core, without a clear

trend. This is linked to the fact that each core is generated on

different synthesis chains, making a fair analysis of the results

complex. However, we can suppose that probably during the

logical optimization stage, the synthesizer likely merges or

duplicates some resources according to design constraints that

still need to be explored. The second observation is related to

the hardware cost of the extension of the cores. Apart from the

experiments carried out on the PicoRV32 core, and for which

the overhead is 20% to 25%, the overhead of the instructions

remains limited. When compared to the improvements in

execution times, it demonstrates the interest of the proposed

approach and selected instructions sets selected. The impact

of these instructions strongly depends on the experience of the

designer to optimize the quality of integration on the targeted

core.

VI. CONCLUSION

Digital embedded systems rely upon reliable, flexible, scal-

able and energy-efficient communications. Software solutions

are currently being studied, as they avoid the pitfalls in

terms of flexibility and scalability of ASIC/FPGA solutions.

However, their overall high power consumption incurs a severe

TABLE III
ADDITIONAL HARDWARE COSTS RESULTING FROM INTEGRATION OF

DEDICATED INSTRUCTIONS IN LUT(LOOK-UP TABLE).

BASE LDPC LDPC-NB POLAR TURBO
PicoRV32
(1 pipe)

1010
+250

(+25%)
+203

(+20%)
+122

(+12.8)
+295

(+23.5%)
IBEX
(2 pipes)

2446
+120

(+4.9%)
+255

(+10.4%)
+138

(+5.6%)
+248

(+10.1%)
SCR1
(3 pipes)

3984
+193

(+4.8%)
+275

(+6.9%)
+140

(+3.5%)
+312

(+7.8%)
RISCY
(4 pipes)

11156
+165

(+1.5%)
+300

(+2.7%)
+189

(+1.7%)
n.a.

drawback to match the energy requirements of low energy

footprint of embedded systems. In this article, the followed

approach firstly aims at evaluating the performances (in terms

of throughput and latency) of the main families of modern

ECC codes targeting well-known embedded RISC-V processor

cores. In order to improve the adequacy between these custom-

tuned algorithms and the embedded processor architectures,

an extension of their standard instruction set with carefully

designed custom instructions is proposed. Achieving a fully

functional architectural extension of the selected cores, we

demonstrated an almost systematic performance increase for

all considered algorithms. Indeed, with the addition of a small

number of scalar instructions, the decoding performances of

ECC algorithms are significantly improved when focusing

on RISC-V low-power class cores. Results demonstrate a

reduction of the required processing clock cycles up to 47.7%,

29.8%, 16.5% and 9.7% for Polar, LDPC, NB-LDPC and

Turbo (LTE) codes, respectively. ECC’s decoding algorithms

are highly sensitive to concurrent calculations and exhibit

dramatic speed increase when exploited on SIMD-based solu-

tions. To obtain further optimization, the next step is to explore

the integration of parallelization mechanisms through the use

of SIMD instructions (such as in related works focusing on

high-end multi-core or many-core targets). Finally, an (in-

depth) evaluation and optimization of energy consumption will

also be taken into account.
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