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Abstract—This paper considers a multicloud radio access supported in CRANSs, as the base-stations connected to one
network (M-CRAN), wherein each cloud serves a cluster of bas  CRAN are not co-located, and so the channel cannot be simply
stations (BS’s) which are connected to the clouds through gh averaged over different paths as fin [4].

capacity digital links. The network comprises several remte This paper formulates an optimization oroblem that max-
users, where each user can be connected to one (and only one) pap p p

cloud. This paper studies the user-to-cloud-assignment pblem IMizes a generic network-wide utility functiorsubject to
by maximizing a network-wide utility subject to practical cloud network connectivity constraints where each user cannot be

connectivity constraints. The paper solves the problem by sing connected to more than one cloud at a time, and each
an auction-based iterative algorithm, which can be implemeted 14,4 operates according to a resource budget constraint, e
in a distributed fashion through a reasonable exchange of
information between the clouds. The paper further proposes the number of use.rs each cloud serves cannot exceed the
a centralized heuristic algorithm, with low computational com- nhumber of base-sations’ antennas connected to the cloud, so
plexity. Simulations results show that the proposed algothms as to preserve high system multiplexing gain. The problem
provide appreciable performance improvements as comparedo s formulated as a generalized assignment problem (GAP),
the conventional cloud-less assignment solutions. which is an NP-hard problem. The majority of the available
solutions in the literature of GAP, both in computer science
and operational research, are centralized in nature, [B]g. [
Cloud radio access networks (CRAN) are expected to be thee main contribution of this paper is that it solves the
core new network architecture in next generation mobiléradmulticloud association problem using an iterative auction
systems([1]. To support the ever increasing demand for higipproach, first proposed inl[6], utilizing a knapsack-subne
speed data, base-stations are increasingly deployed itesmd7]. The proposed method can be implemented in a distributed
cell sizes with a progressive move towards full spectrufashion across the multicloud network, and only requires
reuse. By connecting the numerous base-stations via highreasonable amount of information exchange between the
speed links to centralized cloud computing processors, KRA&louds. The paper further proposes a centralized heuristic
provides an efficient cellular architecture that enablegda algorithm with low computational complexity. Simulations
scale interference management through coordinated ant joesults show that the proposed algorithms provide aprkia
signal processing. While the majority of recent works foons performance improvements as compared to the conventional
a single-cloud scenario and neglects intercloud intenfege cloud-less assignment solutions.
this letter considers the more favorable practical mutid
scenario and addresses the user-to-cloud assignmeneprobl
The model considered in this paper is a practical redh System Model
ization of a CRAN system over a dense multicell network. Consider the downlink of a multicloud radio access network,
It consists of a radio access network comprising seve@mposed ofC clouds each serving® basestations, over a
clouds, as opposed to the single-cloud scenario assunmedwork comprisingl users. The base-stations are assumed
in the recent CRAN literature, e.g., s€€ [1] and referencesbe connected to the clouds via high-capacity digitaldink
therein. A multicloud model is recently considered in [2]We further assume that base-stations and users are equipped
however, the problem addressed.in [2] is based on a pre-knowith single antennas.
association of clouds and users. The user-to-cloud assighm Let C = {1,---,C} denote the set of clouds, add =
problem studied in this paper is also related to the basexsta {1,--- ,U} be the set of users. Each usere U/ can be
association problem which is well studied in the literaturassigned to one and only one cloud C. Furthermore, every
of wireless networks. However, the majority of the previousloud ¢ € C has its own resource budget constraint, e.g., the
works either focus on centralized solutions to the probl@m [ constraint on the number of users that it can be connected to.
or derive distributed solutions for specific utilities, elgg- Let hey € C be the channel from théth BS of the
rate maximization[[4]. Most importantly, the methods in theth cloud to theuth user, and leth., € CZ*! be the
multiple-input-multiple-output (MIMO) base-station s@io channel vector from thecth cloud to theuth user, i.e.,
are unsatisfactory in the distributed antenna infrastmect h., = [hciu, - , hepu)’ . Definew,, € CB*1 be the transmit
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beamformer over cloud’s BS'’s for useru, which is fixed associated with a certain user The net benefit of cloud

throughout this paper. if it is assigned to usew. becomesr., = r., — A\y. Each

B. Problem Formulation cloudc str_ives to be assigned to users .that r_naximize its ovc_arall
) _ o net benefit " .., A... The algorithm iteratively proceeds in
Letr., be the generic reward of associating useo cloud ypdating the assignment of each cloud, in view of the other

¢, and A.,, be the binary association variable which is equalouds’ assignment.

to 1 if useru is associated to cloud and zero otherwise. We 1) DCAA Description:At each iteratior, let A, (t — 1) be

focus on solving the generalized cloud-association problethe starting price that has to be paid for a cloud to be asdigne

where each user can be connected to one cloud at most, &n@serw. The net benefit from assigning cloudto useru

where every cloud has it own resource connectivity comitraibecomeycu(t_ 1) = rey — Mu(t—1). Cloudc, then, bids for

The paper considers the following network-wide optimiaati ysers which maximize its overall net benefit. In other terats,

problem: iterationt, cloudc solves the following optimization problem:
max Tew(t — 1) Ay (2)
max Z TewAew (1) Xu:
c,u s.t. Z OécuAcu S Kc
s.t. ZAC“ <1, Yuel ueu
ceC Acu6{071},Vu€U,
> aeuAew < K., VeeC where the maximization is over the binary variadlg,. Prob-
u€U lem (2) is a knapsack problem, which is an NP-hard problem.
Aew €{0,1},V(c,u) € C x U, There exists, however, a fully polynomial time approxiroati

scheme which finds the optimal approximate solution[df (2)
to any specified degree and outputs the set of uggg; see

[7] and references therein.

After solving [2), cloudc bids for the set of users it1.(t)

gd updates their prices as,(t) = rq,. Sinceld.(t) solves

e maximization problen{2), we haveu € U.(t), re, —

w(t — 1) > 0. Setting\,(t) = r.., therefore, guarantees the
crease of the price of user, i.e. A\, (t) > A\, (¢t — 1). Such
Grease in the price of user makes usern less favorable
cloudsc’, V¢’ # ¢ in the next iteration(t 4+ 1). Note that

where the optimization is over the binary variablg.,,
and where the constrairﬁ:ueu e < K. denotes the
resource connectivity constraint of cloud For example,
ae, = 1 and K. = B physically mean that cloud spatially
multiplexesB users at most, since the cluster of base-statio
served by cloud: behaves as one distributed antenna syste
of B antennas. :
This paper focuses on solving probleld (1) by assumirﬁﬁ
that, at this stage, once a user is associated with a cloud',

is served by all base-stations of that cloud at a fixed pow {t : . . .
transmission. In a nutshell, all beamforming vectets, are aiter running the algorithm for_aII Cloqu’ i userremains
fixed throughout this paper. More precisely, each beamiugmiamong_ the S?tt of use[)s fassocw;lt_ed W'thbfl%m;e fp”CT 01;
vectorw,,, is set to the ones-vector scaled by some fixed pow%?eru IS reset to zero betore solving probie (@) orclay
value P,, V ¢ € C. The insight for such assumption is that, They that the net benefit of associating usdo 9IOUdC Is atits
the downlink, calculating the benefit of associating usdo M2XIMUM7ey, after useru shows a mutual interest in cloud
cloud ¢ becomes independent of the association of other uséts, . . . . . .

¢ b SAt iterationt, without loss of generality, consider cloud=

across the network. Finding the index and power value of-basHe1001 (t—1,C)+1, where mod (.,.) represents the modulo

stations serving each user within each cloud is an extrastai erator which simplv allows to. iterate over all clouds in a
which eventually corrects for the appropriate beamforminﬁ . ply allc . . .
guential manner as the iterations index increases3 L.ét)

\é?(t::]?srs’:'ge'r’ [4]. But the second stage falls outside thpesc denote the bids of cloud to usersu € U.(t). The algorithm
paper. described above, called DCAA, can be summarized as follows:

[1l. USERTO-CLOUD ASSOCIATION 1) Set the iteration index= 1, and the initial set of users’s
This section proposes a distributed algorithm to solve the  PricesA.(0) = 0,Vu € U.
cloud-association problenil(1). It is based on the iterative2) At each iterationt, consider cloudc = mod (¢ —
auction-based approach presented In [6]. The algorithiecal 1,C)+ 1

distributed cloud-association algorithm (DCAA) can be im- 3) If ¢ < C, go to step 5. _
plemented in a distributed fashion across the network. Thed) If t > C, Vu € U.(t — C), reset the prices of users that

paper further presents a centralized heuristic algorithith w are still associated with cloud i.e., if there exist some
low computational complexity. usersu € Ue(t — C) such that\, (t — 1) = Beu(t — C),
o o ) then set their prices, (¢t — 1) to zero.
A. Distributed Cloud-Association Algorithm (DCAA) 5) Calculate the net benefits,, (t — 1) = rey — Ay (t — 1),
The main idea in DCAA is that each cloutbids for users and solve the knapsack problem of cloyd.e. problem
which maximize cloud’s net benefit, taking into consideration (2), which determines the updated set of users associated

the penalty-tag\,,, which can be seen as the price of being with cloud ¢, denoted by (¢):
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a) Yu € U.(t), update the bids of cloud to usersu

—e— Distributed Cloud-Association Algorithm

as fBewu(t) = rew, and the prices of users € U.(t) Centralized Heuristic Cloud-Association Algorithm

- e— Algorithm Based on Cloud-less Base-station Association

=

S

3
T

to Ay (t) = Bewu(t).
b) Vu ¢ U.(t), keep the prices unchanged, i.e.,
Au(t) = A (t —1).
6) Sett =1t+ 1; go to step 2; and stop at convergence.

<
S
T

o
3

~
=)
T

Theorem 1. The iterative auction-based algorithm DCAA is
guaranteed to converge in a finite number of iterations with
an approximation ratio(1 + ), wherey € [1,+0c0) is the
approximation ratio of the subroutine knapsack algorithsed

in step 5 above. In other terms, the solution reached by DCAA,
denotedfP¢44 is (1 + ) away from the global optimal N

. Realizations Index
solution f*: (1 +~)fP¢44 > f*,
. . . i9- 1. Sum-rate in bps/Hz for a different number of realma over a
Steps for the proof of theorem 1 are omitted in this papELgtwork comprising 7 clouds and 3 base-stations per cloatal iumber of

as they mirror theorem 1 and theorem 2 [of [6]. users is 28 users, and the intercell distance is 0.5 km.
2) Distributed Implementation:To implement DCAA at
iteration¢, cloudc = mod (¢t — 1,C) + 1 utilizes the set
of prices\, (¢t — 1), the set of benefits,.,,, the set of weights
wey, the set of userdd.(t — C) associated with cloud at
iteration (¢ — C'), and the set of bidg.,(t — C) of cloudc distributed across the network. The clouds are locatedeat th
for usersu € U.(t — C). center of each cell, and the distance between adjacent<loud
Tew, Wew, Ue(t—C'), andf., (t—C) are all available at cloud s varied in the simulations. The simulations consider tias
c. The set of prices\, (¢ — 1) set during iteratiort — 1 is the rate maximization problem, i.e.,, = log,(1+SINR.,) where
output of cloudc’ operation, where’ = mod (t—2,C)+1.  SINR,, is the signal-to-interference plus noise ratio of uger
A distributed implementation of DCAA is, therefore, podsib when associated with cloud Further, For illustration, we
by a reasonable and simple exchange of users’ prices frgfbosea,, = 1 and K. = B Y(c,u), so as to impose the
cloud ¢’ to cloudec. constraint that each cloud can multipléX users at most.
B. Centralized Heuristic Cloud-Association AIgorithmFig' u iIIustr_atgs the SL_Jm-rat_e performance .Of the proposed
(CHCAA) cloqd-a_ssomatlon algorithms in bps/Hz for different chaln
o ) realizations, for a network comprising 28 users where the
DCAA solves the cloud-association problef (1) using th@tercell distance is set to 0.5 km. The figure shows that both
knapsack routine which is NP-hard in general. This sectiQRe distributed cloud-association algorithm (DCAA) ane th
presents an alternative low complexity, yet centralizeirts-  centralized heuristic cloud-association algorithm (CHGA
tic to solve [1). The method, denoted by centralized hearishaye a similar performance. The difference between the $wo i
cloud-association algorithm (CHCAA), associates users {ifqt CHCAA has a low computational complexity as compared
clouds based on the individual utilities,. LetR be theC'xU o pcAA which is an iterative algorithm involving a knapsack
matrix whose entries are the potential individual utitie.,,, golution at each iteration. DCAA, on the other hand, can
i.e., the(c, u)th entry of the matrixR is Re,u = 7cu. be implemented in a distributed fashion across the difteren
At each step, find the largest entry of the mafx call it cjouds. Fig[dL, further, shows how both DCAA and CHCAA
Remas ymae=. Useru™ then maps to cloud™", as long oytperform the cloud-less base-station associationisalfior
as the resource constraint of clout®® is still satisfied. gz realizations of the channel, which highlights the imtpoce

Once usen,* gets associated with a certain cloud, deletgf ysing clouds for associating users in CRAN networks.
the column ofR containingR maz ,mas, SO that usew™**

cannot be connected to other clouds in subsequent stepdlo illustrate the gain of the cloud-association algorithms
Repeat the above procedure and stop when all users @sea function of the number of users, FIg. 2 shows the
associated with one cloud each, or when all clouds’ resourgercentage gain in sum-rate for DCAA as compared to the
constraints are violated with the addition of one more us@loud-less base-station association, for a network of @b k
As the simulations results suggest, DCAA and CHCAA shoiatercell distance. As shown in the figure, when the number of
a similar performance, and they both outperform conveatioriisers increases, the performance gain due to cloud ageociat
systems using the classical cloud-less assignment sefutio increases and reaches up to 60% improvement when the
average number of users per cell is 4 (i.e. total number of
IV. SIMULATIONS users is 28). Such increase in gain is due to the fact that for
This section evaluates the performance of the proposadarger number of users, interference becomes higher, and
methods in a 7-cell CRAN network, which comprisé€s=7 so the role of cloud-association as an interference mitigat
clouds, B = 3 base-stations per cloud, and several usetschnique becomes more pronounced.

Sum-Rate across the Network in bps/Hz
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Percentage Gain of DCAA vs Cloud-less Base-station Association

Fig. 2. Percentage gain in sum-rate of the proposed algorith compared
to base-station association in the absence of clouds féereiift number of
users. The network comprises 7 clouds and 3 base-statianslqel. The
intercell distance is 0.5 km.

V. CONCLUSIONS

Optimization in cloud-radio access networks is a topic of
significant interest for emerging wireless networks. Thegpa
utilizes an auction-based iterative algorithm to solvedioed-
association problem. The algorithm can be implemented in
a distributed fashion across the multiple clouds using gisin
a reasonable amount of information exchange between the
clouds. The paper further proposes a centralized heuristic
algorithm with low computational complexity.
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