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Abstract— With the proliferation of sensor networks rently, motes with new means of communication such
and sensor network applications, the overall complexity as IEEE 802.15.4 devices are being developed, and the

of such systems is continuously increasing. Sensor net-integration of new types of sensors, based on MEMS
works are now heterogeneous in terms of their hardware technology, for example, are under way.

c_haracterlstlcs and applllcatlon requw.ements even within a Likewise, applications are continuously evolving and
single network. In addition, the requirements of currently

supported applications are expected to change over time. are, -therefore, highly heterogeneous. New appl.lcajtllons
All of this makes developing, deploying, and optimizing continue to appear and althou_g_h therg are similarities,
sensor network applications an extremely difficult task. In €ach of them has its own SpeC“"C. requirements. For ex-
this paper, we present the architecture ofTinycubus, a ample, there are well-known applications whose goal is
flexible and adaptive cross-layer framework for TinyOS- to monitor ecological phenomena using sensor networks
based sensor networks that aims at providing the necessary[2], whereas others are developed for military operations,
infrastructure to cope with the complexity of such systems. medical care or rescue operations.
tTr']iItlYC‘llb‘f[S COSS'S;S ?[f iiﬂta mfnagerr(;er(;t {ramework The network itself, defined as a collection of devices,
at selects and adapls bomh sysiem and data manage-might also be heterogeneous: In more recent appli-
ment components, a cross-layer framework that enables . . . h
cations, a network often consists of different devices

optimizations through cross-layer interactions, and a con- )
figuration engine that installs components dynamically. that are able to perform different tasks. For example,

Furthermore, we show the feasibility of our architecture SOmMe nodes are equipped with special kinds of sensors,
by describing and evaluating a code distribution algorithm whereas others may have more processing power for
that uses application knowledge about the sensor topology complex calculations or act as gateways to infrastructure-
in order to optimize its behavior. based networks. Furthermore, the specific requirements
for the network depend heavily on the application, as
we will see in the next sections. If these requirements
In the last few years wireless sensor networks haghange or another application is executed, the network
been proposed as a way to unobtrusively gather rehks to adapt. Developing adaptation for every application
world data. A sensor network consists of small neénd optimizing the code over and over again are com-
worked devices that are equipped with sensors. Egglex, error-prone tasks. In order to simplify application
node is able to process data in the network and tramkevelopment, system software in the form of a flexible,
mit it using multi-hop communication. Most nodes aradaptive framework that supports a large number of
resource-constrained and, additionally, for many apphardware platforms and applications is clearly needed.
cations energy consumption plays an important role.In this paper we present the architecture of
Finally, sensor nodes do not have to be stationary, andnyCubus, which aims at providing the necessary
may even move at high speeds. infrastructure to support the complexity of such systems.
In order to acquire data, sensor networks use varioDsnyCubus consists of a data management framework,
kinds of hardware. Although many research groups uaeross-layer framework, and a configuration engine [3].
Berkeley Motes together with TinyOS [1], there is ndhe data management framework allows the dynamic
standard platform for sensor nodes yet. Even differesglection and adaptation of system and data management
models of motes running TinyOS differ greatly. Cureomponents. Theross-layer framework supports data

. INTRODUCTION

0-7803-8801-1/05/$20.00 (c)2005 IEEE. 278



sharing and other forms of interaction between compo-In contrast, the goal of the Cartalk 2000 project is
nents in order to achieve cross-layer optimizations. The develop a cooperative driver assistance system that
configuration engine allows code to be distributed reli-provides an ad-hoc warning system for traffic jams,
ably and efficiently by taking into account the topologgccidents, and lane or highway merging. In addition,
of sensors and their assigned functionality. information such as average speed, road conditions, and
The contribution of this paper is twofold. First, weposition can be requested through a standard query
describe the architecture afinyCubus, a flexible, interface. Since sensors are integrated into cars, they
adaptive cross-layer framework for sensor networkste mobile with respect to each other. A wide range of
Secondly, we describe and evaluate a code distributibighly dynamic sensor data, e.g., speed, position, and
algorithm used by the configuration engine to dissentire pressure, is gathered continuously. The processing
nate components and code reliably and efficiently withof data must be performed in a timely manner and
the network, using the cross-layer data provided by tiremediately sent to other drivers that might be interested
framework. The results of our evaluation show that oum it. Thus, time-constrained communication is important
algorithm reduces the number of messages exchangefbif the system since data must be forwarded to the
the topology of the network is structured and known tappropriate cars at the right time. In contrast to the
the application. Sustainable Bridges application, energy constraints are
The remainder of this paper is structured as followkess severe in this application since sensor nodes are
The next section describes the requirements of twiirectly connected to the electric system of the car.
specific sensor network applications. Section Il presents o o
the overall architecture of our framework and gives mofé APPlication Smilarities
detailed information about its three parts. Section IV As can be extracted from the description of the
describes and evaluates the code distribution algorithprojects, the Sustainable Bridges and the Cartalk 2000
used by the configuration engine. Section V gives applications have some similarities. Both are mostly
overview of related work and section VI concludes thidata-centric or data-driven. They are also state-based,
paper and describes future directions. that is, their needs might change depending on the
current state of the application. Sustainable Bridges, for
example, has a monitoring state in which it is most
Two specific sensor network applications play amportant to detect the occurence of an event and to
important role in the research performed at the Universitptify other nodes as fast as possible. Having recorded
of Stuttgart: Sustainable Bridges [4] and Cartalk 200fata with a high sampling rate, the nodes switch to
[5]. Both applications are being studied as canonictile analyzing state in which they reliably exchange
examples for a wide range of applications that deal witind analyze the recorded data. Moreover, both appli-
static and mobile sensor nodes. Their analysis allows egions must be fault-tolerant with respect to failures
to identify requirements and characteristics that apply &amd changes in environmental conditions, since they
applications that fall in this category. are expected to operate unattended for long periods of
The goal of the Sustainable Bridges project is tiime. Since the Sustainable Bridges and Cartalk 2000
provide cost-effective monitoring of bridges using statiapplications perform sensitive monitoring tasks, both
sensor nodes in order to detect structural defects as sapplications need to be reliable and the availability of
as they appear. A wide range of sensor data is needethsors has to be guaranteed. Finally, since some of
to achieve this goal, e.g., temperature, relative humithe application requirements may change over time, the
ity, swing level, vibrations, as well as noise detectiosoftware running on the sensor nodes should be able to
and localization mechanisms to determine the positiadapt or reconfigure itself so that the right functionality
of cracks. In order to perform this localization, nodesan be chosen at the appropriate time.
sample noise emitted by the bridge at a rate of 40 kHz o )
and, by using triangulation methods, the position of tH& APPlication Differences
possible defect is determined. This process requires théHowever, these applications also have considerable
clocks of adjacent sensors to be synchronized within 1&ifferences. Table | provides an overview of the different
25 s of each other. Finally, sensors are required to haweguirements found in both applications. In terms of the
a lifetime of at least 3 years so that batteries can data model, the Sustainable Bridges application has a
replaced during the regular bridge inspections. more specific goal, and, therefore, it can use a specific

[I. APPLICATION REQUIREMENTS
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TABLE |

C. Requirements for a Generic Framework
DIFFERENCES IN REQUIREMENTS FOR TWO SENSOR NETWORK

APPLICATIONS To ease the development of sensor network applica-
Property Sustainable Bridges Cartalk 2000 tions, a generic framework is, therefore, necessary. Such
Data Model Specific Generic/flexible a framework has to support the#ata-centric modebf
Query Model Push-based Pull-based sensor network applications and their need for reconfig-

Progr. Paradigm _ Publish/Subscribe | Generic query-based  ration and flexibility. However, sensor networks are het-

[E)'nsérré;ramp' 2 8 erogeneous and new applications and hardware platforms
Mobility ¢) ) continuously evolve. Thus, a generic framework has to
Real-time ) ) be extensibleand flexible to manage new application
Time Sync 9 o requirements. It should provide mechanisms for the
Topology Q@ ()

parametrization of generic componersts that they can
meet the requirements of specific applications. If this is
not sufficient, newapplication-specific componenitgve

to be installed on the sensor nodes. The code of these

o new components has to be distributed efficiently into the
data model, whereas the Cartalk 2000 application negglswork to avoid wasting energy.

a generic qnd erx_ibIe dat_a model to support extensibility Finally, applications react differently to changes in
and generic user interaction. Regarding the query modeleir environment, e.g., changes in the mobility of nodes.
for the case of the Sustainable Bridges applicatiofney also have different optimization parameters, e.g.,
the user only needs to be notified when certain evelgergy or latency. The framework must then be able
(material rupture, for example) occur. Therefore, everny§ 4qaptto these conditions and support optimizations,

are pushed to the user, and the application mostly ne@dgecially because of the resource limitations found in
to support a publish/subscribe-mechanism. On the oth@hsor networks.

hand, users in the Cartalk 2000 application need to be

able to specify their own queries to ask for information [1l. OVERALL ARCHITECTURE

such as average speed or road conditions. ThereforeThe overall architecture ofinyCubus mirrors the
Cartalk 2000 mostly requires a pull-based (query-basedhuirements imposed by the applications and the under-
mechanism. In this application only the data and n@fing hardware. It has been developed with the goal of
the node id is important, whereas in the bridge scenadigeating a generic reconfigurable framework for sensor
the exact source node of the data has to be known, afworks. As shown in figure ILinyCubus is imple-

so there is no need for distribution transparency in thgented on top of TinyOS [1] using the nesC program-
bridge application. As can be seen from the applicatigfiing language [6], which allows for the definition of
descriptions, energy constraints are only important febmponents that contain functionality and algorithms.
Sustainable Bridges and mobile nodes only exist withiye use TinyOS primarily as a hardware abstraction
Cartalk 2000. When a node in Sustainable Bridgégyer. For TinyOS TinyCubus is the only application
detects an event, potentially sleeping nodes must kgning in the system. All other applications register
woken up very fast to start their measurements. ThuReir requirements and components withnyCubus
real-time constraints are very high. In Cartalk 2008@nd are executed by the framework.

messages about traffic jams have to be delivered in arinycubus itself consists of three parts: the Tiny
reasonable time, too, but not as fast as in Sustainaplgta Management Framework, the Tiny Cross-Layer
Bridges. As already mentioned above, the Sustainalpleamework, and the Tiny Configuration Engine, which

Bridges application has very strict time synchronizatiofre described in the following sections.
requirements to ensure good event localization quality,

but in the Cartalk 2000 project, less accurate synchrd- TNy Data Management Framework

nization is sufficient. Regarding topological constraints, The Tiny Data Management Framework provides a
the Sustainable Bridges application assumes that sensstr of standard data management and system compo-
nodes are placed manually at critical points of the bridgents, selected on the basis of the typically data-driven
and so, the exact topology of the network is well-knowmature of sensor network applications. For each type of
In Cartalk 2000, topological information is limited to thestandard data management component such as replica-
use of road and city maps. tion/caching, prefetching/hoarding, aggregation, as well

O Notimportant (@ Medium @ Very important
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._. . The Tiny Data Management Framework selects the
best suited set of components based on current system

g o © parameters, application requirements, and optimization
2 &0 th W > parameters. This adaptation has to be performed through-
E e & oy E 8 B w out the lifetime of the system and is a crucial part of
= g A2 LYV 18 the optimization process. Therefore, we are currently
@ > W CINEIRE & o ® investigating different strategies that determine when it
= = s Jd [ 8 S ! > . .y .
5 = g TR S 2 is necessary — and beneficial — to select a different com-
& q% A BB = = ponent. These strategies ensure that the total overhead
8 o Sslys szransf § 5 L; for adaptation is small compared to the benefits of using
) : : = ;
> g iy (Bt (e Erememile S i E the newly selected algorithm. _ _
= N o Furthermore, the parameters and requirements in the
TinyOS : three dimensions of the Cubus (system parameters,
Hardware Abstraction Layer application requirements, and optimization parameters)
have to be carefully selected. Regarding thetem
So Sy | - | S, parameters, we analyze which of them can be measured

by a sensor node. In the simplest case these observa-
tions are purely local, such as the number of neighbors

Application dHEH System Components . " ..
- it Y P and their mobility. By examining sensor network ap-

Components  gpg, @ Data Mgmt. Components

[ TinyCubus BB User Defined Components pIicgtions as ogtlined in Section I, we determine the
application requirements. In the broadest sense, they
[ ] operating System/Hardware can be subsumed under the term ‘quality of service'.
Examples are consistency, accuracy, reliability, and real-
Fig. 1. Architectural components ininyCubus time constraints. Finally, theptimization parameters

describe how an algorithm distinguishes itself from
other algorithms under the same system and application

as each type of system component, such as time sparameters. These can be latency, communication, and
chronization and broadcast strategies, it is expected tbaergy. For example, the Sustainable Bridges application
several implementations of each component type exiggquires a time synchronization component for a static
The Tiny Data Management Framework is then resposeenario that provides high accuracy, but also needs to
sible for the selection of the appropriate implementatidse optimized with respect to energy use, since sensor
based on the information obtained from the system. @bdes are expected to have lifetimes of several years.
course, only the necessary components are loaded in
each sensor and, if other functionality is needed, it c&h Tiny Cross-Layer Framework
be downloaded from other sensors or gateway nodesThe Tiny Cross-Layer Framework provides a generic
connected to larger code repositories. interface to support parameterization of components us-

The cube of figure 1, called 'Cubus’, combineg- ing cross-layer interactions. Strict layering (i.e., each
timization parameters, such as energy, communicatioayer only interacts with its immediately neighboring
latency and bandwidthapplication requirements, such layers) is not practical for wireless sensor networks
as reliability; andsystem parameters, such as mobility. [7] because it might not be possible to apply certain
For each component type, algorithms are classified atesirable optimizations. For example, if some of the ap-
cording to these three dimensions. For example, a trngleation components as well as the link layer component
based routing algorithm is energy-efficient, but cannoked information about the network neighborhood, this
be used in highly mobile scenarios with high reliabilitynformation can be gathered by one of the components
requirements. The component implementing the algm-the system and provided to all others. Other examples
rithm is tagged with the combination of parameters aridr cross-layer interactions are callbacks to higher-level
requirements for which the algorithm is most efficienfunctions, such as the ones provided by the application
Eventually, for each combination a component will bdeveloper. The Tiny Cross-Layer Framework provides
available for each type of data management and systeapport for both forms of interaction. It uses a specifi-
components. cation language that allows for the description of the
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data types and information required and provided lopnfiguration of both system and application components
each component. This cross-layer data is stored in théh the assistance of the topology manager and role
state repository. To deal with callbacks and dynamicalfssignment algorithms.
loaded codeTinyCubus extends the functionality pro- 1) Topology Manager: The topology manager is re-
vided by TinyOS to allow for the dereferencing andponsible for the self-configuration of the network and
resolution of interfaces and components. the assignment of specific roles to each node. A role
1) Sate Repository: If layers or components interactdefines the function of a node based on properties such
with each other, there is the danger of loosing desiralds hardware capabilities, network neighborhood, location
architectural properties such as modularity. Thereforeic. Examples for roles ar8OURCE, AGGREGATOR,
in our architecture the cross-layer framework acts asaad SINK for aggregationCLUSTERHEAD, GATEWAY,
mediator between components. Cross-layer data is moid SLAVE for clustering applications as well as
directly accessed from other components but storedUmBRATION to describe the sensing capabilities of
the state repository. Thus, if a component is replacadnode. In previous work [8] we describe a generic
(e.g., to adapt to changed requirements), no componepécification language and an algorithm for efficient role
that uses the old component’s cross-layer data is affecessignment that are briefly outlined in the remainder of
by the change, given that the new component alfluis section.
provides the same or compatible data. We expect thatSince in most cases the network is heterogeneous,
most components available in the framework will bthe assignment of roles to nodes is extremely important:
developed with cross-layer optimizations in mind. Thugnly those nodes that actually need a component have
they can (and should) provide cross-layer data eventdf receive and install it. As we show in Section IV, this
they do not use it themselves. information can be used by the configuration engine, for
Nevertheless, components must know what cross-laygxample, to distribute code efficiently in the network.
data is available in the state repository. To supply this2) Role Specification and Role Assignment Algorithm:
knowledge we use a specification language which allowsr role assignment the topology manager uses a generic
to specify what cross-layer data a component needs apecification language and a decentralized role assign-
provides. With this specification components that makaent algorithm. In the specification language a role is
cross-layer data available can also determine if othetsfined by a rule. If a rule is satisfied, the algorithm
use their data and if they have to gather it at all. assigns the role to the node. For example, the following
2) Callbacks. Regarding callbacks to other comporfule assigns the roleLUSTERHEAD if there is no other
nents, TinyOS already provides some support with itede with this role in the 1-hop neighborhood:
separation of interfaces from implementing componentS.USTERHEAD :: {
However, the TinyOS concept for callbacks is not so- count (1-hop) {role == CLUSTERHEAD} == 0
phisticated enough for our purposes, since the wiring pf
components is static. WithinyCubus components are  Copies of the role specification have to be present
selected dynamically and can be exchanged at runtinoe. all nodes because the role assignment algorithm is
Therefore, both the usage of a component and callbaeks®cuted on each of them. Whenever possible it only
cannot be static; they have to be directed to the newes local knowledge. However, if information about
component if the data management framework selectthe network neighbors is required (e.g., the number
different component or the configuration engine instaltf nodes in the neighborhood with a given role), the
a replacement for it. node has to retrieve this information from its neighbors
while avoiding conflicting role assignments (see [8] for
details).
In some cases parameterization, as provided by the
Tiny Cross-Layer Framework, is not enough. InstallingV: ROLE-BASED CODE DISTRIBUTION ALGORITHM
new components, or swapping certain functions is nec-In many sensor network applications the topology of
essary, for example, when new functionality such astlae roles in the network is known in advance and follows
new processing or aggregation function for the sensadegular structure. This is definitely the case if roles are
data is required by the application. The Tiny Configuratefined with routing in mind, such as with clustering
tion Engine addresses this problem by distributing amgproaches. Of course, in the general case, roles can be
installing code in the network. Its goal is to support thbased on other properties of the application or the system

C. Tiny Configuration Engine
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at hand. A good example is provided by the SustainableWe further define the-hop neighborhood of a node
Bridges application (Fig. 2), where nodes affixed to the, as the set of nodes in the single-hop broadcast range
edge are equipped with vibration sensors, whereas otheirs:;, as follows:

are only required to provide temperature readings. o
Hi(n;) = {n; : n; is in broadcast range of;}

Theat most k-hop neighborhood is defined recursively
using the expression:

Hk(nz) = U Hl(nj)7 k>2
n;€Hy_1(n;)

The set of nodes with role in at mostk-hop distance
from noden; is simply:

7 O Vibration sensor
Q T t
e emperature sensor N — )
ny @ Gateway node Hﬁk<nl) Hy, (nl) N Ny

_ _ _ We say that a nodey; is at most k-hop connected
Fig. 2. Sensor topology for Sustainable Bridges with another noden; with role r iff n;, and n; are
Having information about different roles, and assurr?—onneCted through nodes, ...n,,, with role r, so that_
dHt -+ M € Ni and the path between two consecutive

ing that, in most cases, a difference in role assignm M s in this set. between and and betweer
is motivated by differences in functionality, a code dis- : on M !

tribution algorithm can leverage this knowledge to roufd’

code updates only through the set of nodes that reaﬁ%:ﬂgpi‘flsffl'(nﬁothgo;?;fgvsviﬂosg:%roefl a!lr:ia(lz:rable
need it, that is, belong to a specific role. In other words S P i P u

if the code for nodes with vibration sensors is update@Ie r. Note that ifn; is not of roler it is not included

] 14 .
for example, because a new in-network vibration dafd an(nz), p=L

m

dn; involves at mosk —1 nodes¢ N,. The following

processing algorithm is needed, this should not affect the O (n)) = {ni}

temperature nodes available in the system. Of course, ~

the code distribution algorithm has to make sure that Crplni) = U Heuy) p=1

all nodes receive the appropriate messages reliably so n; €075 (no)

that, in the end, they all run the same version of the C,x(n;) = C%,(ny), iff CF,(n;) = Cﬁzl(ni)
application.

Thinking of the severe energy constraints of sensorASSUMing that messages are inserted at all gateway
nodes in this particular application, and taking intgodes, the following equation defines the set of nodes

account that the energy cost for data transmission is v&fifh role " that can be reached witht most k-hop
high, a scheme that can reduce the number of messagfd¥1ectivity:
sent unnecessarily to irrelevant nodes is beneficial. NC, . = U Cy ()

A. Network Model g:€G

Let us now discuss the network model used by theFor every role, the smallest is calculated so that
distribution algorithm, before we get to its detaile@ll nodes in the network of this role ast most k-hop
description in the next section. For our algorithm, eonnected: k, = min{k : NC,, = N, }.
network consists of a set of inner nodes- {ng,---,n;} The value kp for which all nodes of all roles in
and a set of gateway nodé€s = {go,---,g;} through the network are connected is then calculatedias:=
which messages from outside the sensor network, suchas{k,,-- -,k }
code updates, are inserted into the systemNet /UG ) o
be the set of all nodes in the network so tiiatG = ¢. B Detailed Description
The set of rolesR is defined ask = {ro,---,mn}, and  Our code distribution algorithm uses this network
A: N — R defines a complete relation that assigns rolesodel and the information about role assignments pro-
to nodes. For ali € R let N, = {n € N : A(n) =r} vided by the Tiny Cross-Layer Framework to efficiently
be the set of nodes assigned to rele disseminate code updates to specific roles. The algorithm
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starts at gateway nodes by broadcasting data t&,Hs retransmission time.

hop neighborhood. Then, only nodes with roléorward Assumptions. In the implementation of our algorithm,
this data further to their owrk,-hop neighbors, thus we assume that roles have already been assigned and
flooding the nodes with role while using only those that there is no dynamic reassignment of roles while the
nodes with other roles that are necessary to reach thewde dissemination algorithm runs. This means that the
The algorithm can be parametrized by selectipgfor connectivityk, of the network for a given role can be
each role. The topology of the network is, thereforeletermined up-front. Furthermore, we assume that nodes
crucial. If, such as for the case depicted in Fig. 2, there stationary, do not fail, and have already determined
network is at mosk,.-hop connected for a given role their neighborhood?,. . (n) with respect to a given role
where k, = 1, it is possible to reach all target nodes and network connectivity. Finally, communication is
with maximum efficiency. However, in the general casassumed to be performed via bidirectional local broad-
especially if topologies are random & > 1, other casts and that transmission failures, if they occur, are not
nodes with roles different from need to be involved in permanent.

the process of forwarding this information.

This is only true, of course, if it is necessary t
guarantee delivery to all nodes with a given role. For In order to show the feasibility of our approach,
cases where 100% delivery is not required, a smaller we have implemented the role-based code distribution
k < k, can be selected to provide more energy-efficieatgorithm for motes running TinyOS [1]. In the first
processing, at the cost of sacrificing completeness, s of experiments, we show analytically and by means
we will see in more detail in the next sections. For thigf experiments the worst case and average results for
reason, our distribution algorithm is parametrized witthe computation of,, the connectivity of a role, both
respect tak and allows the application, or other compofor structured and random grid-like topologies of sensor
nents in the system, to select the level of completenesgworks. In the second set of experiments, we compare
by choosing the appropriate the efficiency of our algorithm with a flooding approach

In addition, if reliability is necessary, such as fothat has been modified to provide reliability and collision
the case of providing code updates, the distributi@voidance. The results presented in this paper have been
algorithm makes use of implicit acknowledgments. ibbtained using TOSSIM, the TinyOS simulator provided
a neighbor forwards a message sent by nagen; by UC Berkeley [10].
treats this message as an acknowledgment. If after a) Experimental Setup: In our experiments, we have
certain amount of time, the neighbor does not forwamahalyzed two scenarios. In the first one, the sensor nodes
the messageyp; retransmits it. Following the modular-are laid out in an evenly spaced x n = 12 x 4
ization techniques advocated at the beginning of thgsid with the role assignment depicted in Fig. 2, which
paper, this reliability component of our algorithm camepresents the topology of the Sustainable Bridges ap-
be replaced with any other scheme that ensures reliapleation. There is only one gateway nodg, located

6:. Evaluation

transmissions. in one of the corners, used to inject messages to the
Finally, in our algorithm, a nodey; waits a random network. The distance between the nodes is 10 meters
time ¢ € [0,...,tn.) before retransmitting a messageand their radio model is set to a lossless disc model with

This is just one possible way to avoid the broadcaat communication range of 15 meters. Finally, packet
storm problem, mentioned in [9] and, like the reliabilityosses occur only due to collisions and the maximum
component, can be replaced with any other schemstransmission delay,,.. has been set to 150 ms and
that avoids collisions. Of course, the choiceigf,, is 600 ms respectively. In the second scenario, the same
directly related with the delay observed in the evaluatiqgrarameters apply, except that roles, instead of being
of the algorithm. sorted into a regular structure, are randomly assigned.
In summary, our role-based dissemination algorithm In our scenarios, we assume the presence of two roles:
has four settable parameters that, in our system, a¥EBRATION and TEMPERATURE, that represent the
maintained by the Tiny Cross-Layer Framework:ithe two types of sensors found in the network. We evaluate
role of the target nodes;,., the network connectivity the code distribution algorithm by sending (fictitious)
used for broadcasting data; the boolean variable code updates from the gateway nageto all vibration
that controls whether or not implicit acknowledgmentsensors. For the purpose of this paper, we are mostly
will be used; andt,.., that determines the maximuminterested in the efficiency of the algorithm in terms of
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Fig. 3. k, needed to achieve 100% completeness (random scenario) Fig. 4. Avg. completeness fdf,. (random scenario)

the number of forwarded messages, and do not aim yet
at measuring the performance of real code updates.

gmep P m — [ if 1< |N,| < (m—n)n
2) Computation of k,: The first set of experimentskr =\ [v(mn—[N.[)] if (m —n)n <|N;[ <mn
deals with the computation of a reasonable that is, 1 if |Ny| =mn

the connectivity of the network for a given role, as seen There might, however, be situations where 100% com-

from_ th? perspective of gatew_ay nodes_. In the case Eteness is not required. For these cases, Fig. 4 shows
applications such as the Sustainable Bridges project, g average completeness achieved fior= 1,2, 3,4

computation ofk, can be performed by hand by theand 8. Using this graph we can determine the smallest

application deve!oper. The structure of the network Q]%Iue ofk, needed to achieve the desired completeness,
well as the Iogatlon of the sensor node_s IS yvell knoW[’;]t"s,suming that a given ratio of nodes with the target role
In our casef is known to be 1 for the vibration nodesis known. For example, if we have a ratio of target roles
However, if the structure of the network is random cequal to 10% and would like to achieve at least 80%
not known a priori, a way of determining “good” valuesompleteness, Fig. 4 tells us that with = 4, we can
of k, is desirable. Fig. 3 shows the worst case, averagehieve on average the desired results.
and 97 percentile values &f for a network with random  3) Performance Results: In the second set of experi-
role assignments, if we chooge so that every node is ments, we have focused on evaluating the performance
reached. From the graph we see that, starting fromofour role-based distribution algorithm using both sce-
ratio of vibration to temperature nodes of 30%,= 3 narios described above.
achieves 100% completeness in both the average and 9Fig. 5 shows the number of messages sent on average
percentile cases, even though the worst case indicatdsyaeach node in the Sustainable Bridges scenario. The
value of at leask, = 8. The curves of Fig. 3 have beergraph compares the messages sent by both flooding
obtained by choosing 10000 random role assignmemisd our role-based distribution algorithm for maximum
inam xn = 12 x 4 grid, varying the number of retransmission delay,,.. = 150ms and 600ms, re-
VIBRATION nodes from 1 to 48 and measuring thepectively. Role assignments on the x-axis vary from
value of k, needed to achieve 100% completeness. Fire original configuration depicted in Fig. 2 to all nodes
the worst case curve, it is possible to compute a genebaing assigned théeIBRATION role. The measurements
expression that gives the values /of for arbitrary grid shown are the average of 100 runs. In the graph, we can
structures of sizen x n. Assuming w.l.o.g. thah <m see that flooding with,,,, = 150ms requires about
and that nodes can communicate with their immediafe messages per node, whereas with, = 600ms,
horizontal, vertical and diagonal neighbors and that tliterequires only a little over 2 on average. Since the
only gateway nodey, is located in one of the cornersflooding algorithm retransmits messages in the presence
the analytical formula for the worst case is: of collisions until all nodes are reached, the average
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number of messages sent is greater than 1 and vaa&grithm can be used very efficiently with structured
with the length oft,,... In addition, the graph showstopologies, such as the one of Sustainable Bridges,
that the number of messages sent is independent of bl one cannot always expect to have topologies that
ratio of vibration to temperature sensors, since floodirexhibit 1-hop connectivity. Therefore, we have tested our
does not distinguish among them to distribute data. algorithm with random distributions of roles to show
In contrast, our role-based algorithm performs mudhat it can also be used effectively in such scenarios.
better than flooding, especially when the ratio of vibraig. 7 shows the number of messages sent for random
tion to temperature sensors is low, since only vibratiawle assignments by both, flooding and two different
sensors are required to forward messagls expected, versions of our role-based algorithm witfh = 1 and
the number of messages per node increases as the ratib.cE 2 respectively. Flooding behaves, as expected, just
vibration to temperature sensors increases. In the extrelike in the structured case. Our algorithm, on the other
(when all nodes in the network are vibration nodes), ohand, sends far fewer messages than flooding, but if the
algorithm behaves just like flooding. topology of the network exhibits, say 4-hop connectivity
Fig. 6 depicts the average delays needed by bdtr role r, our algorithm will not reach all nodes.
algorithms to reach all vibration nodes in the structured As shown in Fig. 4, flooding obviously always reaches
scenario. Maximum delays (not shown in the graph) ai©09% completeness, but our algorithm cannot guaran-
for our algorithm in the worst case as much as twice ge completeness in all cases. If, for example, a 1-
long as the delay needed on average. In addition, averag® algorithm is used and the network exhibits 3-hop
delays for flooding are at most5 times better than our connectivity, not all required nodes will be reached.
role-based algorithm. The reason is that flooding uses fR®{e use of a 2-hop algorithm, however, reaches 100%
only vibration nodes to forward the data (which allowgompleteness with very high probability, if the ratio of
for more parallelism), and the fact that in our networkipration sensors is greater than 55% while requiring
all vibration nodes are located in a square so that, 4f relatively low number of messages (see Fig. 7). For
one vibration node chooses a long random delay ¢&ample, a ratio of 55% vibration nodes sends on average
avoid COIIiSionS, data distribution as a whole is delayeq:G messages per nodE, whereas ﬂooding requires 2.1.
Nevertheless, by choosing for examplg.. = 150ms, it Therefore, even in cases where the connectivity of the
is possible to keep the number of sent messages low (g@@vork is not known, we can use Fig. 4 to choose a

Fig. 5), while achieving delays just slightly above thosgasonable value of, based on the desired level of
of flooding (compare Flooding Avg 150 and Role-basegbmpleteness.

Avg 150 in Fig. 6). . Finally, analogously to the structured case, Fig. 8
As we have just seen, our role-based distributiaf}, s the average delays needed by flooding, the 1-

'Recall that the network topology in this scenario exhibits 1-hoOP and 2-h0p algorithms to reach the target nodes.
connectivity for thevIBRATION role. For the 400 different random role assignments tested,
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Fig. 7. Avg. number of sent messages per node (random scenario)Fig. 8. Avg. delay for message delivery (random scenario)

our algorithm has lower delays than flooding for lometworks are deployed in environments where either
ratios of vibration sensors but, as shown in Fig. 4, #te structure or the topology of the network is well-
those values our algorithm on average does not reachkadbwn and so, this knowledge can be trickled down to
target nodes, so it has a clear (and unfair) advantage.the routing components to provide more efficient data
soon as the number of vibration sensors reaches a paiistribution. Therefore, using the terminology introduced
of saturation where our algorithm can probabilisticallpt the beginning of this paper, the experimental results
reach all nodes (ratio of 0.55 for the 2-hop algorithmylescribed above could allow the Tiny Data Management
it behaves similarly to flooding. Between ratio valueramework to classify our role-based algorithm within
of 0.6 and 1, our 1-hop algorithm is at most 20%he Cubus (see Fig. 1) so that it can be selected when the
slower than flooding, which correlates with the resul@ppropriate system parameters, application requirements
of Fig. 6. In this case, however, the differences in deland optimization criteria require it.
are not as noticeable. The reason for this is that, whenadditionally, our role-based code distribution algo-
using random assignments, roles are placed arbitrafifjhm has several advantages. In general, the algorithm
and therefore, the number of neighboring nodes widan be used to distribute any kind of data whose
the same role is, on average, higher than for the bridgestination varies based on certain information, such
scenario, where each vibration sensor only has two dirggf roles. Furthermore, if we assume that roles have
neighbors. Therefore, the delays presented in Fig.afteady been assigned and that the role connectiyity
represent the worst case scenario, where each messsa@e network has been determined (or estimated), our
reaches exactly one target and thus, data is sent serigliyorithm is more efficient than plain flooding. Moreover,
from one vibration sensor to the next. if we assume that the network topology does not change
too much or is even static, a one-time overhead for the
D. Advantages of Role-Based Code Distribution computation ofk, is a small penalty to pay for continu-
As we have seen in the evaluation section, the r@USly sending data with several times less overhead than
sults provided by our role-based algorithm are vergliable flooding.
promising for structured scenarios. For these cases, wé&ven in the case where nodes are mobile and their
can use application knowledge about the topology dfstribution changes, if we assume that the ratio- @b
the network to improve on the number of messagedl other nodes is high enough, we can use the results
sent while maintaining reliability. We have also showdetailed above to estimate values fgf that work well.
that it is relatively easy to determine probabilisticallfFurthermore, each node might decide to perform this
reasonable values df, even for networks where theestimation and conclude that its own neighborhood is
topology is not known or exhibits random propertiegelatively static with respect to changes in the topology,
so that, even in these cases our algorithm outperforausd that certain values @&f. work even in the presence
reliable plain flooding techniques. However, many sensof mobility.
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The fact that the algorithm is parametrized with rean data sharing between layers of the network protocol
spect to the properties of the network allows us to selestack and, therefore, does not include the configuration
the appropriate version depending on the desired resaltd adaptation capabilities found in our framework.
There is, therefore, a tradeoff between latency and theFinally, EmStar [14] is a software environment for
number of messages that can be used by our framewbikux-based sensor nodes that, like MobileMan, assumes
to adapt to the requirements of the application or thke presence of higher-end nodes as part of the sensor
network itself. network. Similar to our data management framework,

Finally, although the experiments presented in thEEmStar contains some standard components for routing,
paper only deal with two distinct roles, our results aime synchronization, etc. but is not able to provide the
valid for any number of roles. The only difference is irmdaptation mechanisms available in our framework.
the definition of the ratio, which is generally determined Regarding related work concerned with the implemen-
by the number of nodes of a given rolaivided by the tation of code distribution, Ripple [15] is a code distri-
sum of all nodes with roles different from bution algorithm implemented using EmStar. In order
to reduce the number of messages sent, this algorithm
uses a publish/subscribe scheme where a single node in

TinyCubus and our role-based code distributionthe neighborhood sends code updates to its subscribers.
algorithm are related to a variety of other work. In thiSimilar to our approach, it includes a mechanism to
section, we provide a description of relevant projects thinsmit code updates reliably, but it fails to consider
are in the process of creating frameworks similar (in patjoss-layer data (e.g., role information) and, therefore,
to ours, related code distribution schemes, and finaltjata is always forwarded to all nodes.
routing algorithms that, like ours, use cross-layer data toAnother example of code propagation for sensor net-
make forwarding decisions. works is Trickle [16]. Trickle periodically broadcasts

SensorWare [11] and Impala [12] aim at providingneta-data about the software version nodes are using,
functionality to distribute new applications in sensaaind focuses on detecting whether or not a code update
networks, just like our configuration engine. For this needed. On the other hand, our role-based algorithm
purpose, they create abstractions between the operaiigsed to selectively send code updates to nodes that are
system and the application, although both differ slightlyupposed to receive it based on their role assignmnent.
from each other. SensorWare uses a scripting langua@ecourse, it would be possible to combine both algo-
that is not really well-suited for resource-limited platrithms to further optimize code updates in our system.
forms such as our TinyOS motes. It uses special com-Reijers and Langendoen [17] describe a scheme to
mands of the language that allow the forwarding of thiastall code on sensor nodes. Their goal is to minimize
current program to other nodes, and tries to avoid unnehe size of the code image by transmitting only the
essary code transfers by transmitting the code only if thiéfferences to the previous version, which is something
script is not already running on the neighboring nodesot considered in our scheme. However, they do not
However, SensorWare does not support adaptation aftiress how updates are distributed in the network.
cross-layer interactions, as proposed in our framework. Finally, there are a number of routing algorithms

In Impala, new code is only transmitted on demarnd8], [19] that use cross-layer information to improve
if there is a new version available on a neighboringn their efficiency, although this is usually done on
node. Furthermore, if certain parameters change andaarprotocol-specific basis. One example is the use of
adaptation rule is satisfied, the system can switch to apatial information for routing, as has been done in the
other protocol. However, this adaptation mechanism or@jartalk 2000 project [20]. However, Cartalk does not
supports simple adaptation rules. Although it uses crogseovide a generic mechanism to allow for arbitrary cross-
layer data, Impala does not have a generic, structulegter data sharing that can be used with other schemes.
mechanism to share it and so, is not easily extensible.

The MobileMan project [13] is a system that aims at
creating a cross-layer framework similar to ours. How- In this paper, we have described the architecture of
ever, MobileMan is not targeted towards sensor networkinyCubus, a flexible, adaptive cross-layer framework
and assumes environments typical of mobile ad-hémr sensor networks. Its specific requirements have been
networks, which are, in the general case, not so limitelrived from the increasing complexity of the hardware
in terms of resources. In addition, MobileMan focusesapabilities of sensor networks, the variety and breadth

V. RELATED WORK

VI. CONCLUSION AND FUTURE WORK
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found in typical applications, and the heterogeneity of4]
the network itself. Therefore, we have designed our

system to have the Tiny Data Management FrameworlE

that provides adaptation capabilities, the Tiny Cross-
Layer Framework, that provides a generic interface and
a repository for the exchange and management of crogé!
layer information, and the Tiny Configuration Engine,
whose purpose is to manage the upload of code onto the

appropriate sensor nodes.

Furthermore, we have provided the description of &
novel role-based code distribution algorithm that uses

cross-layer information, such as role assignments,

i3]

order to improve on the number of messages needed

to distribute code to specific nodes. The results of o
evaluation show that this algorithm performs sever

;1]‘31

times better than plain flooding in scenarios where the
topology and distribution of roles within the network ig1°!
well-known. For situations where this is not the case, we
have provided analytical results that allow us to compute
the connectivity of the network for a given role with11]
minimal overhead, and have shown that our algorithm
can be adapted to different network topologies and still

provide an improvement over flooding schemes.
The implementation offinyCubus is still under

(12]

way and, although the prototypes for the cross-layer
framework and configuration engine are already partiallys)
functional, there is still work to do. We are in the

process of integrating our framework with an addition

application that provides the capabilities found in

o

smart environment and that will fully make use of the

functionality provided byrinyCubus.

Finally, regarding the role-based code distribution at®!
gorithm, we plan on extending it to support highly mo-
bile sensor nodes, like the ones found in the Cartalk 2006]
project, and to include functionality found in related

projects, like Trickle. In addition, we would like to

analyze other types of topologies where nodes are no
equally spaced and determine how well our role-based

algorithm works under such conditions.
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