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Abstract—In this paper, we propose a rate-splitting multiple ac-
cess (RSMA) scheme for uplink wireless communication systems
with intelligent reflecting surface (IRS) aided. In the considered
model, IRS is adopted to overcome power attenuation caused by
path loss. We construct a max-min fairness optimization problem
to obtain the resource allocation, including the receive beam-
forming at the base station (BS) and phase-shift beamforming
at IRS. We also introduce a successive group decoding (SGD)
algorithm at the receiver, which trades off the fairness and
complexity of decoding. In the simulation, the results show that
the proposed scheme has superiority in improving the fairness
of uplink communication.

Index Terms—Rate splitting multiple access, non-orthogonal
multiple access, intelligent reflecting surface, successive group
decoding, fairness optimization, beamforming design.

I. INTRODUCTION

With the development of the sixth-generation mobile com-

munications (6G) system, wireless networks need to sup-

port massive connectivity and provide services with higher

throughput, ultra-reliability, and heterogeneous quality of ser-

vice (QoS). Therefore, wireless systems must make more

efficient use of wireless resources and manage interference

more rigorously. To address these issues, rate splitting multiple

access (RSMA) has been proposed as a design of physical

layer (PHY) and multiple access technique [1]. It splits the

signal into two streams at the transmitter to manage the

interference. Different from non-orthogonal multiple access

(NOMA), which fully decodes the interference from other

devices, RSMA partially decodes the interference and partially

treats them as the noise at the receiver. Therefore, RSMA

provides a new paradigm for massive connectivity, which

bridges the two extremes of fully decoding interference and

fully treating interference as noise [2], [3]. It has been recog-

nized as a promising scheme for non-orthogonal transmission,

interference management, and massive access strategies in 6G

[4].

Recently, several works have studied the RSMA scheme.

[5] studies sum-rate maximization for different communication

systems. Some work [6], [7] focus on researching the per-

formance of RSMA with imperfect channel state information

at the transmitter (CSIT) in the network. [8] jointly optimize

the parameters of IRS and RSMA to improve energy effi-

ciency and spectral efficiency. For RSMA-based robust and

secrecy communication systems, [9], [10] studied the sum-

rate maximization and fairness design. But most of the current

work is concerned with downlink communications. The uplink

RSMA is proposed in [11] which proved that RSMA can

achieve the capacity region of the Gaussian multiple access

channel (MAC) without time sharing among devices. There

are several works that investigate uplink communications.

The uplink RSMA schemes are applied to improve outage

performance [12] and fairness [13] in a two-device MAC.

[14] focused on joint optimization of power allocation to

the uplink devices and beamforming design to maximize the

sum rate for the uplink RSMA system. Based on existing

work, the performance of RSMA is strongly dependent on

the successive interference cancellation (SIC) [11], [15]. But

in the uplink system with massive connectivity, RSMA faces

the challenges of complexity issues and SIC processing delay.

Therefore, implementing RSMA in uplink wireless networks

also faces several problems such as decoding schemes and

resource management for message transmission.

In order to reduce the complexity at the receiver and the

time delay of the signal processing, we apply successive

group decoding (SGD) in the uplink RSMA system. SGD is

introduced in [16], which is an extension of the conventional

SIC. In SGD, a subset of devices can be jointly decoded

instead of just one at each decoding stage. Therefore, SGD

can reduce the complexity of decoding at the base station (BS)

and take advantage of RSMA to improve fairness. Another

promising technique for 6G is intelligent reflecting surface

(IRS), which is applied to improve the network coverage and

to resolve blockage issues in wireless communications [17]–

[19]. [14] studied the downlink RSMA scheme with IRS-aided

to achieve better rate performance and enhanced coverage

capability for multiple devices. Therefore, to meet the demand

QoS of future communication, SGD and IRS can be utilized

to allocate resources and solve this fairness issue.

In this paper, we propose an IRS-aided uplink RSMA

framework that adopts the SGD scheme at the receiver. The

IRS assists the direct transmission from devices to the BS

and improves spectral and energy efficiencies. With SGD,

the RSMA can achieve any point in the capacity region of

a Gaussian multiple-access channel. We formulate a max-

min fairness optimization problem to jointly optimize the

design of grouping order, receive beamforming at the BS, and

phase-shift beamforming at IRS. To solve the optimization
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problem, we adopt an alternating optimization (AO) algorithm

to iteratively optimize the receive beamforming and phase-

shift beamforming. Then we give a greedy grouping algorithm

with low complexity to design the group decoding order

to achieve fairness. Numerical results show the proposed

IRS-aided RSMA transmission framework based on SGD

improves the worst-case rate among devices compared with

other schemes without SGD. Therefore, the proposed RSMA

framework improves fairness and is more powerful than the

existing transmission schemes.

II. SYSTEM DESCRIPTIONS

In this section, we first structure the IRS-aided uplink

RSMA system. Then we introduce the SGD algorithm at the

receiver.

A. System Model

We consider an uplink RSMA system, which consists of K
single-antenna devices, a BS equipped with M antennas, and

an IRS composed of N elements. In the RSMA, the K original

messages are split into 2K sub-messages. Denote xk,i as the

ith sub-message of device k, where i = 1, 2. Accordingly,

power constraints are assigned to these sub-inputs to satisfy the

original constraints. pk,i denotes the power allocation for the

ith sub-message for device k, where i = 1, 2. Each device k

has a maximum transmit power limit Pmax, i.e.,
2
∑

i=1

pk,i ≤ Pmax.

The received signal y ∈ CM×1 at the BS is

y =

K
∑

k=1

(HrbΘhsr,k + hd,k)
(√

pk,1xk,1 +
√
pk,2xk,2

)

+w,

where Hrb ∈ C
M×N , hsr,k ∈ C

N×1, and hd,k ∈ C
M×1 are

the channels from IRS to the BS, device k to the IRS, and

device k to the BS, respectively. Θ = diag[ejθ1 , . . . , ejθN ] is

the phase-shift matrix, where θn ∈ (−π, π] is the phase shift

induced by the nth element of the IRS. w ∼ CN (0, σ2I)
is the additive white Gaussian noise (AWGN). The massive

MIMO system adopts a block-fading model where channels

follow independent quasi-static flat-fading in each block of

coherence time. According to [20], the channel matrix Hrb is

given by

Hrb =

Nrb
∑

p=1

βrb
p aB(θ

rb
B,p)a

H
R (θrbR,p)e

−j2πτrb
p

Bs
2 , (1)

where Bs represents the two-sided bandwidth, and Nrb de-

notes the number of multi-path components (MPCs). βrb
p and

τrbp are the complex path gain and the path delay of the pth

MPC, respectively. The array steering and response vectors are

given by

aB(θ
rb
B,p) = [1, e−j2πθrb

B,p , . . . , e−j2π(M−1)θrb
B,p ]T ,

aR(θR,p) = [1, e−j2πθrb
R,p , . . . , e−j2π(N−1)θrb

R,p ]T .
(2)

θrb·,p is related to the physical angle φrb
·,p ∈ [−π/2, π/2] as

θrb·,p = d sin(φrb
·,p)/λ, where λ is the wavelength of propaga-

tion, d is the antenna spacing with d = λ. Similarly, hsr,k and

hd,k are given by

hsr,k =

Nsr,k
∑

p=1

βsr
p,kaR(θ

sr
R,p,k)e

−j2πτsr
p,k

Bs
2 ,

hd,k =

Nd,k
∑

p=1

βd
p,kaB(θ

d
B,p,k)e

−j2πτd
p,k

Bs
2 ,

(3)

where Nsr,k and Nd,k denote the number of MPCs for the

channel from device k to the IRS, and device k to the BS.

βsr
p,k, βd

p,k, τsrp,k, and τdp,k are the complex path gain and the

path delay of the pth MPC for the channel from device k to

the IRS, and device k to the BS, respectively.

Then we have

hk = HrbΘhsr,k + hd,k = Hkv, (4)

where Hk = [Hrbdiag(hsr,k);hd,k] ∈ CM×(N+1) and

v = [diag(Θ); 1] = [ejθ1 , . . . , ejθN , 1]T . Finally, the received

signal is written as

y =

K
∑

k=1

Hkv
(√

pk,1xk,1 +
√
pk,2xk,2

)

+w. (5)

B. Successive Group Decoding (SGD)

In the SGD, a subset of sub-messages is decoded with

treating the transmissions of the undecoded sub-messages

as interference at each stage. Define the sub-message set

Q , {(k, i)}K,I
k=1,i=1. Assume that the devices’ sub-messages

are divided into L groups, i.e., Ql , {(k, i)|(k, i) ∈ Q}, l =
1, . . . , L. There are Q1∪· · ·∪QL = Q and Q1∩· · ·∩QL = ∅.
The decoding order at the BS is Q1, . . . ,QL. If (k, i) ∈ Ql,

the BS will employ linear beamforming on the received signal

y for decoding sub-message xk,i,

x̂k,i =gH
k,iy

=gH
k,iHkv

√
pk,ixk,i + gH

k,iw

+gH
k,i

∑

(n,j)∈Ql∪...∪QL,(n,j) 6=(k,i)

Hnv
√
pn,jxn,j ,

(6)

where gk,i ∈ CM×1 denotes the beamforming vector for the

ith sub-message of device k. The SGD operates as follows.

• a) Initialize with inputs: l = 1,H1, . . . ,HK , and

Q1, . . . ,QL.

• b) For (k, i) ∈ Ql, estimate xk,j according to (6).

• c) Update y = y− ∑

(k,i)∈Ql

Hkv
(√

pk,ix̂k,i

)

and l = l+1.

• d) If l = L+ 1, stop, otherwise go to step b).

Therefore, the rate of (k, i) ∈ Ql is expressed as (7).

III. RESOURCE ALLOCATION FOR FAIRNESS

In this section, we focus on fair rate adaptation for the IRS-

aided uplink network. Specifically, we formulate the fair rate

adaptation as a max-min problem under the joint consideration

of decoding order and beamforming design (including receive

beamforming at the BS and phase-shift beamforming at IRS).



rk,i = log2






1 +

pk,i‖gH
k,iHkv‖22

∑

(n,j)∈Ql∪···∪QL,(n,j) 6=(k,i)

pn,j‖gH
k,iHnv‖22 + ‖gk,i‖22σ2






. (7)

A. Problem Formulation

To maximize the minimum rate among all devices, we

formulate the joint design of receive beamforming at the BS,

phase-shift beamforming at IRS, grouping order of decoding.

The max-min problem is as follows:

P0 : max
Ql,v,gk,i

min
(k,i)∈Q

rk,i

s.t.

2
∑

i=1

‖gk,i‖22 ≤ Pmax, ∀k,

|[v]n| = 1, n = 1, . . . , N, [v]N+1 = 1,

(8)

where Pmax is the maximum power limit. To facilitate the

solution design, we define Gk,i = gk,ig
H
k,i,V = vvH , where

Gk,i � 0, rank(Gk,i) ≤ 1, ∀(k, i) ∈ Q, V � 0, and

rank(V) ≤ 1. Then the rate can be rewritten as (9). Give the

definition uk,i and dk,i in (10) and (11), respectively. Then

we have rk,i = uk,i − dk,i. Finally, we introduce auxiliary

variables r and equivalently convert (P0) into the following

form,

P1 : max
Ql,V,Gk,i,r

r

s.t. (C1)
2

∑

i=1

tr(Gk,i) ≤ Pmax, ∀k,

(C2) Gk,i � 0, rank(Gk,i) ≤ 1, ∀(k, i) ∈ Q,
(C3) [V]nn = 1, n = 1, . . . , N + 1,

(C4) V � 0, rank(V) ≤ 1,

(C5) uk,i − dk,i ≥ r, ∀(k, i) ∈ Q,
where (C1) is the power constraint of receive beamforming.

(C2) and (C4) impose semidefinite and nonnegativity con-

straints of Gk,i and V, respectively. (C3) ensures the unit-

modulus constraints on the phase shifts. It is evident that

(P1) is an intractable non-convex problem due to the coupled

optimization variables in the objective function and the non-

convex unit-modulus constraints in (C3). Therefore, this non-

convex problem is hard to solve directly.

To solve this optimization problem, we adopt the AO

algorithm, which is widely used and empirically efficient

for driving the non-convex problem with coupled optimiza-

tion variables. Specifically, we decouple (P1) into three sub-

problems, i.e., receive beamforming optimization, phase-shift

beamforming optimization, and decoding order optimization.

Then we alternately optimize the three sub-problems until

convergence is achieved.

B. Optimizing Receive Beamforming

We aim to optimize receive beamforming for given phase-

shift beamforming and decoding order. Therefore, for given

V and Ql, the subproblem of (P1) is

P2 : max
Gk,i,r

r s.t. (C1), (C2), (C5). (12)

Note that the functions uk,i and dk,i are concave for Gk,i and

the concavity of dk,i makes the objective function non-convex.

The iterative successive convex approximation (SCA) is used

to address this problem. Specifically, we use SCA to linearly

approximate the dk,i as follows

dk,i(Gk,i) ≤ dk,i(G
r
k,i)

+ tr
(

(

∇Gk,i
dk,i

(

Gr
k,i

))T (

Gk,i −Gr
k,i

)

)

, drk,i(Gk,i),

(13)

where ∇Gk,i
dk,i(G

r
k,i) =

(

∑

(n,j)∈Ql∪···∪QL,(n,j)6=(k,i)

pn,jHnVH
H
n +Iσ2

)T

(

∑

(n,j)∈Ql∪···∪QL,(n,j)6=(k,i)

pn,j tr(HnVHH
n G

r
k,i

)+tr(Gr
k,i

)σ2

)

ln 2

and Gr
k,i is the local feasible point in the r-th iteration.

Eq.(13) gives an upper-bounded of dk,i by its first-order

Taylor expansion. Therefore, (C5) can be approximately

transformed into

uk,i(Gk,i)− drk,i(Gk,i) ≥ r, ∀(k, i) ∈ Q. (14)

However, due to the non-convex rank constraints in (C2),

problem (P2) is still a non-convex problem. To address this

problem, we exploit the penalty-based method [21] to handle

the rank constraint. To be specific,

rank(Gk,i) ≤ 1⇒ tr(Gk,i)− ‖Gk,i‖2 = 0. (15)

Then, we incorporate the constraint tr(Gk,i) − ‖Gk,i‖2 = 0
into the objective function (P2) by introducing a positive

penalty parameter ρ1, and obtain the problem (P2.1) as follows

P2.1 : max
Gk,i,r

r − 1

2ρ1

∑

(k,i)∈Q

(tr (Gk,i)− ‖Gk,i‖2) ,

s.t.(C1)

2
∑

i=1

tr(Gk,i) ≤ Pmax, ∀k,

(C2) Gk,i � 0, ∀(k, i) ∈ Q.
(C5) uk,i(Gk,i)− drk,i(Gk,i) ≥ r, ∀(k, i) ∈ Q.

(16)

According to Theorem 1, problem (P2.1) can obtain a rank-

one solution when ρ1 is sufficiently small.

Theorem 1: Let {Gs
k,i}(k,i)∈Q be the optimal solution of

(P2.1) with penalty parameter ρs. When ρs is sufficiently

small, i.e., ρs → 0, then any set of limit points {Ḡk,i}(k,i)∈Q

of the sequence {{Gs
k,i}(k,i)∈Q} is an optimal solution of

problem (P2).

Proof: Please refer to Appendix A.



rk,i = log2






1 +

pk,itr(HkVHH
k Gk,i)

∑

(n,j)∈Ql∪···∪QL,(n,j) 6=(k,i)

pn,j tr(HnVHH
n Gk,i) + tr(Gk,i)σ2






. (9)

uk,i , log2





∑

(n,j)∈Ql∪···∪QL

pn,jtr(HnVHH
n Gk,i) + tr(Gk,i)σ

2



 (10)

dk,i , log2





∑

(n,j)∈Ql∪···∪QL,(n,j) 6=(k,i)

pn,jtr(HnVHH
n Gk,i) + tr(Gk,i)σ

2



 . (11)

Note that the convexity of ‖Gk,i‖2 makes problem (P2.1)

still non-convex. Therefore, we replace ‖Gk,i‖2 with a lower

bound given by a first-order Taylor expansion of ‖Gk,i‖2, i.e.,

‖Gk,i‖2 ≥ ‖Gr
k,i‖2 + tr

(

αr
k,i(α

r
k,i)

H
(

Gk,i −Gr
k,i

))

,

where αr
k,i represents the eigenvector which corresponds to

the largest eigenvalue of Gr
k,i. Then we can approximate

problem (P2.1) as

P2.2 : max
Gk,i,r

r − 1

2ρ1

∑

(k,i)∈Q

(tr (Gk,i)− ‖Gr
k,i‖2

− tr
(

αr
k,i(α

r
k,i)

H
(

Gk,i −Gr
k,i

))

),

s.t. (C1), (C2), (C5).

(17)

It is observed that (P2.2) is a convex semidefinite program

(SDP) that can be efficiently solved by off-the-shelf solvers

such as the CVX toolbox.

C. Optimizing Phase-shift Beamforming

In this part, we aim to optimize phase-shift beamforming

for given receive beamforming and decoding order. For given

Gk,i and Ql, (P1) is reduced to

P3 : max
V,r

r s.t. (C3), (C4), (C5). (18)

As in Section III-B, we apply the SCA method to tackle

this problem. Specifically, by applying the first-order Taylor

expansion to dk,i(V), we obtain

dk,i(V) ≤ dk,i(V
r) + tr

(

(∇Vdk,i(V
r))

T
(V −Vr)

)

, drk,i(V),
(19)

where ∇Vdk,i(V
r) =

(

∑

(n,j)∈Ql∪···∪QL,(n,j)6=(k,i)

pn,jH
H
n Gk,iHn

)T

(

∑

(n,j)∈Ql∪···∪QL,(n,j)6=(k,i)

pn,j tr(HnV
rHH

n Gk,i)+tr(Gk,i)σ2

)

ln 2

and Vr is the local feasible point in the r-th iteration.

The only remaining obstacle to solving problem (P3) is the

non-convex rank constraint (C4). As in the case of optimizing

receive beamforming, we can also exploit the penalty-based

method to handle the rank constraint. To be specific,

rank(V) ≤ 1⇒ tr(V)− ‖V‖2 = 0. (20)

Then, we incorporate the constraint tr(V) − ‖V‖2 = 0 into

the objective function (P3) by introducing a positive penalty

parameter ρ2, which yields the following problem

P3.1 : max
V,r

r − 1

2ρ2
(tr (V)− ‖V‖2)

s.t.(C3) [V]nn = 1, n = 1, . . . , N + 1,

(C4) V � 0,

(C5) uk,i(V) − drk,i(V) ≥ r, ∀(k, i) ∈ Q.

(21)

According to Theorem 1, problem (P3.1) can obtain a rank-

one solution when ρ2 is sufficiently small. Note that the

convexity of ‖V‖2 makes problem (P3.1) still non-convex.

Denote λr represents the eigenvector that corresponds to the

largest eigenvalue of Vr . Then we can replace ‖V‖2 with a

lower bound given by a first-order Taylor expansion of ‖V‖2,

i.e.,

‖V‖2 ≥ ‖Vr‖2 + tr
(

λr(λr)H (V −Vr)
)

. (22)

The problem (P3.1) can be approximated as

P3.2 : max
V,r

r − 1

2ρ4
(tr (V)− ‖Vr‖2

− tr
(

λr
max(λ

r
max)

H (V −Vr)
)

)

s.t. (C3), (C4), (C5),

(23)

(P3.2) is a convex SDP and can be solved by existing CVX.

D. Optimizing Decoding Order

As we describe in Section II-B, SGD allows multiple

devices to be decoded jointly by the linear detection method in

each group, and it can have a higher rate than direct decoding

by linear detection methods. The decoding order is important

in SGD because it will decide the rate achievable region of

the system. Thus the objective of this part is to identify the

group decoding orders of devices under the constraints. For

given receive beamforming Gk,i, ∀(k, i) ∈ Q and phase-shift

beamforming V, problem (P1) can be written as

P4 : max
Ql,r

r s.t. (C5). (24)

In this section, we develop an algorithm to specify the decod-

ing order. In the proposed algorithm, the decoding order at

the BS is determined in a greedy fashion. Based on Section

II-B, in the l-th stage of the SGD, sub-massages in group
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Fig. 1. The minimum rate versus SNR with different L. There is K = 6 and pk,i =
1/2.

Ql are decoded. Therefore, in the l-th stage, we select the

combination of sub-messages that have the minimum sum rate

over all combinations of undecided sub-messages, i.e.,

Ql = arg min
V⊂Q\{Qk},k<l,|V|=q

∑

(k,i)∈Vc

rk,i, (25)

where Vc = Q\{Qk,V}, k < l and q is the size of Ql
1. The

greedy grouping algorithm is summarized in Algorithm 1.

Algorithm 1: Greedy Grouping Algorithm

1: Initialize: l = 1, Q = ∅, S = ∅, and G = Q.

2: Repeat

3: If l < L,

Ql = arg min
V⊂G,|V|=q

∑

(k,i)∈Vc

rk,i,

l = l + 1,

else

Ql ← G,

4: G ← G\Ql, Q ← {Ql,Q},
5: Until G = ∅.
6: Return Q.

E. Computational Complexity Analysis

In each iteration, (P2.2) and (P3.3) optimize beamforming

by the interior point method, so the computational complex-

ities are O(M3.5) and O((N + 1)3.5), respectively. (P4) is

solved by Algorithm 1, whose complexity can be represented

by O(L). Therefore, the computational complexity of the

proposed algorithm can be expressed as O(r((N + 1)3.5 +
M3.5 + L)), where r is the number of iterations.

IV. SIMULATION RESULTS

This section shows the simulation results of the proposed

AO algorithm. We set the antenna M = 16, the reflecting

element of IRS N = 16, and bandwidth Bs = 1MHz.

The complex path delay and the path gain follows τ
[·]
[·,·] ∼

U(0, 1/Bs) and β
[·]
[·,·] ∼ CN (0, 1), respectively. The simulation

results illustrate that SGD can improve the fairness of the

uplink rate.

Figure 1 shows the minimum rate as the signal-to-noise

ratio (SNR) increases with different L. It is observed that the

minimum rate increases as SNR increases. In the meantime,

increasing the number of groups L makes the minimum rate

1We can also give limit the size of Ql as |Ql| ≤ qmax, but this will lead
to increased complexity. To alleviate the complexity, we set the fixed number
of sub-messages in each decoding group to q.
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Fig. 2. The minimum sum rate for each device versus transmission power with different

K. There is L = 4, SNR= 10dB, and pk,1 + pk,2 = 1.

higher. When L = 1, the SGD is equal to the linear detection

algorithm. It is evident that even if L increases from 1 to 2,

the minimum rate has been significantly increased. Therefore,

SGD can strike a balance between linear detection and SIC

in complexity and fairness. Figure 2 illustrates the minimum

sum rate for each device versus the transmit power. Given

pk,1 + pk,2 = 1, the numerical results show that the sum rate

for each device is higher when pk,1/pk,2 = 3/7. It is worth

noting that when pk,1 = 0, the system becomes a conventional

NOMA. Moreover, the minimum rate decreases as the number

of devices K increases. It is because the interference is higher

as K becomes bigger. So it will be more important to apply

SGD to improve the QoS of communication.

V. CONCLUSION

In this work, we study resource allocation in an uplink IRS-

aided RSMA system. We apply SGD at the receiving end and

construct an optimization problem. By optimizing the receive

beamforming and phase-shift beamforming, the system can

improve rate fairness for uplink communication. At the same

time, the application of SGD also can provide reliable QoS.

Therefore, the proposed scheme is valuable for ultra-reliability

communication and is worth paying attention to it.

APPENDIX A

PROOF OF THEOREM 1

Define the the objective function as f({Gk,i}(k,i)∈Q), i.e.,

f({Gk,i}(k,i)∈Q) = r = min
(k,i)∈Q

uk,i(Gk,i)− drk,i(Gk,i).

Assume that {G∗
k,i}(k,i)∈Q is the optimal solution of (P2).

Then we have f({Gk,i}(k,i)∈Q) ≤ f({G∗
k,i}(k,i)∈Q) for all

Gk,i which satisfy tr(Gk,i) − ‖Gk,i‖2 = 0, ∀(k, i) ∈ Q. Let

g({Gk,i}(k,i)∈Q, ρs) and {Gs
k,i}(k,i)∈Q denote the objective

function and the optimal solution of (P2.1), respectively. With

penalty factor ρs, there is

g({Gs
k,i}(k,i)∈Q, ρs) ≥ g({G∗

k,i}(k,i)∈Q, ρs), (26)

which implies (27). Since {G∗
k,i}(k,i)∈Q is the optimal so-

lution of (P2) and therefore the rank-one constraint must

be satisfied, tr(G∗
k,i) − ‖G∗

k,i‖2 = 0, ∀(k, i) ∈ Q. The

above inequality is written as (28). For (k, i) ∈ Q, sup-

pose Ḡk,i is a limit point of sequence {Gs
k,i} and exist an

infinite subsequence S such that lims∈S Gs
k,i = Ḡk,i. By

taking the limit as s → ∞, s ∈ S on both side of (29),

(30) holds, where the left side holds due to the continuity



f({Gs
k,i}(k,i)∈Q)−

1

2ρs





∑

(k,i)∈Q

tr(Gs
k,i)− ‖Gs

k,i‖2



 ≥ f({G∗
k,i}(k,i)∈Q)−

1

2ρs





∑

(k,i)∈Q

tr(G∗
k,i)− ‖G∗

k,i‖2



 . (27)

f({Gs
k,i}(k,i)∈Q)−

1

2ρs





∑

(k,i)∈Q

tr(Gs
k,i)− ‖Gs

k,i‖2



 ≥ f({G∗
k,i}(k,i)∈Q) (28)

⇒
∑

(k,i)∈Q

tr(Gs
k,i)− ‖Gs

k,i‖2 ≤ 2ρs
(

f({G∗
k,i}(k,i)∈Q)− f({Gs

k,i}(k,i)∈Q)
)

. (29)

∑

(k,i)∈Q

tr(Ḡk,i)− ‖Ḡk,i‖2 = lim
s∈S





∑

(k,i)∈Q

tr(Gs
k,i)− ‖Gs

k,i‖2





≤ lim
s∈S

2ρs
(

f({G∗
k,i}(k,i)∈Q)− f({Gs

k,i}(k,i)∈Q)
) ρs→0

= 0.

(30)

of function
∑

(k,i)∈Q

tr(Gk,i) − ‖Gk,i‖2. In a result, there is

∑

(k,i)∈Q

tr(Ḡk,i) − ‖Ḡk,i‖2 = 0. So Ḡk,i is feasible for (P2).

By taking the limit as s→∞, s ∈ S on (28), we have

f({Ḡk,i}(k,i)∈Q) ≥ f({Ḡk,i}(k,i)∈Q)

− lim
s∈S

1

2ρs





∑

(k,i)∈Q

tr(Gs
k,i)− ‖Gs

k,i‖2



 ≥ f({G∗
k,i}(k,i)∈Q)

where ρs and tr(Gs
k,i)−‖Gs

k,i‖2 are non-negative. Therefore,

{Ḡk,i}(k,i)∈Q is a set of feasible points whose objective value

is no less than that of the optimal solution {G∗
k,i}(k,i)∈Q.

Therefore, {Ḡk,i}(k,i)∈Q is also an optimal solution for (P2).
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