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Admittance control for collaborative dual-arm manipulation

Sonny Tarbouriech∗† Benjamin Navarro∗ Philippe Fraisse∗

André Crosnier∗ Andrea Cherubini∗ and Damien Sallé†

Abstract— Human-robot collaboration is an appealing solu-
tion to increase the flexibility of production lines. In this context,
we propose a kinematic control strategy for dual-arm robotic
platforms physically collaborating with human operators. Based
on admittance control, our approach aims at improving the
performance of object transportation tasks by acting on two
levels: estimating and compensating gravity effects on one side,
and considering human intention in the cooperative task space
on the other. An experimental study using virtual reality reveals
the effectiveness of our method in terms of reduced human
energy expenditure.

I. INTRODUCTION

Letting several manipulator arms share the same
workspace and operate cooperatively brings the potential of
industrial robotics at a higher level [1]. As for humans, the
combination of two arms makes the realisation of complex
tasks possible [2], [3] and allows the manipulation of bigger
and heavier objects than what would have been feasible with
a unique arm [4].

Enabling physical human-robot collaboration has tremen-
dous potential and is particularly attractive for industrial
purposes [5]. Within the numerous applications, collaborative
carrying has raised great interest for its ability to facilitate
the transportation of bulky objects.

Many researchers have addressed the control problem
of a robot system handling an object in cooperation with
a human. Early work involving human-robot object co-
manipulation was done by Kosuge et al. [6]. They studied
the general case of several humans collaborating with a
multi-arm robotic system. Assuming a rigid grasp and no
relative motion between the arms, the mechanical impedance
of the commonly held object is controlled and the necessary
impedance for each robotic arm is deduced. Taking a similar
approach, the dual-arm mobile robot ”MR helper” is able to
collaborate with humans using wrench feedback from each
arm’s wrist [7]. The apparent impedance of the object is
estimated to generate the command in the task space.

The need for robotic assistance is particularly desirable
for moving cumbersome objects. In [8], the author proposes
a method to facilitate the cooperative manipulation of long
parts. By setting a virtual nonholonomic constraint at the
tip of the robotic arm, the object’s motion is restricted
to a plane to prevent sideslip. Combining horizontal and
vertical movements enables the 6 degrees of freedom (DOF)
manipulation of the object in 3D space. The load sharing
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during co-manipulation is also an important aspect and effort
sharing strategies have been proposed to improve the task
performance [9].

From a control point of view, more versatility often means
more complexity. A key element that emerges from previous
research is that setting up dual-arm collaboration requires an
appropriate task description. Initially introduced in [10], the
cooperative task-space representation has been commonly
adopted when dealing with dual-arm robots. Based on this
approach, a task is defined by way of meaningful variables
and can be kinematically solved using a dedicated Jacobian
matrix [11].

Recently, the cooperative task-space representation has
been used to perform physical human-robot collaboration
[12], [13]. A cooperative control scheme based on an
impedance law allows performing kinesthetic guiding oper-
ations. Adaptation of the stiffness along the trajectory grants
the human co-worker with more accuracy during critical
parts of the task.

In this paper, we propose to extend our dual-arm kinematic
controller presented in [14] to make it suitable for physical
human-robot collaboration. In particular, we focus on im-
proving the quality of interaction during the collaborative
carrying of an object.

First, assuming that wrench sensory information is avail-
able at the arms’ wrist, we perform the appropriate transfor-
mations to estimate external and internal wrenches applied
to the object. Using vision, we take into account the contact
point at which the interaction occurs to produce a motion that
better reflects the human intention. We also propose a method
to estimate and cancel the object’s gravity effects during co-
manipulation. This way, the external wrench generated by
the object’s mass does not interfere with human action.

The dual-arm controller implements an admittance control
law that uses the task space measures to process the com-
mand. Depending on how the parameters are tuned, different
control modes are available and can be selected indepen-
dently for each task variable. For instance, force control may
be combined with pose control to maintain an object with
the two arms while moving it in the workspace. Compared
to previous works on human-robot co-manipulation, the
decoupled control on the task space variables allows to better
manage the robot’s behavior, to enhance the safety and the
human feeling during the interaction.

We demonstrate the efficiency of our approach by perform-
ing experiments on a dual-arm robot. We evaluate the benefits
of our strategy through a table-moving scenario carried out in
collaboration with humans. Using virtual reality, we are able
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Fig. 1. Dual-arm kinematic control scheme. Based on the cooperative task representation [10], the absolute (subscript ’a’) and relative (subscript ’r’) tasks
are controlled. The Task Space Adapter converts measurements (superscipt ’m’) of joint positions mq and wrench mW1, mW2 at the wrist of each arm
into task space poses mxa, mxr , wrenches mWa, mWr and extracts task space Jacobian matrices mJa, mJr . The Dual-arm Controller then generates
the command (superscipt ’c’) at the task space level cẋa, cẋr from these feedback values and the desired (superscript ’*’) task space trajectory. Finally,
the inverse kinematics provides the joint velocity command cq̇ sent to the robot.

to quantitatively compare the task performance when taking
into account human intention or not. We point out that this
consideration leads to smooth and effortless interaction with
humans.

The paper is organized as follows. Section II gives an
overview of our kinematic control scheme for dual-arm
coordinated motions. Section III deals with wrench consider-
ations for human-robot collaborative carrying. In Section IV
we describe the task space admittance control law. We show
how safe the manipulation of objects and interaction with the
environment are possible. We present an experimental study
in Section V, showing the benefits of our method through
an object transportation scenario using computer vision and
virtual reality. Section VI states the conclusion and future
prospects.

II. DUAL-ARM CONTROL SCHEME

The framework for dual-arm collaborative manipulators
proposed in [14] relies on the online closed-loop control
scheme depicted in Fig. 1.

The proposed strategy uses wrench feedback. It allows
us to manage internal constraints to safely manipulate an
object without any risk of breakage but also to perceive
external forces, essential information to perform human-
robot physical interaction. We adapt the cooperative task
representation from [10] in a more robust and generic form
to specify dual-arm operations in terms of absolute task (i.e.
expressing the pose of any frame in the space with respect
to a fixed world frame) and relative task (i.e. expressing
the pose of one end-effector with respect to the other), as
depicted in Fig. 2.

The Task Space Adapter block is in charge of converting
feedback data coming from the robot into relevant infor-
mation in the task space. Joint position feedback mq is
interpreted by the Forward Kinematics process to evaluate
the current state in the task space: it outputs the poses
mxa, mxr and Jacobian matrices mJa, mJr linked with the
absolute and relative tasks, respectively.

Wrench mW1, mW2 (i.e., force and torques in opera-
tional space) measured at the tip of each end-effector are
transformed by the Wrench Adapter block to have meaning
in the task space through vectors mWa, mWr.

Given a task specification (e.g. waypoints to reach), the
Trajectory generator will provide desired poses x∗

a, x∗
r and

velocities ẋ∗
a, ẋ∗

r to follow for the task space variables. The
desired task space trajectory as well as the task space feed-
back are sent to the Dual-arm Controller which delivers the
joint command to the robot. This operation is decomposed
in two successive steps. First, the Task Space Command is
generated based on the admittance control law that we will
present in Section IV. The process can be tuned for each
task variable in order to choose between position, force, or
damping control modes.

Finally, the Inverse Kinematics block is processed. Based
on a Hierarchical Quadratic Programming (HQP) architec-
ture, relative and absolute tasks are treated in a prioritized
way to ensure the proper manipulation of objects. Joint limits
and collision avoidance are included as hard constraints to
be fulfilled at all times.

Throughout the rest of the document, we assume the
following:

• The absolute task expresses the end-effector pose of
Arm 1 with respect to some fixed world frame Fw (su-
perscript ”w”). The corresponding homogeneous trans-
formation matrix is Ta = Tw

1 .
• Arm 1 is taken as reference in the relative task definition,

leading to Tr = T1
2.

• W1, W2 are measured with F/T sensors mounted at
the arms’ wrist.

• Manipulated objects are firmly grasped by the two end-
effectors.

III. WRENCH FEEDBACK FOR COLLABORATIVE
MANIPULATION

Dual-arm mobile robots are particularly suited for trans-
porting large and heavy objects. The versatility of such
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Fig. 2. Cooperative tasks representation. The absolute task expresses the
pose of any arbitrary frame in the space (Fctrl) with respect to a fixed world
frame (Fref ). The kinematic chain associated with this task uses only one
arm and virtual links for joining the frames of interest. The relative task
expresses the pose of one end-effector (Fctrl) with respect to the other
(Fref ).

platforms can be better exploited by allowing human-robot
cooperation. Notably, co-manipulation of a shared object is
an interesting type of interaction in an industrial context.
This can be used to facilitate the displacement of an object,
by letting the human physically guide the robot towards the
target location without lifting the weight of the object. Also,
it can be applied to perform ”teaching by demonstration”
operations. This allows to quickly reconfigure the task of
the robot without programming.

To properly exploit the wrench information, it has to be
meaningful from the task space perspective. This conversion
is made by the Wrench Adapter block depicted in Fig. 1. To
improve the quality of the interaction during human-robot
collaborative carrying, this block implements sequential pro-
cesses to generate the cooperative task wrenches, as shown
in Fig. 3.

First, wrench feedback coming from sensors is interpreted
at the task frames. Then, the object weight is removed
from the external wrench, as this should not be considered
when interacting with the human. By knowing the interaction
location, external moments are finally adapted to follow
human intention.

Further, by performing damping control on selected abso-
lute task variables (see Section IV), the robot will follow the

motion driven by the human operator interacting with it.

Wrench Adapter

Task space conversion

Cancel object's gravity

Retrieve human intent

Fig. 3. The Wrench Adapter block is in charge of computing the cooperative
task wrenches Wa, Wr from wrench measurements at the end-effectors
W1, W2. After conversion in the task space, sequential operations are
performed to first remove object weight from the absolute task wrench W̄a

and then retrieve human intention from the absolute task moment M̂a.

A. Wrench evaluation in the task space

We detail here the role of the Task space conversion block
from Fig. 3.

Let us assume that an object is held by the two end-
effectors, as depicted in Fig. 4. Forces Fi

i and moments Mi
i

are perceived at the arms’ wrists (i = 1, 2) and gathered in
the wrench vectors W1

1 and W2
2 that we write for simplicity

W1 =
[
F1 M1

]T
and W2 =

[
F2 M2

]T
. By using the

principle of ”virtual sticks” [15], the forces F̄a and moments
M̄a exerted by the end-effectors at the absolute task frame
Fa are defined as:

{
F̄a = Fw

1 + Fw
2 ,

M̄a = Mw
1 + pw

1,a × Fw
1 + Mw

2 + pw
2,a × Fw

2 ,
(1)

where pw
1,a, pw

2,a, are vectors representing the ”virtual
sticks” joining at the absolute frame. The external wrench
W̄a =

[
F̄a M̄a

]T
corresponds to the resultant of all

wrenches of the system applied to Fa. It creates a linear
mapping from the wrenches perceived at the end-effectors
to the absolute task space.

The internal wrenches associated with the relative task do
not affect the movements of the absolute frame, i.e. act in
the null-space of W̄a. There exists an infinite number of
combinations of W1 and W2 that satisfy this condition. We
keep the same definition as in [15] to compute the internal
wrench vector W̄r =

[
F̄r M̄r

]T
:

Fr =
1

2
(F1

2 − F1
1),

Mr =
1

2
(M1

2 −M1
1).

(2)

The internal wrenches are neither affected by the object’s
gravity nor by the interaction with the human. Thus, the
vector W̄r computed at this point corresponds to the final
internal wrenches, such as W̄r = Wr.



B. Identification and cancellation of the objects’ gravity
effects

When performing physical interaction with kinesthetic
guidance through a commonly held object, its mass perma-
nently applies external wrenches that should not be inter-
preted as a human action.

To overcome this undesired behavior, we propose a prac-
tical method to estimate and then cancel the effects of the
payload.

Similarly to (1), the perceived external wrench in the
object’s frame Fo can be expressed with:

Ww
o =

[
Fw

1 + Fw
2

Mw
1 + Mw

2 + Fw
1 × pw

1,o + Fw
2 × pw

2,o

]
, (3)

where pw
1,o and pw

2,o denote the translation vectors going
from each end-effector to the object’s frame, expressed in
the world’s frame.

If we consider the manipulated object as a point mass
under the sole influence of gravity (interaction being done at
low speed/acceleration), this wrench can also be estimated
as:

Ŵ
w

o =

[
mg

Rw
o c×mg

]
, (4)

where m is the mass of the object, c its center of mass,
expressed in the object’s frame, and g the gravity vector in
the world frame.

When considering practical object manipulation, m and c
are generally unknown or not well known. To estimate their
parameters, one can collect measures while manipulating the
object and use them in a non-linear optimization problem.
Assuming that the grasping points are known, the problem
can be formulated as follows:

min
z

∥∥∥Ww
o − Ŵ

w

o

∥∥∥
2

s.t. m > 0,
(5)

where z is the vector of optimization variables:

z =

[
m
c

]
. (6)

Once z that satisfies (5) has been found, it can be used to
cancel objects’ gravity effects. This operation is performed
by the Cancel object’s gravity block from Fig. 3.

From the cooperative task perspective, the gravity effects
of the manipulated object do not influence internal wrenches.
They add however an additional component to the external
wrenches, which should be subtracted to avoid interfering
with the interaction.

Based on (1) and taking into account the objects’ gravity
effects, we can compute the external wrench vector W̃a =[
F̃a M̃a

]T
from which objects’ gravity effects have been

removed: {
F̃a = Fa −mg,

M̃a = Ma −Rw
o c×mg.

(7)

In (7), Rw
o is the rotation matrix expressing the center of

mass c in the world frame.
The external force is not influenced by the location of the

interaction during human-robot co-manipulation. The vector
F̃a computed at this point corresponds to the final external
force, so that F̃a = Fa.

Fig. 4. Assuming a rigid grasp, wrenches applied at the absolute frame
Fa are reconstructed considering the ”virtual sticks” p1 and p2. Thereafter,
external moments exerted by the human are retrieved from the ”virtual stick”
p3.

C. Retrieve human intention

During human-robot co-manipulation, the location on the
object where the human exerts a force (called interaction
point) has an incidence on what is perceived by the sensors.
Indeed, considering the principle of levers, a linear force
applied at some point of the object may create a moment at
the grasping points. The bigger the object is, the more the
perception is disturbed.

In [16], Dumora et al. proposed a statistical model to
identify the human intention during shared human-robot
collaborative task based on haptic measures only.

In this work, we assume that the interaction point is known
(e.g. using visual monitoring). Considering that the weight of
the object has been priorly canceled, it is possible to infer the
human intention by removing undesired components of the
external moment vector M̃a coming from the lever action.
In contrast with [16], this methods gives an accurate result.

Reusing the principle of ”virtual sticks”, one can easily
retrieve the external moments Ma applied at the interaction
point from the following equation:

Ma = M̃a + Fa × pw
3,a, (8)

where pw
3 is the translation vectors going from the absolute

task frame to the interaction point, as depicted in Fig. 4. Note
that the computed wrench is still associated with the absolute
task control point defined by Fa.



IV. TASK SPACE ADMITTANCE CONTROL

In an open-loop system, the task space command would be
directly issued from the trajectory generator and converted
into joint commands without worrying about the evolution
of the robot and the environment. However, in an unstruc-
tured workspace in which physical interaction with human
operators may occur, it is necessary to close the feedback
loop. As presented in the previous section, the feedback data
coming from the different sensors are interpreted in the task
space. Here, the feedforward trajectory is combined with this
information to adapt the command.

To let the robot interact with the environment, let us
consider virtual spring-damper mechanisms attached to each
control point, as illustrated in Fig. 5.

Fig. 5. Representation of the virtual spring-damper systems attached to
the relative and absolute task control points.

The task space control law is deduced from the virtual
spring-damper system dynamic equation:{

Wa = Ka∆xa + Ba∆ẋa,

Wr = Kr∆xr + Br∆ẋr,
(9)

In the remainder of this section, without loss of generality,
we will treat the general case of admittance control applied to
a single task space DOF (without distinguishing between the
absolute and relative task), as there is no coupling between
variables. Every term is now expressed as a scalar value. It
gives:

W = K∆x + B∆ẋ, (10)

with ∆x = x−x∗, ∆ẋ = ẋ− ẋ∗ being the error between
the current and desired (superscript *) task pose and velocity,
respectively. This equation relates the wrench W applied by
the spring-damper system on the control point and the pose
x of this control point by means of a proportional-derivative
controller. The stiffness K and the damping B are the gain
values for this DOF.

During dual-arm grasping of an object, it is often prefer-
able to regulate the internal stress to prevent any damage

to the object. To make this possible, we include the desired
wrench value term W ∗ in the previous equation:

∆W = K∆x + B∆ẋ, (11)

with ∆W = W −W ∗ expressing the error on the wrench
regulation.

To realize admittance control, (11) can be rewritten in the
following form:

ẋ = ẋ∗ + B−1(∆W −K∆x), (12)

V. EXPERIMENTAL STUDY

(a) Experimental setup

(b) Model of the user
skeleton.

(c) Virtual objects seen in the
HMD.

Fig. 6. Human-robot co-manipulation of a large object using damping
control. The interaction point is detected by the computer vision system.
The current and target location of the object are displayed in the Head
Mounted Display.

A. Scenario

The proposed approach has been evaluated through an
experimental study conducted on the dual-arm cobot BAZAR
[17]. To assess human intention consideration during co-
operative manipulation, we set up an original simulated
application scenario: selected participants were asked to
achieve interactive tasks with the robot in the form of a
table-moving scenario. The dual-arm robot is in charge of
maintaining the table from one side by regulating internal
efforts while the human operator grasps it on the opposite
side with only one hand. The objective is to move the object,
with damping control, from an initial pose in the space to
a final one. The human motion should remain as natural as
possible (taking the shortest distance to reach the goal and
applying reasonable efforts).

During the experiments, participants wear a head-mounted
display (HMD) in which the carried table is displayed both
at the current (solid) and goal (transparency) location, as



depicted in Fig. 6(c). The participants’ task is to bring
the solid object on top of the transparent one. The current
pose is tracked online and its visualization in the virtual
environment is updated continuously. This way, the user de-
termines the motion needed to complete the task. Participants
randomly execute the operation with/without the interaction
point consideration without knowing it. A screenshot of the
experiment is given in Fig. 6(a).

Three different operations have been elaborated for this
study. In any case, the relative task is kept in a constant
position on every component except for the z translational
axis for which the force is regulated (to maintain the object
properly). A damping term is added to the position control to
give some compliance to the system. From a constant initial
pose, a transform is applied to the absolute task for the three
different cases:

1) trany+: translation of 25 cm along y axis. The user can
move the object in the horizontal plane (in translation
and rotation).

2) tranz+: translation of 25 cm along z axis. The user can
move the object in the vertical plane in translation and
rotate around y axis.

3) rotz+: rotation of 0.5 rad around z axis. The user can
move the object in the horizontal plane (in translation
and rotation).

Video of the experiments is available at http://bit.
do/e3mxM.

B. Setup
The BAZAR robot is equipped with two 7-DOF Kuka

LWR4 arms. All experiments are performed on a computer
with an Intel(R) Xeon(R) E5-2620 v3 CPU running Linux
with the PREEMPT-RT patch. Our approach has been im-
plemented in C++ using the RKCL framework. The Fast
Research Interface Library (FRI)1 is used to communicate
with the Kuka arms, and the controller sample time was set
to T = 5 ms.

We tune the gains depending on the control mode: for
compliant pose control, we set B = 150, K = 250 for
forces and B = 25, K = 40 for torques; same gains are
used for damping controlled variables but the stiffness term is
removed (K = 0); for force-controlled variables, the stiffness
gain is also K = 0 while the damping term is B = 1000 for
forces and B = 500 for torques.

We use computer vision to estimate online the position of
the interaction point. The algorithm is based on the OpenPose
library [18] which extracts the set of 2D points composing
the skeleton of the persons present in a given color image.
By using a Microsoft Kinect V2 RGB-D camera, we can
reproject these 2D points in 3D using the depth information
provided by the sensor, as shown in Fig. 6(b). We use the
right-hand wrist as the interaction point since OpenPose
doesn’t provide a point for the hand itself. This allows us
to position the point of interaction with an accuracy of a
few centimeters2, which is sufficient for our application. In

1https://cs.stanford.edu/people/tkr/fri/html/
2Accuracy decreases with distance due to depth inacuraries

the case of occlusions, the last interaction point, expressed
in the absolute frame, is kept. This hypothesis holds as long
as the operator does not reposition his/her hand while the
occlusion occurs. By using an NVIDIA GTX 1080 Ti GPU,
we achieve around 7 estimations per second.

As mentioned in V-A, in order to get reproducible and
accurate results to validate the proposed approach, we set up
a virtual reality (VR) system to instruct the operator on the
task to achieve. This system is composed of an HTC Vive Pro
HMD, an HTC Vive tracker attached to the transported object
and two fixed Steam VR base stations. This VR system
was only used for validation purposes and is not required
in normal operations.

Fig. 7. Statistical data comparing several metrics for the three different
tasks when the interaction point is taken into account (orange) or not (blue).
Results showcase the benefits of our method since less effort is required by
the participants to achieve the tasks.

C. Results

Ten participants performed a total of 15 operations (five
for each case, selected in random order). Several criteria
have been evaluated and statistical results are given in Fig. 7.
Instantaneous power P has been obtained using the relation
P = |

−→
W ·

−→
ẋ | and the average energy Ē expended during

a time interval ∆t arises from Ē = P̄ ∗ ∆t; P̄ being the
average power supplied during the same time interval.

A general observation is that the interaction point con-
sideration greatly improves task performances. Indeed, the
various metrics indicate that all the tasks can be completed
effortlessly when the interaction point is known (orange bars)
while it is much more difficult otherwise (blue bars).

http://bit.do/e3mxM
http://bit.do/e3mxM
https://cs.stanford.edu/people/tkr/fri/html/


A closer look reveals that the differences are more notice-
able for the translation tasks for which the necessary energy
is between 2.5 (for the trany+ task) and 7.9 (for the tranz+
task) times higher when the interaction point is unknown.
By contrast, the gap is smaller for the rotation task with a
ratio of 1.5 for the average energy. The power consumption
is even equivalent in this case with around 0.3W on average.
Referring to (8), this can be explained by the fact that the
interaction point has an influence on the final wrench only in
the presence of translational forces. In practice, it is almost
impossible to apply perfect torque on the object without
exerting any residual translation. Thus, the surplus energy
supplied to complete the rotx task without interaction point
may result from the greater effort generated to compensate
for the translational error (1.3N against 0.6N), as the motion
is less intuitive in this case.

The task tranz+ is the one that shows the strongest contrast
when comparing the metrics. In particular, the maximum
values are extremely higher when the interaction point is
not taken into account. This is also the task in which
the data are the most irregular (highlighted by standard
deviation significant values). It seems that, depending on
the participant, the unwanted torque generated when the
interaction point is omitted creates some orientation error
that is not trivial to compensate. It would appear that a task
on the horizontal plane is easier to get under control when
some error occurs.

The completion time is not significantly influenced by the
method that is used, and is more dependent on the person
realizing the task.

VI. CONCLUSION

This paper addressed the problem of object co-
manipulation with a dual-arm robot, which is a very attractive
kind of human-robot collaboration for industrial purposes.
Indeed, combining the skills of humans (intelligence, ver-
satility) with the powerful capabilities of robots (precision,
repeatability) has a tremendous potential to increase the
productivity of the manufacturing industry.

However, physical interactions between robots and humans
have to be executed under adequate conditions to be natural
and efficient. For that purpose, we extended our previous
works on dual-arm kinematic control strategy to include
new considerations which aim at improving the quality of
cooperative tasks. Notably, we developed an online method
for estimating gravity parameters of the manipulated object.
Then, by applying some treatments on the wrench feedback
data during collaborative operations, we are able to com-
pensate the load exerted on the robotic arms to keep only
external efforts applied by the human.

Furthermore, the human’s contact location with the object
is crucial information allowing to retrieve his intention from
wrench measured at the arms’ wrist. An experimental study
has been elaborated to simulate a table-moving scenario
using a virtual reality system and computer vision to detect
the participant’s hands during co-manipulation. The results
clearly indicate that considering the interaction point is

beneficial for co-manipulation tasks as it is more intuitive
and thus requires less energy to be completed.

Future works will be dedicated to validate the approach
with different objects of various shapes and on more complex
tasks.
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