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ABSTRACT
Unsupervised domain adaptation (UDA) becomes more and
more popular in tackling real-world problems without ground
truth of the target domain. Though tedious annotation work is
not required, UDA unavoidably faces two problems: 1) how
to narrow the domain discrepancy to boost the transferring
performance; 2) how to improve pseudo annotation producing
mechanism for self-supervised learning (SSL). In this paper,
we focus on UDA for semantic segmentation task. Firstly, we
introduce adversarial learning into style gap bridging mecha-
nism to keep the style information from two domains in the
similar space. Secondly, to keep the balance of pseudo labels
on each category, we propose a category-adaptive threshold
mechanism to choose category-wise pseudo labels for SSL.
The experiments are conducted using GTA5 as the source do-
main, Cityscapes as the target domain. The results show that
our model outperforms the state-of-the-arts with a noticeable
gain on cross-domain adaptation tasks.

Index Terms— unsupervised domain adaptation, seman-
tic segmentation, self-supervised learning

1. INTRODUCTION

As a significant task in computer vision, semantic segmenta-
tion aims at producing pixel-wise labels for images, and has
been widely applied to many different scenes such as auto
driving and scene understanding. However, semantic seg-
mentation usually yields unsatisfying performance without
enough labeled training samples. What’s more, it’s very dif-
ficult to apply supervised semantic segmentation to the emer-
gent diverse applications since preparing the pixel-wise an-
notations is time-consuming and expensive. Therefore, su-
pervised learning based methods are unable to meet the re-
quirements of current image segmentation tasks.

Domain adaptation (DA) offers a solution for semantic
segmentation without huge amount of labeled training sam-
ples. It aims to apply a model pretrained on the source dataset
to generalize on the target dataset. However, there usually ex-
ists huge gaps among datasets, which can be categorized into
two folds: content-based gap and style-based gap. Content-
based gap is caused by inter-dataset amount and frequency
discrepancy of categories, which can be alleviated by choos-
ing datasets with similar scenes so that it is often neglected for
convenience. The style-based gap refers to the difference of
illumination, things’ texture and so on. However, modelling
the style information is still an open academic problem. It has

Fig. 1: Flowchart of category-adaptive domain adaption ap-
proach. Firstly, data from two domains are processed by
a style gap bridging mechanism based on adversarial learn-
ing, then to boost the performance of SSL, category-adaptive
thresholds are adopted to balance the probability of chosen
pseudo labels for each category.

been illustrated that the shallow layers of CNN extract low-
level features (e.g., edges) while the deep layers extract high-
level features (e.g., objects) [1]. Based on the fact that differ-
ent convolutional kernels are computed independently, most
literatures regard channel-wise statistics of extracted features
as the style information, such as correlation-based Gram ma-
trix [2], means and standard deviations (evaluated by AdaIN
[3]). Without loss of generality, in this paper, we adopt the
means to model the style information by global average pool-
ing process. However, narrowing the content-based gap is still
full of challenges.

Moreover, great advances have been achieved on domain
adaptation with SSL, whose key is pseudo labeling mecha-
nism. It solves the problem of lacking available annotations
on the target domain. CBST [4] introduces the amount of each
category as one optimization term so as to balance the proba-
bility of pseudo labels of each category. However, each iter-
ation of SSL requires the ordering operation, which is time-
consuming. BDL [5] directly sets a fixed confidence thresh-
old for all categories, and the pseudo labels are obtained when
corresponding confidence scores are above such a threshold.
However, the fixed threshold mechanism suffers from vary-
ing numbers of pseudo labels for different categories, which
unavoidably hurts the final segmentation performance. AD-
VENT [6] introduces the category-wise ratio priors on source
domain to guide the pseudo label selection. Nevertheless, it
still remains challenging to avoid choosing pseudo labels bi-
ased towards easy categories.

In this paper, to address the above issues, we propose
a category-adaptive domain adaptation approach for seman-
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Fig. 2: The framework of our proposed model. Noting that content-based gap is not taken into account, here we take two
datasets with regard to urban streetscape for example. The blue flow shows the process of the source domain images, while the
red flow shows the process of the target domain images. The encoder module and decoder module are shared for two domain
images, where the style extractor is achieved by global average pooling process. The model is firstly trained on the source
domain in a supervised manner. Then it is trained on the target domain with SSL, where the pseudo labels for each category are
filtered by the corresponding category-adaptive threshold.

tic segmentation, as illustrated in Fig. 1. First, adversarial
learning is introduced into style gap bridging mechanism, in
place of widely-used mean squared error (MSE) as an opti-
mization term [7, 8], since the high dimensional style vector
follows such a complex distribution that Gaussian distribu-
tion assumption is ill-suited. Further, to balance the proba-
bility of chosen pseudo labels for each category, we propose
a category-adaptive threshold method to construct pseudo la-
bels for SSL. The category-adaptive confidence thresholds are
learned for different categories according to their respective
contributions.

The main contributions of this paper are summarized as
follows:

1. We propose a style gap bridging mechanism based on
adversarial learning, which narrows the style-based gap
to help alleviate the domain discrepancy.

2. We propose a category-adaptive threshold mechanism
for pseudo labeling to help SSL on the target domain
images.

3. We conduct a series of experiments on cross-domain
segmentation task and verify the effectiveness and su-
periority of our method.

2. PROPOSED METHOD

The framework of our proposed model is shown in Fig. 2.
Firstly, the model is trained on both domain data, where the
style information between both domains is aligned as close as
possible. It is worth noticing that data of the target domain are
lack of pixel-wise domain annotations. Then pseudo labels

are chosen based on the prediction of pretrained model on
target domain. At last, SSL is conducted on the target domain
by virtue of chosen pseudo labels.

2.1. Style Gap Bridging Mechanism

The core of our encoder is to keep content information, mean-
while, decrease style information as much as possible, since
the semantic performance heavily depends on content infor-
mation. Therefore, it is reasonable to narrow the gaps of
style information between source domain images and target
domain images. In this paper, without loss of generality, we
leverage global average pooling as the style extractor in Fig.
2, since channel-wise statistics are demonstrated related to
style information [3]. Previous works [7, 8] usually apply
MSE as style constraints, however, MSE performs worse on
data with high dimensions and is limited by the linearity and
Gaussianity assumptions [9]. By contrast, adversarial learn-
ing is theoretically proved to narrow the gap between two
high-dimensional distributions. In practice, with the help of
style discriminators (i.e., D1

f and D2
f ), we apply adversar-

ial loss on style information S∗n extracted from 2 front sub-
encoder modules (i.e., E1

c and E2
c in Fig.2), where ∗ = s/t

denotes the source domain / target domain, n = {1, 2}.
2.2. Pseudo labeling for target domain

Here we propose a category-adaptive threshold method for
SSL. The idea is based on the hypothesis that the pretrained
model’s performances on different categories are different
because of the uneven prior distributions of different cat-
egories. For example, the category “road” accounts a lot



while the category “train” is just the reverse. Therefore, the
confidence threshold should vary among different categories.
Based on the clustering method of [10] where the threshold is
defined by the Euclidean distance between target features and
category centroids, we consider that each intra-category fea-
ture makes different contributions to the category centroids
because the prediction confidence varies. Consequently,
based on the given model’s output on the target domain
Pt ∈ RHt×Wt×C , we firstly define a confidence-weighted
target domain-based category centroid f l ∈ RC :

f l =
1

|P l|

Ht∑
h=1

Wt∑
w=1

C∑
c=1

ŷhwc
t Phwc

t , (1)

where P l denotes the collection of prediction confidence of
all pixels decided as l-th category, |P l| denotes the cardinal-
ity of P l. ŷhwc

t = 1[c=argmax
c′

phwc′
T ] , and 1 is the binary

indicator function.
Given f l in each category, our threshold is based on the

entropy distance. The entropy of prediction vector at the hth
row and wth column Phw

t ∈ RC is:

E(Phw
t ) = −

C∑
i=1

Phwc
t logPhwc

t . (2)

The entropy of category centroid f l, namelyE(f l) is sim-
ilar with Equation (2). Intuitively, E(Phw

t ) decreases as the
max confidence in Phw

t increases, consequently we choose
entropy-based threshold. Here we defined an indicator vari-
able mhwc

t to decide whether the prediction on current posi-
tion is chosen as available pseudo labels:

mhwc
t = 1[E(Phw

t )<E(f l)−M], (3)

where M is a manually fixed hyperparameter to control the
threshold for each category. When M increases, the number of
available pseudo labels decreases while the model will have
higher prediction confidence and vice versa.

2.3. Loss Functions

As mentioned above, the training process includes two
phases: domain adaptation training and SSL. Domain adap-
tation training process utilizes the following three losses:

Segmentation Loss. Here cross entropy function is ap-
plied to penalize the error between prediction ŷs ∈ RHs×Ws×C

and one-hot ground truth ys ∈ RHs×Ws×C :

Lseg = − 1

Hs ×Ws

Hs∑
h=1

Ws∑
w=1

C∑
c=1

yhwc
s log ŷhwc

s . (4)

Output-based Domain Adaptation Loss. Consistent
with BDL [5], we also leverage the original GAN loss in-
troduced by Goodfellow [11] as Ladv seg to achieve domain
adaptation on models’ output between the source domain
and the target domain, which is achieved by means of the
segmentation discriminator Dc.

Style Loss. To help the encoder module Ec extract style-
independent features, Lstyle also utilizes the original GAN

loss [11] to force the style information on the source domain
Ssn close that on the target domain Stn.

The loss function during domain adaptation training is
summarized as follows
L = λsegLseg + λadv segLadv seg + λstyleLstyle, (5)

where λs play a trade-off among these three terms.
During the SSL process, similar withLseg , Self-supervised

Loss Lssl also utilizes cross entropy function to make the
prediction on the target domain ŷt ∈ RHt×Wt×C as close as
possible to pseudo labels yt ∈ RHt×Wt×C :

Lssl = −
1

Ht ×Wt

Ht∑
h=1

Wt∑
w=1

C∑
c=1

mhwc
t ŷhwc

t logPhwc
t . (6)

3. EXPERIMENTAL RESULTS

Here we evaluate our model on “GTA5 to Cityscapes” task.

3.1. Datasets
GTA5 [12] includes 24966 synthetic images collected from
the game engine. GTA5 have 19-category pixel-accurate an-
notations compatible with target domain Cityscapes [13].

Cityscapes [13] is collected from streetscapes in 50 dif-
ferent Germany cities includes training set with 2975 images,
validation set with 500 images, testing set with 1525 images.
The former two sets contain pixel-wise semantic label maps,
while the annotations of testing set are missing. To validate
the performance of our model, during testing phase, we use
validation set instead of testing set.

3.2. Network Architectures and Implementation Details.

The whole framework of our model is shown in Fig. 2. The
encoder module follows DeepLab V2 [14] using ResNet101
[15] as backbone. The parameters are tuned based on weights
pretrained on ImageNet [16]. The discriminator Dc for
output-based domain adaptation applies PatchGAN [17] to
output a 16x downsampled confidence probability map rel-
ative to the input semantic segmentation map. The style
discriminator Df also utilizes PatchGAN [17], but it applies
four 1-D convolutional layers with kernel size of 4. All mod-
ules are parameter-shared except the style discriminators (i.e.,
D1

f and D2
f ), and segmentation discriminator Dc.

Note that the all game-synthetic source domain images
(GTA5 datasets) are firstly translated by CycleGAN [18]
module of BDL model [5]. SGD optimizer withmomentum =
0.9 is used to train encoder Ec and decoder modules, where
encoder Ec adopts learning rate lr = 2.5×10−4, the decoder
adopts lr = 2.5 × 10−3. For style discriminator Df and
segmentation discriminator, Adam optimizer is utilized with
β = (0.9, 0.99) and lr = 1 × 10−4. In addition, “poly”
policy for learning rate update with maxstep = 250, 000
and power = 0.9 is introduced to encoder Ec and decoder.
λseg, λadv seg, λstyle in Equation (5) are set 1, 1 × 10−3,
1 × 10−3, respectively. Style discriminator Df and segmen-
tation discriminator Dc utilize exponential decay policy to



Table 1: Comparison among different methods for “GTA5 to Cityscapes”
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mIoU
CBST[4] 89.6 58.9 78.5 33.0 22.3 41.4 48.2 39.2 83.6 24.3 65.4 49.3 20.2 83.3 39.0 48.6 12.5 20.3 35.3 47.0

Cycada [19] 86.7 35.6 80.1 19.8 17.5 38.0 39.9 41.5 82.7 27.9 73.6 64.9 19 65.0 12.0 28.6 4.5 31.1 42.0 42.7
ADVENT [6] 87.6 21.4 82.0 34.8 26.2 28.5 35.6 23.0 84.5 35.1 76.2 58.6 30.7 84.8 34.2 43.4 0.4 28.4 35.2 44.8
DCAN [20] 85.0 30.8 81.3 25.8 21.2 22.2 25.4 26.6 83.4 36.7 76.2 58.9 24.9 80.7 29.5 42.9 2.5 26.9 11.6 41.7
CLAN [21] 87.0 27.1 79.6 27.3 23.3 28.3 35.5 24.2 83.6 27.4 74.2 58.6 28.0 76.2 33.1 36.7 6.7 31.9 31.4 43.2

BDL [5] 91.0 44.7 84.2 34.6 27.6 30.2 36.0 36.0 85.0 43.6 83.0 58.6 31.6 83.3 35.3 49.7 3.3 28.8 35.6 48.5
Ours 91.7 51.1 85.0 38.7 26.7 32.1 38.1 34.6 84.3 38.6 84.9 60.7 32.8 85.2 41.9 49.8 2.8 28.5 45.0 50.2

update lr, where decay rate = 0.1, decay steps = 50000.
Two rounds of SSL are applied in our experiments.

3.3. Results

Quantitative results: The results of different related base-
lines are shown in Table 1. Consistent with previous work,
mIoU metric on 19 specific categories is adopted, where the
best result on each category is highlighted in bold. Our model
has a gain of 1.7 in overall mIoU rather than the state-of-the-
art BDL. In addition, compared to another category-balanced
SSL model CBST, our model brings +3.2% mIoU improve-
ment, which demonstrates the superiority of our proposed
pseudo labeling method.

(a) Image (b) GT (c) BDL(gta2cs) (d) Ours(gta2cs)

Fig. 3: Qualitative comparisons. From left to right: (a) Orig-
inal Cityscape images, (b) Ground truth, (c) BDL on “GTA5
to Cityscapes”, (d) Ours on “GTA5 to Cityscapes”.

Table 2: Ablation study on SSL and style constraints.

GTA5→ Cityscapes
model mIoU

original 44.6
original + adv 45.5

original + adv + SSL once 48.5
original + adv + SSL twice 50.2

Ablation Study: Our main contributions consist of a
novel pseudo labeling mechanism for SSL and adversarial
learning based style gap bridging mechanism. Table 2 illus-
trates the influence of each part, where “original” denotes the
model without these two parts, “adv” implies style constraints
in an adversarial manner and “SSL once” and “SSL twice”
refer to using SSL once and twice, respectively. It can be

seen that style constraints help improve the performance with
a gain of 0.9 on mIoU, which demonstrates that adversarial
learning indeed narrows the style gap between two domains.
In addition, SSL is also helpful to boost performance since
“SSL once” brings a gain of 3.0 and “SSL twice” achieves
50.2, which is 4.7% superior to that without SSL module.

In addition, to compare different style gap bridging mech-
anisms, we also conduct check experiments (no SSLs) with
the same settings. The results are shown in Table 3, where
“mean & std” refers to the channel-wise means and standard
deviations of given features. Note that our method does not
exploit second order statistics compared with the left two
methods but outperforms Gram matrix based and “mean &
std” based methods with a gain of 0.8 and 0.4, which demon-
strates the superiority of adversarial learning as the style gap
bridging mechanism compared to MSE constraints.

Table 3: Comparison on style gap bridging mechanisms

style gap bridging
mechanism style modeling mIoU

MSE Gram matrix 44.7
mean & std 45.1

adversarial learning mean (Ours) 45.5

Qualitative results: Some segmentation examples are
shown in Fig. 3. It can be clearly observed that our method
makes less visually obvious prediction errors than BDL,

4. CONCLUSION
In this paper, we proposed a style gap bridging mechanism
and category-adaptive threshold method for SSL on cross-
domain semantic segmentation task. The former utilizes ad-
versarial training to narrow the gaps of style information. The
latter makes the use of prior semantic distributions to dynami-
cally choose thresholds for self-supervised training on the tar-
get domain images, instead of applying fixed thresholds. A
series of experiments have shown the effectiveness and supe-
riority of our proposed model.
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