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ABSTRACT

Spatial-temporal local binary pattern (STLBP) has been widely
used in dynamic texture recognition. STLBP often encounters the
high-dimension problem as its dimension increases exponentially,
so that STLBP could only utilize a small neighborhood. To tackle
this problem, we propose a method for dynamic texture recognition
using PDV hashing and dictionary learning on multi-scale volume
local binary pattern (PHD-MVLBP). Instead of forming very high-
dimensional LBP-histogram features, it first uses hash functions
to map the pixel difference vectors (PDVs) to binary vectors, then
forms a dictionary using the derived binary vector, and encodes
them using the derived dictionary. In such a way, the PDVs are
mapped to feature vectors of the size of the dictionary, instead of
LBP histograms of very high dimension. Such an encoding scheme
could extract the discriminant information from videos in a much
larger neighborhood effectively. The experimental results on two
widely-used dynamic textures datasets, DynTex++ and UCLA,
show the superior performance of the proposed approach over the
state-of-the-art methods.

Index Terms— Dynamic texture recognition, Volume
LBP, Hashing, Dictionary learning, Multi-scale LBP

1. INTRODUCTION

Dynamic textures (DTs) refer to sequences of the image that
consists of repeated patterns related to time and space. DT
has been widely used in various applications such as video
retrieval [1], fire detection [2], and micro-expression analy-
sis [3]. Compared to static textures, DT classification poses
increased challenges because their appearance, organization
and motion information are not static but time-varying [4].
Consequently, a descriptive feature representation is a key to
the success of dynamic texture recognition.

Many methods have been developed for dynamic tex-
ture recognition, e.g., geometric properties computation [5],
local spatio-temporal filtering [6], dictionary learning [7],
deep convolutional neural network [8, 9], and various spatial-
temporal local binary patterns [10–15]. Among these, STLBP
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is most widely used in DT recognition. Zhao et al. developed
Volume Local Binary Pattern (VLBP) [10], which com-
bines the motion and appearance features together, instead
of analyzing each frame individually. However, the feature
dimension of VLBP increases exponentially with the number
of neighbors, which prevents VLBP from utilizing the infor-
mation in a large neighborhood. To reduce the feature dimen-
sion, LBP-TOP [10] was developed to extract LBP features in
three orthogonal planes. Inspired by LBP-TOP, various im-
proved STLBPs have been developed, e.g., MBSIF-TOP [11],
LPQ-TOP [12], and ASF-TOP [16].

LBP-TOP and its variants partially address the high-
dimension problem of VLBP, but the resulting dimension may
be still high, e.g., the dimension of LBP-TOP is 3×2P

2−1 for
a VLBP neighborhood of size P×P×P . In addition, as LBP
features are extracted independently from the three orthogo-
nal planes, the correlation information among the three planes
is lost, which leads to possible performance degradation.

To address these challenges, we propose a method using
PDV hashing and dictionary learning on multi-scale VLBP
(PHD-MVLBP). Firstly, the pixel difference vector (PDV) of
neighbors w.r.t. the center pixel is mapped to a binary vector
using hash functions. Both the hash functions and binary vec-
tors are jointly optimized so that the resulting binary vectors
are evenly distributed. Human knowledge on image/video
such as the uniformity of LBP codes [17] is embedded in
the optimization function. Then, clustering is performed on
the binary codes to construct a dictionary, and a histogram
feature for each video clip is derived using the learned code-
book. Multi-scale histogram features are extracted for neigh-
borhoods of different sizes. In such a way, the learned feature
representations aggregate the discriminant information using
all neighbors in the LBP neighborhoods, at different scales,
from all videos in the dataset.

The proposed PHD-MVLBP is compared with the state-
of-the-art methods on DynTex++ and UCLA datasets for dy-
namic texture recognition. It consistently outperforms all the
compared methods.
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Fig. 1. Overview of the proposed method. Pixel difference vectors (PDVs) are first generated by comparing neighbors with the
center pixel. The PDVs are then mapped to binary vectors using hash functions, where the binary vectors and hash functions
are jointly optimized. The generated binary vectors are then clustered to form a codebook, and each vector is encoded using the
derived dictionary. Finally, the nearest-neighbor classifier with cosine distance is used to classify dynamic textures.

2. PROPOSED METHOD

2.1. Problem Analysis of VLBP and LBP-TOP

Local Binary Pattern is a popular descriptor to represent the
local texture of an image [17–21]. To extend it to the spatial-
temporal textures, volume local binary pattern (VLBP), was
introduced by Zhao and Pietikainen [10]. The captured LBP
features are extended from the two-dimensional plane to
three-dimensional space, to capture the dynamic texture in-
formation. VLBP works well when analyzing video data
since it combines appearance and motion information [22].
But VLBP suffers from the problem of high dimensionality.
Given a volume neighborhood of P × P × P , its feature
dimension is as high as 2P

3−1. To tackle this problem, LBP-
TOP [10] was developed, but its dimension is still as high
as 3 × 2P

2−1. Several variants such as MBSIF-TOP [11],
LPQ-TOP [12], and ASF-TOP [16] may have similar high-
dimension issues. As a result, P is often limited to 3 in
practice, which limits the power of LBP feature descriptors.
Furthermore, as LBP features are extracted in three orthogo-
nal planes independently, the correlation information among
these three planes is lost, which may lead to a degradation in
classification performance, as evidenced later in experiments.

2.2. Overview of Proposed PHD-MVLBP

The proposed PHD-MVLBP aims to tackle the challenges of
VLBP and LBP-TOP, i.e., effectively extracting the discrim-
inant information from a volume of neighborhoods, without
exponentially increasing the feature dimension and losing the
discriminant information by splitting into three orthogonal

planes. Towards this end, instead of constructing the LBP
histogram features of high dimension, the whole pipeline is
redesigned, as shown in Fig. 1. Firstly, pixel difference vec-
tors (PDV) are extracted from local volume neighborhood by
comparing neighbors with the center pixel. Instead of di-
rectly thresholding the PDVs into binary vectors in traditional
LBP [10], PDVs are mapped to binary vectors using hash
functions, and binary vectors and hash functions are jointly
optimized. The optimization functions are carefully designed
so that human knowledge on LBPs are well incorporated into
the formulation. Secondly, the derived binary vectors are
clustered to form the dictionary and each vector is encoded
using the derived dictionary. Thirdly, multi-scale features are
extracted using the neighborhood of different sizes. Finally, a
simple nearest-neighbor classifier with cosine distance is used
to evaluate different LBP feature descriptors.

2.3. Mapping PDVs into Binary Vectors Using Hash
Functions

Firstly, PDVs are extracted by comparing neighbors with the
center pixel within a local neighborhood. Formally, give the
neighborhood of size P × P × P , the center pixel is Ic and
the neighboring pixels are I1, I2, . . . , IP 3−1, respectively,
the pixel difference vector x = [I1, I2, . . . , IP 3−1] − Ic ∈
RP 3−1. Iterating this process for all neighborhoods in all
videos could generate the PDVs X = [x1,x2, . . . ,xN ],
where xn is the n-th pixel difference vector and N is the
number of PDVs in the dataset. PDVs are capable of encod-
ing significant micro-patterns, such as edges and lines.

Secondly, we aim to map the PDVs into binary vectors
using hash functions. Inspired by Duan et al. [21], K hash



functions are used to map each xn into a binary vector bn =
[b1n, . . . , bkn]

T ∈ {0, 1}K×1. The k-th binary code bkn of
xn can be computed as,

bkn = 0.5× (sgn(wT
k xn) + 1), (1)

where wk ∈ RP 3−1 is the projection vector for the k-th func-
tion, sgn(v) equals to 1 if v ≥ 0 and −1 otherwise.

Based on the concept of uniformity in LBP [17], the num-
ber of transitions between code 0 and 1 should be minimized,
and hence the adjacent bits should be as equal as possible in
the generated binary vector. However, such restraint could
compel the learned binary code to all-zeros or all-ones, re-
ducing the discriminant power of binary codes. To address
this issue, we limit the sum of bitwise 0 or 1 switches in each
binary code. Even if small alternatives occur in the original
code X , the learned binary vector could still be stable with
this restriction. The objective function of feature representa-
tion is generated as follow,

minwk
J = J1 + λ1J2 + λ2J3 + λ3J4 (2)

=

N∑
n=1

‖
K−1∑
k=1

‖bkn − b(k+1)n‖
2 − 1‖2

+ λ1

N∑
n=1

K∑
k=1

‖(bkn − 0.5)−wT
k xn‖2

+ λ2

K∑
k=1

‖
N∑

n=1

(bkn − 0.5)‖2

− λ3
N∑

n=1

K∑
k=1

‖bkn − µk‖2

where µk is the mean of the k-th bit of all N PDVs, and λ1,
λ2 and λ3 are three parameters to balance the weight of differ-
ent terms. In our experiments, we set λ1 = 1000, λ2 = 100
and λ3 = 1000000 empirically. The minimization of the first
term, J1, attempts to make the adjacent bits of the learned bi-
nary codes as equal as possible and prevents all zeros or ones
from showing up in the codes. By doing so, the learned codes
could be more robust to noise. J2 is designed to minimize
the loss of energy during the projection process via reducing
the quantization loss. In order to make more information to
be present, the goal for J3 is to evenly distribute each feature
bit in the learned binary code. Furthermore, J4 could max-
imize the variance of binary codes to improve the indepen-
dency of projection vectors, so that the generated binary vec-
tors could carry as diversified information as possible. To find
the most appropriate W = [w1,w2, . . . ,wK ], a gradient de-
scent method is applied with the curvilinear search algorithm.
More specifically, the objective function in Eqn. (2) is opti-
mized iteratively, by fixing bkn while optimizing wk and by
fixing wk while optimizing bkn. In the beginning, {wk}Kk=1

is initialized as the top K eigenvectors of XXT . The algo-
rithm terminates after a fixed number of iterations.

2.4. Dictionary Learning for Binary Vectors

After deriving the binary vectors, they are clustered to form
the dictionary of D codewords. Then, each vector is mapped
to the nearest codeword. The histogram of codewords is used
as the feature representation. In such a way, instead of being
mapped to high-dimensional LBP-histogram features, PDVs
are mapped to binary vectors using hash functions first and
then mapped to histogram of codewords using the derived
dictionary. Finally, principal component analysis (PCA) is
applied to further compress the features and reduce the fea-
ture dimension. The derived features are less sensitive to il-
lumination variations and local alterations with stronger dis-
criminative power.

2.5. Multi-scale Feature Extraction

The proposed PHD-VLBP provides an effective scheme to
encode the PDVs of a large neighborhood. To make full use
of the discriminant information embedded in the dynamic tex-
ture videos, we propose a multi-scale scheme. We extract
features using neighborhoods of different P . The PDVs of
different scales are extracted and mapped to binary vectors of
each scale correspondingly. Then, a dictionary is learned for
each scale, and features extracted at different scales are con-
catenated. PCA is applied to the combined features to derive
the final multi-scale features.

3. EXPERIMENTAL RESULTS

The proposed method is compared with the state-of-the-art
methods on DynTex++ and UCLA datasets for dynamic tex-
ture recognition. The evaluation results are given in the fol-
lowing subsections.

3.1. DynTex++ dataset

The DynTex++ dataset [23] consists of a set of DT videos,
sampling from videos of the original DynTex dataset [24].
It categorizes the dynamic textures into 36 classes, where
each contains 100 videos. The size of the video texture is
50 × 50 × 50. For a fair comparison to existing methods,
the experimental settings in [25] are followed, where half of
the dataset is randomly selected as the training set and the
rest for testing. The experiment is repeated 5 times and the
average result is reported. VLBP [10] and LBP-TOP [10]
are closely related to the proposed method and chosen as the
baseline methods. MBSIF-TOP [25] achieves previous best
results and CVLBC [26] was published in a reputed journal
recently, and hence they are chosen for comparison as well.

Two scales, P = 3 and P = 5, are used for our method,
corresponding to a neighborhood of size 3 × 3 × 3 and 5 ×
5× 5, respectively. We report the results for these two scales
and PHD-MVLBP. The dictionary size and PCA dimension
are empirically set to 1500 and 500. The comparison results



Table 1. Comparison results between the proposed method
and other approaches on the DynTex++ dataset.

Method Accuracy

Distance Learning [23] 63.70%
DFA [27] 89.90%

VLBP [10] 87.35%
LBP-TOP [10] 93.20%
CVLBC [26] 91.31%

MBSIF-TOP [25] 97.17%

Proposed PHD-VLBP, P = 3 97.51%
Proposed PHD-VLBP, P = 5 97.10%

Proposed PHD-MVLBP 97.77%

are summarized in Table 1. Compared to VLBP [10] and
LBP-TOP [10], the performance gain of the proposed PHD-
MVLBP is 10.42% and 4.57%, respectively, which demon-
strates the effectiveness of the proposed method in extracting
the discriminant information in videos. Compared to the pre-
vious best method, MBSIF-TOP [25], the performance gain
is 0.6%. The proposed PHD-MVLBP also outperforms two
single-scale PHD-VLBP methods.

3.2. UCLA Dataset

The UCLA dataset [28] is a popular dataset for dynamic tex-
ture recognition. It consists of 200 DT sequences in total,
including 50 scenes, with 4 sequences for each scene. The ex-
ample dynamic textures are waterfalls, plants, swaying flow-
ers, fire, boiling water, and fountains. For each sequence,
there are 75 frames with 160× 110 pixels. In our experiment,
the dataset is cropped to contain the most motion among all
videos with the size of 75 × 48 × 48. Because of the in-
sufficient data in the UCLA dataset to train a robust projec-
tion matrix and dictionary, these two trained on the DynTex++
dataset, a much larger dataset, are used on the UCLA dataset.

3.2.1. 50-Class Breakdown

4-fold cross-validation is used, same as in [11, 23, 25]. As
shown in Table 2, many existing methods achieve almost per-
fect classification results on the UCLA-50 dataset. The pro-
posed methods, PHD-VLBP for P = 3 and P = 5, and PHD-
MVLBP, all achieve the perfect classification accuracy and
outperform all the compared methods.

3.2.2. 9-Class Breakdown

In the UCLA database, each scene is often captured several
times. Thus, the data in the UCLA dataset can be categorized
into nine classes: 8 videos for boiling water, 8 for fire, 12
for flowers, 20 for fountains, 108 for plants, 12 for sea, 4
for smoke, 12 for water, and 16 for waterfall. Similarly, as
in [25], half of the data are randomly chosen as the training,

Table 2. Comparisons between the proposed methods and
other approaches on the UCLA dataset with 50-class setting.

Method Accuracy

Distance Learning [23] 99.0%
KDT-MD [28] 97.5%
CVLBC [26] 99.5%

MBSIF-TOP [25] 99.5%

Proposed PHD-VLBP, P = 3 100.0%
Proposed PHD-VLBP, P = 5 100.0%

Proposed PHD-MVLBP 100.0%

Table 3. Comparisons between the proposed method and
other approaches on the UCLA dataset with 9-class setting.

Method Recognition accuracy rate

Distance Learning [23] 95.60%
VLBP [10] 96.30%

LBP-TOP [10] 96.00%
KDT-MD [28] 97.50%

MBSIF-TOP [25] 98.75%

Proposed PHD-VLBP, P = 3 98.65%
Proposed PHD-VLBP, P = 5 98.50%

Proposed PHD-MVLBP 98.90%

and the rest are used for testing. The experiment is repeated
20 times. To make full use of the information embedded
in videos, a video is divided into 5 non-overlapping sub-
videos with 15 frames in each sub-video. Majority vote is
used to combine the classification results of sub-videos. The
proposed PHD-VLBP for P = 3 achieves an accuracy of
98.65%, which significantly outperforms most of the com-
pared approaches such as VLBP [10] and LBP-TOP [10],
and it is comparable to the multi-scale feature descriptor,
MBSIF-TOP [25]. The proposed PHD-MVLBP slightly
outperforms the previous almost best-performed method,
MBSIF-TOP [25], by 0.15%. All these results demonstrate
the superior performance of the proposed feature descriptors
over the state-of-the-art methods for DT recognition.

4. CONCLUSION

To tackle the problems of high dimensionality of VLBP and
the potential information loss of LBP-TOP, we propose PHD-
MVLBP for dynamic texture recognition. Firstly, PDVs are
extracted and encoded into binary vectors using hash func-
tions, where binary vectors and hash functions are jointly op-
timized. Then, a dictionary is derived from the binary vec-
tors and used to encode the vectors. Multi-scale features are
extracted for the neighborhood of different sizes. The pro-
posed method could effectively extract spatial-temporal dis-
criminant information from videos. It is evaluated on Dyn-
tex++ and UCLA datasets and demonstrates superior perfor-
mance compared with the state-of-the-art methods.



5. REFERENCES

[1] Micha Haas, Joachim Rijsdam, Bart Thomee, and Michael
Lew, “Relevance feedback: perceptual learning and retrieval
in bio-computing, photos, and video,” 2004, pp. 151–156.

[2] G. Zhao, M. Barnard, and M. Pietikainen, “Lipreading with
local spatiotemporal descriptors,” IEEE Transactions on Mul-
timedia, vol. 11, no. 7, pp. 1254–1265, 2009.

[3] X. Li, X. Hong, A. Moilanen, X. Huang, T. Pfister, G. Zhao,
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