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ABSTRACT

The correlation between the sharpness of loss minima and gener-
alisation in the context of deep neural networks has been subject
to discussion for a long time. Whilst mostly investigated in the
context of selected benchmark data sets in the area of computer vi-
sion, we explore this aspect for the acoustic scene classification task
of the DCASE2020 challenge data. Our analysis is based on two-
dimensional filter-normalised visualisations and a derived sharpness
measure. Our exploratory analysis shows that sharper minima tend
to show better generalisation than flat minima –even more so for
out-of-domain data, recorded from previously unseen devices–, thus
adding to the dispute about better generalisation capabilities of flat
minima. We further find that, in particular, the choice of optimisers
is a main driver of the sharpness of minima and we discuss resulting
limitations with respect to comparability. Our code, trained model
states and loss landscape visualisations are publicly available.

Index Terms— acoustic scene classification, sharp minima, loss
landscape, generalisation, deep neural networks

1. INTRODUCTION

When training artificial neural networks (ANNs) on a specific task,
one of the key challenges lies in the network’s ability to generalise to
unseen data. As can be interpreted from the universal approximation
theorem [1], ANNs are well capable of representing the underlying
data distribution of any task. In practice –especially given a network
with enough depth– good fits of the training data with converging loss
values and perfect evaluation metrics are often easy to find. However,
this does not translate to unseen data, as the generalisation error can
vary hugely for almost perfect training loss and can be influenced
by the amount of training data, the choice of network architecture,
optimiser or batch size [2], among other things. Models with a high
generalisation gap are considered to be overfitted and often perform
even worse if the unseen data is out-of-domain (OOD). This can, for
instance, be observed in the yearly DCASE acoustic scene classifica-
tion (ASC) challenge, in which the organisers added new recording
conditions, such as different recording devices or cities, only to the
test data. Critically, model selection, in the form of choosing hyper-
parameters or ‘early stopping’, is predominantly performed based
on validation performance, which on its own can bring quite some
limitations as, for instance, reported for OOD performance [3].

An alternative perspective on model states can be gained by
examining the behaviour of loss functions. Specifically, some charac-
teristics of a model state’s minimum have been pointed out to show
an important connection to the generalisation error. Flatness and

sharpness play a particular role here, with flatter minima often be-
lieved to have better generalisation [4], at least since the work of
Hochreiter and Schmidhuber [5]. Intuitively, these terms are related
to the Hessian matrix, which contains all second-order derivatives, at
a given point of a function, for all directions and can thus represent
the local curvature behaviour of the function. Yet, an undisputed def-
inition of flatness and sharpness in the high-dimensional parameter
space of ANNs is still lacking. Nevertheless, several approaches to
quantify flatness and sharpness have been developed over the years,
but they have failed to paint a complete picture of the generalisation
capabilities based on geometry, as a universal correlation between
flatness and generalisation has been disputed [6, 7]. In particular
authors in [8] claim that the conclusion that flat minima should gen-
eralise better than sharp ones cannot be applied as is without further
context. Likewise, Andriushchenko et al.[9] recently observed in
multiple cases that sharper minima can generalise better in some
modern experimental settings.

Arguably, the most impactful sharpness measure, the ϵ-sharpness,
was introduced by Keskar et al. [2]. It decodes the information from
the eigenvalues of the Hessian matrix, while at the same time avoid-
ing the computation-heavy calculation of the Hessian matrix itself.
Alternative measures of sharpness include the consideration of local
entropy around a minimum [10] or of the size of the connected region
around the minimum where the loss is relatively similar [5]. Li et
al. [11] however show that a problem in the interpretability of sharp-
ness measures, such as the ϵ-sharpness, may lie in the scaling of the
weights. An apparent example is optimisers with weight penalties,
which enforce smaller parameters, and are thus more prone to distur-
bance, leading to sharp minima with good generalisation. In order
to overcome this limitation, they suggest to use filter-normalisation
for the visualisation of loss landscapes and argue that flatter min-
ima in low-dimensional visualisations with filter-normalised direc-
tions go hand-in-hand with better generalisation capabilities, even
when compared across different ANN architectures. Even though
this relationship is made evident in several instances on a qualita-
tive level, a quantitative measure of the sharpness in the context of
filter-normalisation and a corresponding analysis are not provided.

Beyond, a core weakness with respect to the universal validity
of the results in most previously mentioned contributions is that
experiments are limited to established benchmark data sets for image
classification, such as CIFAR-10 [12] or ImageNet [13], and should
thus be further verified in different research areas and contexts. In
this work, we focus on exploring the ASC task of the DCASE2020
challenge, which belongs to the same category of tasks as CIFAR-10
(10-class classification problem), but comprises a different modality
(audio instead of images) and more challenges of real-world data.

ar
X

iv
:2

30
9.

16
36

9v
2 

 [
cs

.S
D

] 
 1

5 
Ja

n 
20

24



The DCASE ASC challenge has seen tremendous influence on the
computer audition community [14]. The yearly updated data sets have
been the basis for ASC studies ranging from the development of new
model architectures [15] and the evaluation of model robustness [16,
17], to investigations of fairness in performance amongst different
recording devices and locations [3].

In this contribution, we suggest a new approach to quantitatively
measure the sharpness of a local minimum –or at least of the neigh-
bourhood of a ’well-trained’ model state– and find correlations to the
generalisability of ASC models. We design our experiments consid-
ering different architectures, training parameters, and optimisation
algorithms in order to address the following research questions:

• Is the sharpness derived from a two-dimensional filter-
normalised visualisation stable across random directions?

• How does the sharpness of ASC models correlate with the
generalisation error for in-domain (ID) and OOD data?

• Which hyperparameters of model training are drivers for sharp
minima?

These investigations might give insights relevant to the selection
of models that generalise better to OOD data, as well as drive the
understanding of different factors affecting this generalisation for
computer audition, which are both important open questions for ASC.

2. METHODOLOGY

2.1. Filter-Normalisation

The basis for our characterisation of minima are low-dimensional
filter-normalised visualisations of the loss minima as introduced in
[11]. The prerequisite for such a visualisation is an ANN with pa-
rameters θ, which was trained to a model state θ∗, close to a local
minimum of the loss function, given a training set X . The precise
minimum, however, will most likely not be reached in practice, given
a finite time for training, finite numerical precision, and in particular,
through techniques such as early stopping. The loss function around
the trained model state will nevertheless in most cases increase, when
varying any of the parameters θi of the network. With common
ANNs having millions or even billions of parameters, this leads to
very high-dimensional loss landscapes. The immediate surroundings
of the minimum can best be described with the Hessian matrix. The
high dimensionality however makes the calculation of the Hessian
matrix very computation-heavy and thus not practical [18], although
significant attempts are addressed in this direction [19].

Instead, a common approach to look at the loss landscape is
through low-dimensional visualisations. In two dimensions, this can
be realised through the choice of random Gaussian vectors δ and η,
both of the same dimension as θ, which are in the following used to
project the loss function as

f(α, β) = L(θ∗ + αδ + βη). (1)

By varying the scalar variables α and β, we can depict a 2-
dimensional projection of the loss landscape. However, Li et
al. point out some weaknesses of the visualisation, as different mod-
els –and even different model states of the same architecture– can
have differently scaled parameters, thus making them more or less
vulnerable to perturbations of the same magnitude [11]. Therefore,
they suggest adjusting the perturbations relative to the magnitude of
the weights, thus rescaling the random gaussian directions δ and η
choosing a filter-level normalisation. This can be formulated as

δi,j ←
δi,j
||δi,j ||

||θi,j ||, (2)
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Fig. 1: Visualisation of the two-dimensional filter-normalised loss
landscape for two different model states with different architectures
and training paradigms.

where the indices of δi,j and θi,j refer to the components of δ cor-
responding to the jth filter of the ith layer in a convolutional neural
network. Figure 1 shows two examples of filter-normalised loss land-
scapes in 2D around a minimum with α and β ranging from -1 to 1,
thus varying the filters of the network by around ±100%. We will
use plots of this kind for the following analyses with the adapted code
provided by the authors in [11]. As the filter-normalised plots are
solving the problem of different scales of filters, the authors claim
that flatter minima in this representation, despite the heavy reduction
in dimensionality, indicate better generalisation, which is underlined
with a qualitative analysis of several model states, trained on the
CIFAR-10 dataset.

2.2. Sharpness

In order to quantitatively evaluate these claims for our ASC problem,
we base our analysis on the ϵ-sharpness, which is prominently used
in the literature. This measure focuses on a small neighbourhood
of a minimum and computes the largest value potentially attained
by the loss function and is considered a good approximation of the
curvature of the minimum and thus, of the sharpness or flatness of
the minimum. Formally, it is defined as

sϵ =
maxθ∈B(ϵ,θ∗)(L(θ)− L(θ∗))

1 + L(θ∗)
× 100, (3)

where B(ϵ, θ∗) is a Euclidean ball centred on a minimum θ∗ with
radius ϵ, i.e., { θ ∈ Rn : ∥θ − θ∗∥ < ϵ } .

We follow (3) to calculate a quantitative sharpness measure of
the two-dimensional visualisation (obtained from (1) and (2)). We
will utilise this sharpness measure in the following to analyse the
influences certain experimental settings have on the sharpness of min-
ima and, further, what sharpness can tell us about the generalisation
of an ASC model on unseen data.

3. EXPERIMENTS AND DISCUSSION

3.1. Dataset

As our dataset, we use the development partition of the DCASE
2020 Acoustic Scene Classification dataset [20] and evaluate the
experiments based on the standard metric accuracy, which is defined
as the ratio of correctly classified samples over all samples. The
dataset includes 64 hours of audio segments from 10 different acoustic
scenes, recorded in 10 European cities with 3 real devices (denoted as
A, B, C), as well as data from 6 simulated devices (denoted as S1-S6).
We use the official training/evaluation splits with devices S4-S6 only
appearing in the test set (OOD). The data is evenly distributed across



cities, whereas device A (Soundman OKM II Klassik/studio A3) is
dominating over B, C, and the simulated devices. We extract 64-bin
log-Mel spectrograms with a hop size of 10 ms and a window size
of 32 ms, additionally resampling the 10 s long audio segments to
16 kHz.

3.2. Model training

Our initial experiments involved two convolutional neural network
(CNN)-based architectures, the pre-trained audio neural networks
(PANNs) CNN10 and CNN14 [21] both with random initialisation
and around 5.2 million and 80.8 million parameters, respectively,
which have frequently been applied to computer audition tasks, in-
cluding the DCASE ASC task [3, 21]. Their convolutional nature
is well in line with the CNNs for which the filter-normalisation was
developed. We explored widely-used optimisers, such as Adaptive
Moment Estimation (Adam) and stochastic gradient descent (SGD)
with momentum, as well as less common optimisation algorithms,
such as the second-order Kronecker-factored approximate curvature
(KFAC) [22] and gradient descent: the ultimate optimiser (GDTUO)
[23]. KFAC utilises approximations to the Hessian matrix to improve
convergence speed, while GDTUO automatically adjusts hyperparam-
eters using a stack of multiple optimisers, which in this case involves
two stacked Adam optimisers, called hyperoptimisers. However, both
KFAC and GDTUO resulted in higher computational costs in terms
of runtime and memory requirements per optimisation step. We ran a
grid-search for hyperparameters as manifested in Table 1, leading to
overall 38 trained model states. Besides the learning rate, we used
default parameters for the optimisers, with SGD using a momentum
of 0.9.

In all cases, the training was stopped after 50 epochs and the best
model state of the epoch with the highest accuracy on the develop-
ment set used for testing. The training is implemented in PYTORCH
1.13.1+cu117 and models were trained on a NVIDIA GeForce GTX
TITAN X and a NVIDIA TITAN X (Pascal), both with 12GB RAM.
The training time per epoch mostly varied depending on the chosen
optimiser, ranging from approximately four minutes for the SGD and
Adam optimisers to slightly over six minutes for KFAC, and up to
around 18 minutes for GDTUO. Our code and trained model states
are publicly available1.

Table 1: Overview of the grid search parameters for model training.

Network CNN10, CNN14
Optimiser SGD, Adam, GDTUO2, KFAC3

Learning Rate 10−3, 10−44, 10−55

Batch Size 16, 326

Random Seeds 42, 43

3.3. On the robustness towards random directions

Even though not emphasised by the authors of the filter-normalisation
method, the choice of the random Gaussian direction should have

1https://github.com/EIHW/ASC_Sharpness
2Learning rate refers to the highest optimiser on the stack for GDTUO,

since this is not a hyperoptimiser.
3GDTUO and KFAC are only applied to the CNN10 architecture, due to

hardware limitations.
4Not applied to SGD due to suboptimal convergence.
5Only applied to KFAC due to suboptimal convergence of other optimisers.
6Not applied to KFAC due to hardware limitations.
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Fig. 2: Distribution of sharpness-measures. Each bar indicates the
mean sharpness value with the standard deviation of a trained model
state in three two-dimensional plots with different random directions.

some impact on the measured or perceived sharpness of a given
minimum. To mitigate this impacts in similar settings the authors
in [24] use more directions in the parameter space, while in [25],
it is suggested to analyse projections along Hessian directions as
an alternative method. Nevertheless, most interpretations of the
sharpness of minima are limited to (statistics of) a low-dimensional
analysis and often show consistent trends across different random
directions [26], [27], [28]. We tested the robustness of our sharpness
measure by calculating it based on three plots with different random
directions. In order to stay in line with the visual argumentation of
the plots, as well as the characteristics of the filter-normalisation, we
chose a neighbourhood of radius 0.25 to calculate the sharpness. Due
to the high computational costs of such visualisations, the resolution
was set to 0.025 in each direction, leading to 121 loss values per
visualisation. The time required to compute one sharpness value in
this scenario is around 45 minutes on a single NVIDIA A40 GPU
with 16GB RAM.

Figure 2 shows the mean sharpness and standard deviation for
each trained model based on three different plots per model. Most
model states show a relatively low standard deviation compared to
the mean sharpness, allowing us to further interpret the sharpness in
different settings. A few exceptions with high standard deviations
indicate some limitations of this approach, which might, however,
be mitigated by sampling more sharpness-measures per model. Sim-
ilar analyses of the stability of sharpness-measures with respect to
different random directions have previously been reported [27].

3.4. On the impact of sharpness on generalisation

In order to gain insights into the generalisation capabilities of flat
and sharp minima in ASC, we plot the test accuracies of the trained
model states against their mean sharpness value in Figure 3. We
thereby consider the accuracy for ID and OOD separately. To that
end, we define OOD performance as the accuracy evaluated on the
devices not represented in the training data, namely S4, S5, and S6,
whilst ID performance is evaluated on the devices A, B, C, S1, S2 and
S3, which are known at training time. Note that all discussed model
states show a nearly 100% accuracy on the training data, such that
one minus the test accuracy can be interpreted as the generalisation
gap. Firstly, we note a tendency that, in our experiments, sharper
minima show a better generalisation than flat minima. This is a rather
surprising finding, as most of the existing literature reports preferable
characteristics of flat minima in the computer vision domain, e.g.,
[5], [10], [2], [29], [30], [31], [32], whilst only few studies report

https://github.com/EIHW/ASC_Sharpness


0 100 200 300 400 500 600

Mean Sharpness

0.40

0.45

0.50

0.55

0.60

0.65

A
cc

u
ra

cy

ID OOD

Fig. 3: Correlation plot between sharpness of minima (the higher, the
sharper) and test accuracy for all trained models. Showing best-fit
line and 95% confidence intervals for different models.

on good generalisation in context of sharp minima [33, 9]. Further
investigations are necessary to unravel, whether our results are an
indication of a general disparity of the impact of sharpness on gen-
eralisation in acoustic scene classification and image classification.
Critical differences in the learning of computer audition models com-
pared to computer vision models have been reported in our previous
work: when fine-tuning a CNN for a computer audition task, the
first layers were subject to more changes than the later layers [34].
This finding contradicts the common understanding, resulting from
computer vision analyses, of earlier filters being trained to recog-
nise low-complexity objects, such as edges, and are thus transferable
without major changes amongst different tasks.

Moreover, this effect seems to be considerably higher for OOD
accuracy compared to ID accuracy, as we observe a correlation of
.49 in the former and a correlation of .28 in the latter case. Based
on our exploratory analysis, we hypothesise that flatter minima are
over-optimised for the ID devices –in particular, device A which
dominates the training set– and thus fail to generalise well to unseen
devices. Nevertheless, the reasons for positive correlations between
sharpness and generalisation are not obvious at this moment and
should be further looked into.

3.5. On the impact of hyperparameters on sharpness

As a final aspect, we analyse the impact of the choice of different hy-
perparameters or experimental settings on the sharpness and compare
these to the corresponding impact on test accuracy. Figure 4 suggests
that both sharpness and accuracy are similarly affected by the training
parameters. Certain hyperparameters lead to a higher value in both
subplots compared to the other hyperparameters in the group, except
for the batch size. This result is in line with our previous findings of
sharper minima tending to have better generalisation. However, upon
closer examination, it becomes apparent that the amount by which
both subplots are affected by a certain group can vary considerably,
as the selection of optimisers seems to have the highest impact on
sharpness, which is not the case for the test accuracy. This provides
us with some insights about when a deduction of generalisation from
sharpness might be more reasonable, as, for instance, different opti-
misers seem to bring different tendencies in sharpness, which might
not fully translate to generalisation. A remarkable similarity between
average mean sharpness and average test accuracy can, however, be
observed for the two model architectures, whose sharpness derives
from a different(-dimensional) loss landscape. Note that the choice
of learning rates and optimisers were not independent of each other,
which limits their separate expressiveness.
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Fig. 4: Disaggregated distribution of mean sharpness and accuracy
across hyperparameters. Each bar averages the mean sharpness or
accuracy of all trained models states, grouped by the different types
of hyperparameters.

3.6. Limitations

One of the limitations of our approach lies in the robustness of the
sharpness measure, which might, however, be overcome by more
efficient implementations, allowing for the consideration of addi-
tional random directions. Beyond that, a more thorough analysis of
the convergence status of models and its impact on the sharpness
measure and generalisation seems desirable. Especially, consider-
ing that not all experimental details could be investigated in depth,
this contribution can only be a piece in the debate about flat versus
sharp minima in ASC in particular and computer audition in general.
Beyond, the reasons for good generalisation capabilities of sharp
minima in our exploratory study need to be further investigated as
the impact of individual hyperparameters on the training needs to be
better understood.

4. CONCLUSIONS

In this contribution, we explored the sharpness of minima in the loss
function for acoustic scene classification models and its impact on the
generalisation capabilities in different, practice-relevant, experimental
settings. We found that for our trained models, sharper minima
generalised better to unseen (in particular to OOD) data, which has
rarely been observed in the computer vision domain. Our approach
shows some limitations, as for instance, the choice of optimisers has a
higher impact on the sharpness of minima than on the generalisation.
In future work, we plan to focus on more efficient and interpretable
implementations of sharpness measures and to better understand
individual effects of hyperparameters before our findings can be put
into practice.
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