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Abstract—In this paper, the problem of primary scrambling
code (PSC) allocation in wideband code-division multiple access
(WCDMA) self-configuring small cell networks is studied using
tools from game theory. In this game, it is shown that when the
number of available scrambling codes is larger than or equal
to the number of small cells, globally optimal and individually
optimal PSC allocations always exist and coincide with the set
of Nash equilibria. In the converse case, it is shown that an
individually optimal PSC allocation might not exist. However,
the existence of a global optimal allocation is always ensured.
Here, the notion of individual optimality corresponds to the case
in which small cells cannot reduce their probabilities of code
confusion by changing their own PSC choices. On the other hand,
the notion of global optimality refers to the case in which no other
PSC allocation can reduce the probability of code confusion. The
second contribution is a pair of algorithms based on the notion
of trial and error learning that allow the achievability of an
individually optimal PSC allocation, if it exists, or a globally
optimal allocation otherwise. Both algorithms present attractive
properties independently of the network topology and the ratio
between the numbers of PSCs and active small cells in the
network.

I. INTRODUCTION

The problem of primary scrambling code (PSC) selection
has become one of the most prominent problems in wideband
code-division multiple access (WCDMA) cellular networks
due to the evolution of these systems towards partially or
fully decentralized networks [1]. Typically, in cellular systems
such as UMTS and HSPA, PSCs are used as the main cell
identifiers and thus, neighboring cells must use different PSCs
in order to facilitate cell association and handovers [2]. In
current systems, the allocation of PSCs is done manually [3] or
using centralized algorithms based on the ideas of cluster reuse
techniques [4], [5], graph coloring [6] or similar algorithms.
As long as the PSC management is performed in a centralized
fashion, there always exists an optimal allocation, that is, an
allocation that minimizes the PSC confusion in the network.
However, the inclusion of self-configuring small-cell systems,
often deployed in an ad hoc and unplanned manner, constrains
the centralized approach and requires the PSC management to
be done in a decentralized fashion.

Decentralized PSC management is particularly troublesome
for the following reasons. First, as small cells might be
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deployed in the same coverage area of legacy macrocells, a
subset of all available PSCs must be reserved for the use of
small cells. Moreover, this set of PSCs must be included in the
neighbor cell list (NCL) of all legacy macrocells. In order to
avoid long NCLs and thus reduce the neighbor detection and
cell association time, often the set of PSC reserved for small
cells is small. This implies that in high density networks, there
often exist more small cells than available PSCs. Second, as
small cells are deployed dynamically without following any
network planning, PSC management must be dynamic which
can significantly increase the demand of network signaling
among small-cells. Hence, PSC management must be both
dynamic and low/zero demanding in terms of message passing
requirements among small cells.

The problem of decentralized PSC management has been
formalized for the first time in [7] as a decentralized optimiza-
tion problem. Therein, several mechanisms for decentralized
PSC allocation are proposed. However, as acknowledged by
the authors in [7], often those mechanisms fail to achieve
a scrambling code (SC) allocation that minimizes the code
confusion as the number of small base stations increases. In
this paper, we use tools from game theory to re-formulate
the decentralized PSC allocation problem as a game in a
strategic form and we introduce the notions of individually
and globally optimal PSC allocations. An individually optimal
allocation refers to the case in which players cannot reduce
their probability of code confusion by changing their own PSC
choices. This recasts the notion of Nash equilibrium in the
game. We refer to [8] for a comprehensive discussion on the
relevance of the notion of equilibrium. A globally optimal PSC
allocation refers to the case where no other PSC allocation can
reduce the probability of code confusion, which recalls the
notion of welfare maximization. The existence of at least one
globally optimal PSC allocation is always ensured. Moreover,
we show that in low-density networks, where there are at least
as many PSCs as small cells, any individually optimal PSC
allocation is also globally optimal and vice versa. Conversely,
when there are more small cells than PSCs, the existence of
an individually optimal PSC allocation is not ensured, and if
it exists, it is not necessarily globally optimal.

The main difference between individual and global opti-
mality of PSC allocations often can be described in terms
of fairness. For instance, to achieve a globally optimal PSC
allocation, some small cells must forego maximization of
their individual probabilities of code confusion. That is, an
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individually optimal PSC allocation can be seen as the most
fair allocation, while a globally optimal allocation can be
interpreted as the most efficient allocation. Given the relevance
of these two types of PSC allocations, we use the notions of
trial and error learning [9]–[11] to provide fully decentralized
algorithms that achieve either an individually optimal PSC
allocation, if it exists, or a globally optimal PSC allocation.

II. PROBLEM FORMULATION

Consider a set K = {1, . . . ,K} of small base stations
aiming to autonomously choose their SCs. There exists a
finite set of A SCs that must be reused throughout the
network. We associate to each SC one of the elements of
the set A = {1, . . . , A} for its identification. For ease of
presentation, we assume that small base stations use unique
scrambling codes which corresponds to the case in which
small cells do not implement any cell sectorization. We denote
by ak ∈ A the index of the scrambling code chosen by
small base station k. A full code allocation is denoted by the
vector a = (a1, . . . , aK) ∈ AK . Small base station k gathers
observations rk(`j) of the receiver signal code power (RSCP)
reported by device j located in coordinates `j ∈ R+ via the
corresponding common pilot channel (CPICH). This measure
is used to determine the strength of the signal of small base
station k at location `j . Small-base station k calculates the
ratios mkj ∈ R+, for all j ∈ K, where

mkj = max
`∈Lk

rk(`)

rj(`)
, (1)

and Lk is the set of locations where small base station k was
able to observe the RSCP. Note that when mkj → 0, base
station k must avoid using the same SC as base station j.
On the contrary, when mkj → ∞, base station k becomes
more tolerant to using the same SC used by base station
j. This is basically because, a large mkj might refers to a
sufficiently large distance from cell k to cell j and thus it
yields a low probability of code confusion. Note also that, a
ratio mjk might differ from mkj depending on the network
configuration. Often, this parameter depends on the propaga-
tion conditions, antenna design and physical implementation
parameters such as the height and tilt of the antennas of each
base station.

The aim of small cell k is to autonomously choose its SC
according to mk1, . . . ,mkK in order to minimize the coding
confusion in the network.

III. GAME FORMULATION

We model the problem of SC selection in small cell net-
works using tools from game theory. Consider a game in
normal form,

G =
(
K, {A}k∈K , {uk}k∈K

)
, (2)

and let the sets K and A be the set of small base stations and
the set of SCs, respectively. That is, in the game G, players
are the small base stations and the actions of each player are
the choices among the available SCs. In the following, we
indifferently refer to the small base stations as players and

vice versa. An outcome of the game is indeed a full set of
SCs a ∈ AK to which we refer as an action profile. Often,
with a slight abuse of notation, for a given proper subset
S of K, with |S| = S, we write a = (aS ,a−S), where
aS = (an1

, . . . , anS
) and ns ∈ S for all s ∈ {1, . . . , S}.

Similarly, a−S = (an1
, . . . , anK−S

) with ns ∈ K \ S for all
s ∈ {1, . . . , A − S}. When, S is a singleton, for instance
S = {k}, we write a = (ak,a−k).

The interest of each player is to maximize its utility function
uk : AK → R+ defined as follows:

uk(ak,a−k) =
K∑
j=1

wkj1{ak 6=aj}, (3)

with wkj = 1
mkj

> 0. Note that uk(ak,a−k) → 0 implies
that all small base station are using the same SC. Conversely,
uk(ak,a−k) → uk,max, with uk,max =

∑K
j=1 wkj , the

maximum achievable utility, implies that small base stations
use different SCs from each other. A full SC allocation a∗

is an optimal allocation from the point of view of small base
station k if the utility uk(a∗k,a

∗
k) is maximized by the SC ak

given the choices of all the other small base stations a∗−k. This
game outcome corresponds to the notion of Nash equilibrium
(NE), which we define as follows,

Definition 1 (Nash Equilibrium in Pure Strategies): An
action profile a∗ is an NE if, for all players k ∈ K and
∀a′k ∈ A,

uk(a∗k,a
∗
−k) > uk(a′k,a

∗
−k). (4)

A. Existence of the NE
The existence of an equilibrium in the game G is strongly

related to the number of small base stations and available SCs.
For instance, in the case in which there are at least the same
number of SCs as small base stations (A > K), then several
equilibria might exist. Indeed, a full code allocation a, with
aj 6= ai, for all (i, j) ∈ K2 and i 6= j is an NE. In the converse
case (A < K), which might be the case for dense networks, an
NE simply might not exist. We provide an example to illustrate
this case.

Example 1: Consider a network with K = 3 small base
stations and A = 2 scrambling codes. The achieved utilities
are described in the following tables. Note that if the

P1\P2 a2 = 1 a2 = 2
a1 = 1 (0, 0, 0) (w12, w21 + w23, w32)
a1 = 2 (w12 + w13, w21, w31) (w13, w23, w31 + w32)

Fig. 1. Utilities achieved in the game G =
(
K, {A}k∈K , {uk}k∈K

)
with

action profiles of the form (a1, a2, 1). Here for any tuple (x1, x2, x3), xi =
ui(a1, a2, 1), for all i ∈ {1, 2, 3}. Player 1 choose rows and player 2 chooses
columns.

coefficients of the utility functions simultaneously satisfy, at
least, the following conditions: w12 < w13, w23 < w21 and
w31 < w32, then an NE does not exists.

The reasoning above leads us to the following result.
Lemma 1 (Existence of the NE): The game

G =
(
K, {A}k∈K , {uk}k∈K

)
has at least one NE when

A > K. Conversely, when A < K, the existence of one NE
is not ensured.
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P1\P2 a2 = 1 a2 = 2
a1 = 1 (w13, w23, w31 + w32) (w12 + w13, w21, w31)
a1 = 2 (w12, w21 + w23, w32) (0, 0, 0)

Fig. 2. Utilities achieved in the game G =
(
K, {A}k∈K , {uk}k∈K

)
with

action profiles of the form (a1, a2, 2). Here for any tuple (x1, x2, x3), xi =
ui(a1, a2, 2), for all i ∈ {1, 2, 3}. Player 1 choose rows and player 2 chooses
columns.

B. Multiplicity of the NE

In Example 1, we have shown that, depending on the
coefficients of the utility functions wij , an NE might or might
not exist when K > A. However, when K 6 A, the existence
of at least one equilibria is guaranteed. That is, an action
profile a∗ such that for all (i, j) ∈ K2 with i 6= j, a∗j 6= a∗i
always exists. This corresponds to the case in which each small
base station uses a different SC. In this particular case, if a∗

is an NE, then for all k ∈ K,

uk(a∗k,a
∗
−k) =

K∑
i=1

wki = uk,max. (5)

Note that if player k unilaterally deviates from a∗ and uses
another SC such that ak = a∗i , with i ∈ K \ {k}, it follows
that

uk(a∗k,a
∗
−k)− uk(ak,a

∗
−k) > wki, (6)

and thus, under the assumption that wij > 0 for all (i, j) ∈ K,
an SC allocation a∗ is an equilibrium if and only if every small
base station uses a different SC. Interestingly, in this case, all
the NEs achieve the same utility (6), which is the maximum
achievable utility. This reasoning leads to the following result.

Lemma 2 (Multiplicity of the NE): Let ANE ⊆ AK be the
set of NE of the game G =

(
K, {A}k∈K , {uk}k∈K

)
, with

A > K, and assume that for all (i, j) ∈ K2, wij > 0. Then,

|ANE| =
A!

(A−K + 1)!
, (7)

and for all k ∈ K, uk(a∗k,a
∗
−k) = uk,max.

In the case in which K > A, it is also possible to observe
the existence of several equilibria, as we shall see later in
Example 3. Indeed, an interesting point in Example 3 is that
even if several NE exist, they can lead to the same individual
utilities. This implies that no preference for a particular NE
can be established. However, for a large number of small base
stations and SCs, the number of equilibria can be significantly
large and often, at each NE, small base stations obtain different
utilities. We shall illustrate this observation in Example 2 in
the next section. In this context, the natural question is then
how to select a particular NE. In the following section, we
analyze thoroughly this issue.

IV. OPTIMAL SCRAMBLING CODE SELECTION

A. Global and Individual Optimality

A scrambling code allocation is individually optimal if it
is an NE. That is, given the SCs adopted by all small base
stations no small base station can improve its own utility by
selecting another SC. To analyze the global optimality of a

given SC allocation, we define a function g : AK → R to
which we refer as the welfare function. We define g as follows:

g(a) =
K∑
i=1

ui(a) 6
K∑
i=1

ui,max.

We use the welfare function to define the optimality of an
SC allocation.

Definition 2 (Optimal SC Allocations): An SC allocation
a∗ is said to be globally optimal if it maximizes the welfare
function. That is, for all a′ ∈ AK , g(a′) 6 g(a∗).

Note that when an SC allocation a is globally optimal, it
assigns different SCs to the pairs of base stations (i, j) for
which the parameters wij or wji are among the highest in the
network. That is, the pairs of small base stations (i, j) whose
ratios of RSCP measures mji or mij are among the weakest
in the network use different SCs. This clearly minimizes the
probability of code confusion in the network.

From Lemma 1, under the assumption that A > K, it
becomes clear that any NE of the game G is a globally optimal
SC allocation. Moreover, any globally optimal SC allocation
is an NE. In the converse case (K > A), an SC allocation that
is an NE might not necessarily be globally optimal. Moreover,
a globally optimal SC allocation is not necessarily an NE. We
provide the following example to elucidate this observation.

Example 2: Consider a network with K = 4 small base
stations, A = 3 scrambling codes and the following network
parameters: w12 = w21 = w13 = w31 = w24 = w42 =
w34 = w43 = w, w14 = w41 = w1 and w23 = w32 =
w2. Then, under the conditions that w1 < w2 < w, the SC
allocations a(1) = (1, 2, 2, 3) and a(2) = (1, 2, 3, 1) are both
NEs. However, g(a(1)) < g(a(2)) which implies that a(1) is
an NE but it is not globally optimal. On the contrary, it can
be verified that a(2) is both an NE and a globally optimal SC
allocation.

Example 3: Consider a network with K = 3 small base
stations and A = 2 scrambling codes. The achieved utilities
are presented in Fig. 1 and 2. Note that if the coefficients of the
utility functions simultaneously satisfy, at least, the following
conditions, w12 < w13, w21 < w23, w31 < w32 and w23 +
w32 < w12 +w21, then the action profiles a(1) = (1, 1, 2) and
a(1) = (2, 2, 1) are both NEs and for all i ∈ K, ui(a(1)) =
ui(a

(2)). However, these NEs are not globally optimal given
that g(a(1)) = g(a(2)) < g(1, 2, 2).

An interesting trade-off between global and individual op-
timality would be the type of SC allocations a∗ that satisfy
the following condition:

a∗ ∈ arg max
a∈ANE

g(a). (8)

That is, individually optimal SC allocations that are the
closest to a globally optimal SC allocation. We refer to the
SC allocations that satisfy the condition in (8) as welfare-
maximizing individually optimal SC allocations.

V. ACHIEVING OPTIMAL SC ALLOCATIONS

In this section, we describe a set of mechanisms that allow
small base stations to achieve welfare-maximizing individually
optimal SC allocations and globally optimal SC allocations in
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a fully decentralized fashion [12]. Before we start, we clarify
that time is divided into equal-length intervals indexed by n ∈
N. At interval n, small base station k can update its SC choice
ak(n) and it is able to calculate the value of its achieved utility
uk(ak(n),a−k(n)). A discussion of how to measure the RCSP
and obtain uk(ak(n),a−k(n)) is presented in [7].

A. Achieving Welfare Maximizing Individually Optimal SC
Allocations

In Appendix B, we briefly describe the notion of learning by
trial and error (TE) first introduced in [9], and lately refined in
[10]. In the following, we refer to the TE algorithms presented
in [10] as TE type I (TE-I). Our main result is presented in
the following theorem.

Theorem 1: Assume all players of the game G =(
K, {A}k∈K , {uk}k∈K

)
use trial and error learning (TE-I)

with experimentation rate ε > 0. Then,
(i) if G has at least one NE, at every stochastically stable
network state, the network uses a welfare maximizing and
individually optimal SC allocation.
(ii)if G does not have an NE, at every stochastically stable
network state, the network uses a globally optimal SC alloca-
tion.

In Theorem 1, the notion of stochastically stable state must
be understood as a network configuration that is observed
during a large proportion of the time the network is active.
As we shall see in the next section, this proportion is often a
function of the experimentation rate of the algorithm TE-I.

Finally, the proof of Theorem 1 follows from the fact that
the game G is finite and interdependent (see Appendix A) and
Theorem 1 in [10].

B. Achieving Globally Optimal SC Allocations

In Appendix C, we briefly describe the refinement of the
notion of learning by trial and error presented in [11] to which
we refer as TE type II (TE-II). The main result regarding the
achievability of globally optimal SC allocations is presented
in the following theorem.

Theorem 2: Assume all players of the game G =(
K, {A}k∈K , {uk}k∈K

)
use trial and error learning (TE-II)

with ε > 0. Then, at every stochastically stable network state,
the network uses a globally optimal SC allocation.

The proof of Theorem 2 follows from the fact that the game
G is finite and interdependent (see Appendix A) and Theorem
1 in [11].

VI. CONCLUSIONS

The problem of decentralized PSC allocation in WCDMA
self-configuring small cell networks has been formulated as a
strategic game. In the case of low-density networks, that is,
when the number of available scrambling codes is bigger than
the number of small cells, it has been shown that both globally
optimal and individually optimal PSC allocations always exist
and coincide with the set of Nash equilibria. In the case of
high-density networks, it is shown that an individually optimal
PSC allocation might not exist, however the existence of a

globally optimal allocation is always ensured. Two algorithms
based on the notion of trial and error learning have been
presented as candidates for allowing the achievability of an
individually optimal PSC allocation, if it exists, or a globally
optimal allocation otherwise. Both algorithms present impor-
tant properties such as ensured convergence independently of
the topology of network and the number of PSCs or small
cells in the network.
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APPENDIX A
INTERDEPENDENCY OF THE GAME G

In this appendix, we show that under the assumptions that
wij > 0 for all (i, j) ∈ K2, the game G is interdependent.
Roughly speaking, we show that there does not exist a bi-
partition of the set K such that players in one set do not interact
with the players of the other set.

Assume that there exist two subsets K(1) ⊂ K and K(2) =
K \ K(1) such that there exists a pair of action profiles a∗ =
(a∗K(1) ,a

∗
K(2)) and a′ = (a′K(1) ,a

∗
K(2)) that satisfies for all

j ∈ K(2),

uj(a
∗
K(1) ,a

∗
K(2)) = uj(a

′

K(1) ,a
∗
K(2)). (9)
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We evaluate the difference ∆j(a
′,a∗) = uj(a

∗
K(1) ,a

∗
K(2)) −

uj(a
′

K(1) ,a
∗
K(2)). We have

∆j(a
′,a∗) =

∑
i∈K(1)

wji1{a∗j 6=a∗i } +
∑
`∈K(2)

wj`1{a∗j 6=a∗`}

−
∑
i∈K(1)

wji1{a∗j 6=a′i} −
∑
`∈K(2)

wj`1{a∗j 6=a∗`}

=
∑
i∈K(1)

wji

(
1{a∗j 6=a∗i } − 1{a∗j 6=a′i}

)
. (10)

Now, under the assumptions that K(1) 6= ∅ and wij 6= wk` for
all (i, j, k, `) ∈ K4, with (i, j) 6= (k, `), it follows that

∆j(a
′,a∗) 6= 0, (11)

which contradicts the assumption in (9) and proves that such a
partition K(1) and K(2) cannot exist. This completes the proof.

APPENDIX B
TRIAL AND ERROR - TYPE I [9] (TE-I)

In TE-I learning, for all k ∈ K, player k implements a state
machine. At time interval n, a state is defined by the triplet:

Zk(n) = {mk(n), āk(n), ūk(n)} , (12)

where mk(n) represents the “mood” of player k, that is, the
way it reacts to the observation of its achieved utility; and
āk ∈ A and ūk ∈ [0, 1] represent a benchmark action and
benchmark utility, respectively. There are four possible moods:
content (C), watchful (C−), hopeful (C+), discontent (D),
and thus, mk(n) ∈ {C,C+, C−, D}. We use the notation
X ⇐ Y to indicate that variable X takes the value of variable
Y .

If at stage n player k is content, it uses the benchmarked
action āk(n) with probability (1 − ε) and experiments a
new action a′k(n), with probability ε. The utility achieved
with action a′k(n) is observed in the next time interval and
we denote it by u′k(n + 1). If a player experiments and
u′k(n + 1) < ūk(n) then Zk(n + 1) ⇐ Zk(n), otherwise if
u′k(n+ 1) > ūk(n), then, with probability εG(u′k(n+1)−ūk(n)),
it modifies its own benchmarks as follows: ūk(n + 1) ⇐
u′k(n + 1) and āk(n + 1) ⇐ a′k(n). Here, G(·) is a strictly
decreasing function that satisfies 0 < G(·) < 1

2 .
If at stage n player k observes an increment or decrement in

its utility without having experimented at the previous stage,

then the mood becomes hopeful or watchful, according to the
following rule: (i) if u′k(n+ 1) > ūk(n) then, mk(n+ 1)⇐
C+, āk(n + 1) ⇐ āk(n) and ūk(n + 1) ⇐ ūk(n); or (ii) if
u′k(n+1) < ūk(n), then mk(n+1)⇐ C−, āk(n+1)⇐ āk(n)
and ūk(n+1)⇐ ūk(n). If player k observes an improvement
also at the next stage (i.e., u′k(n+ 2) > ūk(n+ 1)), then the
mood switches to content and the benchmark utility is updated
with the new one: mk(n+2)⇐ C and ūk(n+2)⇐ u′k(n+1).
On the contrary, if u′k(n + 2) < ūk(n + 1), then the mood
switches to discontent: mk(n+ 2)⇐ D.

If player k is discontent, it always takes a new action a′k(n).
When the corresponding utility u′k(n + 1) is observed, with
probability εF (u′k(n+1), it sets up the following parameters:
mk(n + 1) ⇐ C, ūk(n + 1) ⇐ u′k(n + 1) and āk(n + 1) ⇐
a′k(n + 1). With probability (1 − εF (u′k(n+1)) it continues
experimenting. The function F is a strictly decreasing function
that satisfies, 0 < F (u) < 1

2K .

APPENDIX C
TRIAL AND ERROR - TYPE II [11] (TE-II)

In TE-II learning, for all k ∈ K, player k implements a state
machine similar to the case of TE-I. However, in this case,
players only have two moods: content (C) and discontent (D).
We describe the state dynamics as follows.

If at stage n player k is content, it chooses action a′k(n)
following the probability distribution

πk,ak =

®
εc

|Ak|−1 if āk 6= ak
1− εc if āk = ak.

(13)

where, πk,ak = Pr (a′k(n) = ak). If player k uses its bench-
marked action, i.e, a′k(n) = āk and u′k(n + 1) = ūk(n)
then Zk(n + 1) ⇐ Zk(n). Otherwise, it adopts a new
benchmarked action and utility: ūk(n + 1) ⇐ u′k(n + 1) and
āk(n + 1) ⇐ a′k(n). With probability ε1−u

′
k(n+1) it sets up

mk(n+ 1)⇐ C and with probability 1− ε1−u′k(n+1), it sets
up mk(n+ 1)⇐ D.

If player k is discontent, then it chooses its action a′k(n)
with uniform probability among all its possible choices. More-
over, independently of the benchmarked action āk(n) and util-
ity ūk(n), it updates them as follows: ūk(n+ 1)⇐ u′k(n+ 1)
and āk(n + 1) ⇐ a′k(n). With probability ε1−u

′
k(n+1) it sets

up mk(n + 1) ⇐ C and with probability 1 − ε1−u′k(n+1), it
sets up mk(n+ 1)⇐ D.


