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Abstract

In the previous work, the problem of finding gate
delays to eliminate glitches has been solved by lin-
ear programs (LP) requiring an exponentially large
number of constraints. By introducing two additional
variables per gate, namely, the fastest and the slow-
est arrival times, besides the gate delay, we reduce the
number of the LP constraints to be linear in circuit
size. For example, the 469-gate c880 circuit requires
3,611 constraints as compared to the 6.95 million con-
straints needed with the previous method. The re-
duced constraints provably produce the same exact
LP solution as obtained by the exponential set of con-
straints. For the first time, we are able to optimize all
ISCAS’85 benchmarks. For the c7552 circuit, when
the input to output delay is constrained not to in-
crease, a design with 366 delay buffers consumes only
34% peak and 38% average power as compared to
an unoptimized design. As shown in previous work,
the use of delay buffers is essential in this case. The
practicality of the design is demonstrated by imple-
menting an optimized 4-bit ALU circuit for which the
power consumption was obtained by a circuit-level
simulator.

1. Introduction

The topic of this paper is the reduction of dynamic
power in CMOS circuits. When an input vector is
applied to the primary inputs (PI), the requirement
for each gate is to produce one or no output transi-
tion. However, in reality they produce many tran-
sitions. These extra transitions are caused by the
differential delays of paths leading to the inputs of
the gates. This subject is widely discussed in recent
books [7, 9, 16,18,20].
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Among various methods for minimizing the dy-
namic power is the balanced delay method in which
we equalize the delays of all paths incident on a gate.
When a signal fans out, its delay affects several paths
and balancing may require insertion of delay buffers
on selected fanout branches. While buffers consume
power they allow the balancing without increase in
overall delay of the circuit. An alternative to the bal-
anced delay method is the hazard filtering [1]. If a
pulse of width lesser than the inertial delay of the
gate is incident on a gate input then that would be
suppressed or filtered by the gate and this is known
as the filtering effect of a gate [26]. Thus, by adjust-
ing the inertial delay to be greater than the differ-
ential path delay of arriving inputs at the gate, the
glitches can be eliminated. Clearly, the overall delay
constraint will increase.
A combination of both delay balancing and hazard

filtering has been tried by Agrawal et al. [2]. They
describe a linear programming model to generate con-
straints for hazard filtering while keeping the overall
delay within limits. Consider a gate with two inputs
1 and 2. The minimum transient energy (MTE) con-
dition for this gate ensures that the delay difference
between path P1 and path P2, arriving at inputs 1
and 2, respectively, is not greater than the inertial
delay (d) of the gate:

|
∑

P1 path

gate delays −
∑

P2 path

gate delays| ≤ d

Such a condition must be satisfied for all pairs of
paths terminating at the inputs of all gates. Thus,
if the sets P1 and P2 have k1 and k2 elements, re-
spectively, then there are at least k1× k2 constraints
for that gate. As the level of gate increases k1 and
k2 increase and hence the number of constraints for
the gate increases exponentially with the size of the
circuit. Additional constraints are used to hold the
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overall circuit delay within limits,
∑

PI→PO path

gate delays ≤ maxdelay

where maxdelay is a design parameter. Once again
the number of these constraints increases exponen-
tially. This high complexity limits the model from
optimizing large circuits.
Another technique is known as transistor sizing [5,

6, 8, 10, 21,24,27]. By sizing, we mean the width and
length of the transistor that change the driving capac-
ity and thus the delay of the transistor. This method
does not add any buffers but solves the problem in
a large dimensional space by treating all transistors
as parameters and numerical convergence is often a
problem [23]. Another method is called gate sizing
where each logic gate is modeled as an equivalent
inverter [3, 4]. The gate sizes vary in a continuous
manner. The main problems are the non-linearity
of the model and the discrete gate sizes which cause
mathematical difficulties especially for large circuits.
In this paper, we describe a new technique in which

the constraint set size of the LP has a linear complex-
ity [19].

2. The New Approach

In addition to the single delay parameter as was
done earlier [1, 2, 4], we introduce two new variables
for every gate, one for earliest time and the other
for the most delayed time of arrival of signal at the
output of the gate. The difference of these variables
is a timing window within which the various signals
arrive at the gate. Consider a gate i with n inputs.
We define a variable Ti as the maximum time instant
at which an event can occur at the output of the
gate after the occurrence of an event at the PIs of
the circuit. Similarly, ti is the minimum time instant
at which an event can occur at the output of the
gate. This means that events always occur in the
interval [ti,Ti] at the output of the gate i. This
technique of minimum and maximum arrival time
variables is similar to the non-enumerative static
timing analysis [12].

Theorem 1: Consider a gate i with n inputs, receiv-
ing events from fanin gates 1, 2, . . . , n at times m1,
m2, . . . mn. Assuming that T1 ≤ T2 ≤ ... ≤ Tn and
t1 ≤ t2 ≤ ... ≤ tn are the arrival time parameters for
the fanin gates, the number of events at the output
of gate i cannot exceed

min{n, 1 + �Tn − t1
di

�} (1)

time (s)
m m m2

t T t T d

t T

1

n1 1 n

22

n

Figure 1: An arbitrary distribution of events.

where di is the inertial delay of gate i [2].
Proof: We consider two cases for the gate i with n
inputs.

• First upper bound. The maximum number of
events cannot be greater than the maximum
number of possible events at the input, which
is n in this case (the number of fanins).

• Second upper bound. At the inputs of gate i, n
events can be arbitrarily placed in time. Without
loss of generality, we order them as 1, 2, . . . n
in Figure 1. From the definition of ideal delay [2]
an output event can occur only if the separation
between successive events is greater than di. The
largest window in which the events can occur is
[t1,Tn+di], and the number of events is given by

�Tn − t1 + di

di
� = 1 + �Tn − t1

di
� (2)

Combining both upper bounds we get Equation 1.

From Theorem 1, the number of events takes the
least possible value (the condition for minimum dy-
namic power) when

Tn − t1 ≤ di

According to Equation 1, the number of events at the
output of the gate will then not exceed 1. Also, since

Ti = Tn + di

ti = t1 + di

Hence, the condition for MTE can be written as:

di ≥ Ti − ti (3)

3. Linear Programming

A linear program determines a set of variables such
that an objective function is minimized under the
given constraints. We illustrate the linear program-
ming model with the example of the adder circuit
shown in Figure 2.
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Figure 2: A 1-bit adder.

Delay buffer variables, whose number is to be min-
imized by LP, are assigned to the PIs and all fanout
branches of signals (PIs or gates) with fanouts more
than 1. It is to be remembered that these buffers are
used as variables in the LP and may not be physi-
cally inserted into the circuit. The linear program is
developed as follows.

3.1. Variables

The variables, whose values will be determined by
LP, can be split into two categories: gate variables
and buffer variables. The gate variables are a set of
three variables for each gate i:

• Ti : This is the maximum time at which the
output of gate i can produce an event after the
occurrence of an event at the PIs.

• ti : This is the minimum time at which the out-
put of gate i can produce an event after the oc-
currence of an event at the PIs.

• di : This is the inertial delay of gate i. Its value
will be obtained as the output of the optimizer.

A buffer also has a similar set of three parameters.

3.2. Objective function

The injection of buffers into the circuit increases the
area, power consumption, and overall delay of the
circuit and hence an obvious objective would be to
reduce their number. But this becomes a non-linear
objective. However, reducing the sum of all buffer
delays is a linear objective and is often effective. The
LP therefore minimizes the total delay of the buffers.

3.3. Constraints

3.3.1 Initial constraints

The lower bound is set for every parameter of the gate
using these constraints. We write the constraints as:
di ≥ 1 for every gate i, di ≥ 0 for every buffer i,
Ti ≥ 0 for every gate and buffer i, and ti ≥ 0 for
every gate and buffer i.

3.3.2 Gate constraints

First, let us deal with the constraints for a gate with
a single fanout. This set of constraints includes the
buffers, too. Consider the buffer 19 in Figure 2. Its
fanin is buffer 16. Hence its set of constraints would
be:

T16 + d19 = T19;
t16 + d19 = t19;

These constraints are self-explanatory as the maxi-
mum and minimum delays at the input of the gate
would just be added to the delay of the gate (or
buffer) as the signal proceeds to the output. Now
consider the case where there are more than 1 fanins,
as in gate 7. Then we have:

T7 ≥ T5 + d7;
T7 ≥ T6 + d7;
t7 ≤ t5 + d7;
t7 ≤ t6 + d7;
d7 ≥ T7 − t7;

The first four constraints ensure that the parameter
T7 settles at the value that is the maximum (T5, T6)
and t7 would settle at the minimum (t5, t6). The
condition for MTE is ensured by the last constraint.
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3.3.3 Overall circuit delay constraints

To ensure that the delay balancing does not slowdown
the circuit beyond the specified limit we use a given
upper bound on the maximum delay at the output.
This can be ensured by placing that upper bound on
parameter T of all gates feeding the primary outputs
of the circuit. Thus we have additional constraints
as:

T11 ≤ maxdelay and T12 ≤ maxdelay

where maxdelay is specified according to the appli-
cation of the device and the amount of speed the user
is willing to sacrifice for power savings. It is a user-
defined parameter.

4. Why Is This Model Superior?

The main advantage of this technique is the lin-
ear size complexity of the constraint set with the size
of the circuit. To illustrate the point we give the
graph in Figure 3 with number of constraints for the
ISCAS’85 benchmark circuits. As seen in the figure
the benchmark circuit c880 needed 6.95 million con-
straints with the path enumeration model but only
3,611 constraints with the new model. The graph
shows a linear increase with the number of gates for
the new model. Though not obvious in the figure,
the graph for the path enumeration model has an
exponential rise and the constraint set could not be
completed for some of the larger circuits (e.g., c6288
and c7552) due to the memory limit of the computer.
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5. Results

5.1. Experimental procedure

We use a C++ program to parse the logic level circuit
netlist and generate the constraint set in the AMPL
format [11]. This constraint set is read into AMPL
and the optimized delays of gates and buffers are ob-
tained. We then use a power estimator [19] to com-
pute the power savings obtained with new delays for
the gates.

5.2. Experimental results

For the 1-bit adder circuit in Figure 2 the LP model
in the AMPL format contained 94 gate constraints
and 42 initial constraints. Since the minimum input-
output delay is 6 units (assuming all gates of unit
delay), there cannot be a solution for maxdelay < 6.
When maxdelay = 6 is specified, we require two
buffers. For maxdelay = 7 only one buffer is needed
and for maxdelay ≥ 11 no buffer is needed. In all
cases, the condition of inequality in Equation 3 was
satisfied at all multi-input gates by optimally com-
bining delay balancing and hazard filtering to meet
the overall maxdelay requirement. These results are
exactly the same as was obtained by the path enu-
meration method [2].

5.3. Analysis of results

We have applied the above procedure to the ISCAS’
85 benchmark circuits and the results are tabulated
in Table 1. The first row for every benchmark circuit
shows results for the glitch elimination with no in-
crease in overall delay and also specifies the number of
buffers inserted for that maxdelay. The power estima-
tion was done with a variable delay event-driven sim-
ulator that counts the number of all gate transitions
produced by stuck-at fault vector set [13, 14, 17, 19].
The reference case (shown as unoptimized) is a unit
delay circuit with no buffers added. The second row
gives the result for the optimized circuit when the
I/O delay is allowed to increase, sometimes as much
as twice.

6. Transistor-Level Power Measure-
ment

To evaluate the practicality of our delay assign-
ment approach we implemented a 4-bit ALU circuit
at the transistor level. This circuit contains 80 logic
gates and the longest path in it has seven gates. The

Proceedings of the 16th International Conference on VLSI Design (VLSI’03) 
1063-9667/03 $17.00 © 2003 IEEE 

530



Table 1: Results from AMPL [11] for ISCAS’85 benchmark circuits.
Average normalized power Peak normalized power No. of maxdelay No. of

Circuit Unoptimized Optimized Unoptimized Optimized Vectors (#gates) Buffers
c432 1.0 0.72 1.0 0.67 56 17 95

1.0 0.62 1.0 0.60 56 34 66
c499 1.0 0.91 1.0 0.87 54 22 48

1.0 0.70 1.0 0.66 54 33 0
c880 1.0 0.68 1.0 0.54 78 24 62

1.0 0.68 1.0 0.52 78 48 34
c1355 1.0 0.58 1.0 0.48 87 24 224

1.0 0.57 1.0 0.48 87 48 192
c1908 1.0 0.69 1.0 0.59 144 40 219

1.0 0.59 1.0 0.44 144 80 70
c2670 1.0 0.79 1.0 0.65 82 32 157

1.0 0.71 1.0 0.58 82 64 35
c3540 1.0 0.64 1.0 0.44 200 47 239

1.0 0.58 1.0 0.46 200 94 140
c5315 1.0 0.63 1.0 0.52 157 49 280

1.0 0.60 1.0 0.45 157 98 171
c6288 1.0 0.40 1.0 0.36 141 47 294

1.0 0.36 1.0 0.34 141 94 120
c7552 1.0 0.38 1.0 0.34 158 43 366

1.0 0.36 1.0 0.32 158 86 111

LP contains 989 constraints. For maxdelay = 7 the
solution used five delay buffers. When maxdelay was
allowed to increase a no buffer solution was obtained
for maxdelay = 15. It is this last design for which
we implemented a transistor-level circuit.
The unoptimized version (used as a reference) was

the circuit with the delay of each gate adjusted to
200ps. We connected a capacitor of 100pf, charged
to 2.5V, as the power supply to the circuit. The volt-
age on the capacitor dropped gradually as the circuit
consumed energy. This voltage drop, though not sig-
nificant enough to change the operation of the circuit,
gave an estimate of the energy consumed by the cir-
cuit [22].
The circuit was simulated on Spectre (by Cadence)

for 50 random vectors and the energy consumed by
the capacitor calibrated in picojoules is shown by the
dotted curve in Figure 4. The gate delays determined
by the LP were set for the CMOS implementations
of the gates by appropriately varying the transistor
widths. This optimized circuit was simulated for the
same set of 50 vectors and the estimated energy con-
sumption is shown by the solid curve in Figure 4.
Comparing the slopes of straight lines approximat-
ing the two curves, we find that the optimized circuit
consumes about 43% less power.
The aim of this experiment was to ascertain that

the gate delay assignment can be successfully con-
verted into a transitor level circuit. There are effi-
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Figure 4: Energy consumption of optimized and un-
optimized 4-bit ALU circuits obtained by circuit-level
simulation.

cient techniques of technology mapping that can be
employed [15,25]. We are continuing this experiment
to produce a layout and incorporate the routing de-
lays in the constraint set.

7. Conclusion

The main result of this work is a new formulation of
the LP with number of constraints that increase lin-
early with the number of gates in the circuit. Since
the path enumeration has been dispensed with, the
model can be used to solve larger circuits. Future
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directions of this work include working directly with
transistor size parameters instead of gate delays, op-
timization of routing and layout, application to large
synchronous datapath circuits, and power optimiza-
tion of asynchronous circuits.
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