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Joséphine Calandra
Institut de Recherche en Musicologie, IReMus

Sorbonne Université
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Abstract—This paper presents visualizations of a paradigmatic
and syntagmatic dynamic multi-layered representation of musical
pieces. We implemented a software called Multiscale Oracle
Representations For Organized Sounds (MORFOS) that automat-
ically builds formal diagrams from musical data, according to
a cognitive simulation of the memory behavior while listening.
A coherent visualization is a valuable aid for music analysis
to represent simultaneously the different levels of the musical
structure.

Three visualizations are presented: the first one is the su-
perposition of two-dimensional formal diagrams for all levels
of structure. The second and the third ones superimpose in
three dimensions the diagrams and emphasize in different ways
the links between the structural levels. In such visualizations,
the musical form, organization, and structure can be visualized
as three projections on planes sharing the same time axis.
Because of their coherence with cognitive procedures, all these
visualizations are particularly useful to understand complex
musical phenomena better.

Index Terms—Music analysis, musicology, computer sciences,
multi-scale, visualization, cognitive algorithm, formal diagram

I. INTRODUCTION

We study the multi-disciplinary application of automated
music analysis using computer science, in order to better
understand the cognitive processes involved in music listening.
This article presents specifically a study of the visualization of
the data structures produced by our algorithm which are multi-
scale representations of the music organization. Indeed, music
analysis has always looked for appropriate visualizations.
We thus seek to improve the understanding of the musical
phenomenon through its visualization, beyond its notation
and its representation. We wonder then which representations
highlight the musical processes and even more the cognitive
implication of these musical processes through their temporal
development.

Our algorithm takes as input audio music representation,
but it can also take character strings and gives as output
a music representation called multi-scale formal diagrams.

We distinguish musical information through the notions of
materials and objects. The materials are the paradigms, i.e. the
models, the classes of objects, while an object is an occurrence
in a musical work of a given material. For example, a material
can be the concept of the note A, while the object will be the
note A played at a precise moment.

Musical information is found at different temporal scales.
The musical objects are situated between the microscopic, of
the order of a millisecond, and the macroscopic, corresponding
to the part of the work or even the complete musical work.
Based on the Cognitive Algorithm described in [7], we propose
a bottom-up modeling of data structuring: a given grouping
of elements constitutes a higher-level element. For example, a
grouping of notes constitutes a musical pattern, and a grouping
of musical patterns constitutes a musical phrase. Moreover,
we present a paradigmatic and syntagmatic analysis of the
musical piece. A paradigmatic analysis is the study of the
relation between the elements based on their similarity and
a syntagmatic analysis is the study of the relation between
elements based on their position in a sequence: therefore, we
study the constituent materials of the work and the relationship
between these materials. Thus, the notion of form such as we
consider it corresponds to the visualization of this analysis, i.e.
the relation between the materials of a given temporal scale
in time. We distinguish the notion of form from the notion of
structure, which highlights the hierarchical organization of the
musical work in time.

Therefore, a representation of the different scales of musical
information is presented: multi-scale formal diagrams. How
can such a structure be visualized efficiently despite the
amount of information? Which visualization allows us to
represent all the levels and their overlaps efficiently?

Music by definition is temporal data: it makes sense by the
order in which the data that constitute it appears. The represen-
tation of multi-scale formal diagrams takes into account the
order of appearance of the elements. We suggest three axes



that deal with three aspects of temporality. The first one is
the usual timeline, the second one orders chronologically the
musical materials and the third one corresponds to structural
levels as durations of those materials. The creation of this
visualization from these three axes allowed us to distinguish
three planes: the time/material plane corresponding to the
form, the time/levels plane corresponding to the structure, and
the material/levels plane that underlines the relation between
the materials of the different levels of structure: we call it the
organization plan. This third plane in particular seems to us to
be a rather innovative contribution to the musicological field
and its potential has yet to be fully explored. One could also
display the construction of the visualization at the same time
as the diffusion of the musical work which might help better
understand the structure.

In Section 2, we present a state of the art about music
visualization: written music visualization, audio music visu-
alization, and formal diagrams. In Section 3 we present the
multi-scale diagram and the suggested visualizations: one two-
dimensional and two three-dimensional visualizations, one
using pavements and the other representing music elements by
spheres. We will try to present an overview of the potential
of the three different planes described above in the 3D
visualization. These visualizations will be then illustrated with
two examples extracted from Wolfgang Amadeus Mozart’s
K545 Rondo and Claude Debussy’s Hommage à Rameau and
discussed in Section 4.

II. STATE OF THE ART

Although music visualization is a widely expanded research
domain, we precise that our work does not focus on the
visualization of the audio content of the work to improve
the music listening experience, but on the visualization of a
musical representation (in this case, the formal diagram) that
enables us to highlight the internal construction and temporal
development of musical works, to offer a better musicological
reading of them.

Furthermore, musical representations and their visualiza-
tions allow us not only to better understand the musical
phenomenon but also help us to represent and conceive new
musical forms. We show handwritten/audio notations and rep-
resentations that lead to the structural visualization of music,
then we present formal diagrams.

A. Handwritten Representations

One of the oldest representations of the musical work
is the score. The score is both notation and visualization
of music instructions for performers and represents pitch,
duration, intensity, and timbre. Nevertheless, this notation
indicates the characteristics of the elements which constitute
the work but not the relation between these elements. Nicolas
Ruwet proposes in [22] a first paradigmatic analysis of the
musical work and introduces the notions of linguistics to the
world of music. Lerdhal and Jackendhoff propose in their
book A Generative Theory of Tonal Music [18] a tree-like
representation of musical grammar. However, Chouvel says

in [8] that music cannot be resolved to linguistics [16]1, and
these different representations are constrained to works for
which there are written notations such as classical music.

We then observe the first attempts to describe electro-
acoustic music with the definition of musical objects by P.
Schaeffer in [23]. This led to the creation of the Temporal
Semiotic Units [10] that inspired Jean-Louis Di Santo to
propose the Acousmoscribe [12], which is a music editor with
a set of notations for acousmatic music.

However, it is difficult to extract with manual notations
certain characteristics of the signal data and thus to represent
and visualize these data.

B. Towards a Representation of Audio Music

The Information Theory presented by Claude Shannon [24]
and the spectral analysis carried out with the Fourier trans-
form [5] implicates access to the waveform and the sound
spectrum. These analyses are used for new visualizations such
as the Sonogram which represents the amplitude for each
frequency as a function of time. From the Sonogram, the
GRM (Research Musical Group) has proposed the Acous-
mographe [14] and P. Couprie developed E-Analysis [9] that
both offer graphical representations of electro-acoustic music
analyses.

However, these different representations do not emphasize
the structural aspect of audio. Self-similarity matrices [13]
overcome this by representing the similarity of the piece of
music with itself over time. The Tonnetz of V. Gillot [15] based
on the System and Contrast Model [3], highlights the structure,
and the relations between the constitutive elements of the work
are given a priori. Moreover, the temporal representation of
the music is completely nonlinear, such as the visualization
proposed by L. Bigo in [2]. This is not a dynamic visualization
over time, but it allows us to easily compare two different
excerpts. A. Marmoret proposes a representation of the classes
of elements in the musical work through time in [19]. He
provides a fixed number of element classes to be found in the
work and automatically obtains a representation with neural
networks.

These visualizations allow the representation of the unwrit-
ten music but also put forward the musical structure. These
require fixing upstream the topological space of the work,
where the formal diagrams are a visualization that creates the
constitutive space of the work as the musical data is acquired.

C. The Formal Diagram

The formal diagram is a musical representation presented
by one of the authors which is obtained from the analysis
of a musical work represented as a succession of fragments.
It is obtained based on the Algorithm 1, presented in [7].
This pseudo-code was firstly not implemented but applied ”by
hand” on the raw material which is the score or the audio
sequence of the musical work. The word ”heared” is then
used metaphorically as the Cognitive Algorithm is a model of

1to cite Hanslick among others, he considers music as an autonomous
phenomenon, which consists mainly of ”musical shapes in movement”.



the music auditory process. It corresponds to the acquisition
of the fragment, which might in some cases be actually made
by hearing it.

Algorithm 1 Calculation of a formal diagram
for each fragment heard:
comparison with previous fragments;
if different:

inscription in material memory;
in all cases: write in form memory;

This algorithm is one step of the Cognitive Algorithm [7]
which is the Paradigmatic Recognition Test (similarity test).
In the Cognitive Algorithm, a second test follows this one:
the Syntagmatic Recognition Test (segmentation test), which
determines if the group of fragments that have just been heard
constitute or not a fragment of the upper level. If this is the
case, the two tests are iterated again at the upper level, an
upper level being a level in which fragments are longer, as a
concatenation of fragments of the lower level. Thus, each level
corresponds to the production of a different formal diagram.
Let us specify again that this algorithm is a non-automatised
algorithm, used as a process for musicologists. The automation
of this algorithm is then proposed with the Multiscale Oracle
Representations For Organized Sounds (MORFOS) by the
authors, introduced in [6] and briefly reminded in section III.

The formal diagram allows to structure and carries out
a paradigmatic analysis in the continuity of the linguistic
theories of Ferdinand de Saussure [11]. This is inherited from
the use of semiotics for music, introduced by J.J Nattiez [21].
We wish to automate this modeling from audio files and like
the Morphoscope [20] to obtain the representation dependently
on the temporal development of the work. It is also inspired
by the cognitive musicology of O. Laske [17] which presents
music as a reflection of the cognitive system, thus modeling
cognition.

In formal diagrams, the x-axis corresponds to time and
the y-axis to the material memory. Material memory is the
dictionary of the materials constituting the musical work under
analysis.

Each fragment is analyzed one by one. When a fragment is
acquired, it is compared with all previously occured fragments,
and classified accordingly. Classification involves creating a
new line in the formal diagram if the class does not exist, or
writing the object in the line corresponding to the appropriate
material (in the material memory). In all cases, the new object
is registered at the right time (in the form memory).

Let us take the character string abacabac. The successive
formal diagrams obtained are shown in Fig. 1. Initially, the
material memory is empty and so is the formal diagram (1).
The algorithm acquires the first fragment a: this is the first
fragment and therefore necessarily different from those which
occurred previously, so a new line corresponding to material
a is created in the formal diagram and the object labeled a
is written at time 1 (2). the algorithm acquires then fragment
b. This is different from a, so a new line corresponding to

material b is also created, and the object labeled b is entered
at time 2 (3). Next, we acquire object a again. This is similar
to the first a, so the algorithm enter it in the same line at time
3 (4). This process continues until all the information has been
acquired (5).

Fig. 1. Successive formal diagrams obtained while acquiring the character
string abacabac.

Formal diagrams have been until then visualized in two
dimensions. In the following section, we present MORFOS,
that produces multi-scale formal diagrams.

III. THE MULTISCALE ORACLE REPRESENTATIONS FOR
ORGANIZED SOUNDS (MORFOS)

Before presenting our proposed visualizations of the multi-
scale formal diagram, we present briefly MORFOS. The
precise modelization is not the subject of this article and is not
presented here. You may refer to [6] for more information.

We have shown how to obtain a single formal diagram,
but the human brain is capable of structuring in time on
different time scales: when we listen to a musical work, we
can propose a segmentation both at the scale of the motif and
at the scale of the musical part. Therefore, the materials can
have different durations according to the scale at which one is
situated (for example note, musical motif, musical phrase). We
represent and construct simultaneously the formal diagrams
corresponding to different temporal scales, which gives us a
set of multi-scale formal diagrams.

MORFOS takes an audio, vector, or symbolic representa-
tion of the musical work and provides a multi-scale formal
diagram.

It pre-processes the initial information to compute a repre-
sentation of the musical work as a sequence of objects. This
sequence of objects is then provided to the automated Cog-
nitive Algorithm, which returns a multi-scale formal diagram.
The automated Cognitive Algorithm is a recursive call of the
Cognitive Algorithm of level n presented below.

The Cognitive Algorithm of level n takes as input a se-
quence of objects of a given level and provides a sequence
of higher-level objects. Each object is processed successively
in the Cognitive Algorithm of level n and undergoes two



operations: a segmentation operation (syntagmatic recognition
test), and a classification operation (paradigmatic recognition
test). Classification and segmentation operations are defined
by a set of rules implemented in MORFOS. The user selects
a subset of the implemented rules, which are called up for
each segmentation and classification test. The two tests of the
cognitive algorithm of level n are shown in Fig. 2:

Fig. 2. The Cognitive Algorithm of level n.

Let’s take the previous example abacabac. We consider the
segmentation criterion in this example is the return to the
beginning of a segmented word or a word under acquisition,
and the classification criterion is strict equality between two
words. So, as the example starts with the letter a, we segment
each time a new a is acquired. When the third a is acquired,
ab in aba is segmented as a higher-level object, and classified
as a new material A. Then, when the fifth a is acquired, ac
in abaca is segmented and it is different from ab, so it is also
classified as a new material B. When all the level 0 objects
are acquired, the result is the level 1 representation ABAB,
with A = ab and B = ac. Then, we can represent the diagram
induced from the character string ABAB accordingly to the
Algorithm 1.

MORFOS produces then a sequential representation of
objects at all levels and each of the corresponding formal
diagrams. This terminates when a single material is obtained
in the level (the level containing a single material is then
excluded as irrelevant) or when two successive levels are
identical.

In the example provided, we obtain a third level AA with
A = AB. The formal multiscale diagram made up of the
3 formal diagrams for the three different levels is shown in
Fig. 3.

MORFOS is real-time as it builds the representation mean-
while the signal is acquired in the System. Although the
dynamic aspect of the visualization of object segmentation
and classification is not specifically discussed in this article,
it is a mechanism that could help to understand cognitive
mechanisms during music listening.

IV. THE MULTI-SCALE FORMAL DIAGRAM AND ITS
VISUALIZATIONS

Three distinct visualizations are presented to view and study
the formal diagrams. The first one, used until now, is in two
dimensions and allows a simple readability of the diagrams of
each level. The two other representations in three dimensions
emphasize the links between the objects of the different levels.
MORFOS is fully automated as well as the 2D visualization,
however, the automation of the two 3D visualizations still
needs to be improved and we show handmade visualization
based on the results of the Cognitive Algorithm.

Fig. 3. Multi-scale diagram of the character string abacabac given the
segmentation criterion as the return to the beginning of a segmented word
or a word under acquisition, and the classification criterion as strict equality
between two words.

A. 2D Visualization

The first visualization presented by an example of the
Rondo K.545 of Wolfgang Amadeus Mozart in Fig. 4 is
the two-dimensional representation, computed automatically.
The whole process to obtain these diagrams is explained
and compared with the score in [6]. The formal diagrams
are superimposed and aligned along the temporal axis. Thus,
the objects aligned on the same temporal segment belong to
the same sound reality. The objects of smaller temporality
constitute those of larger temporality on the same segment.
For all levels, the first few milliseconds of each object are
shown in black to distinguish two successive objects.

Each diagram has its own material axis, which corresponds
to the materials of the same musical work but for a given
time duration. The representation of the material compresses
the information as we condense the recurrent information on a



Fig. 4. 2D visualization of the multi-scale formal diagram automatically
obtained from W.A. Mozart’s Rondo K545: two objects are considered as the
same material if the corresponding character strings are strictly similar, and
segmentation rules are specified in [6].

single line and all the space necessary to represent the musical
work is used and increased when new material appears.

Inspired by the Gestalt Theory, the analyst can find a
correspondence between the musical patterns and the visual
patterns and then find reproductions of forms independently
of the material’s contents. We also note the line that connects
the last discovered materials, and that, according to its slopes,
gives information on the quantity of information discovered
during the piece.

Figure 5 presents a 2D visualization of another segmentation
automatically obtained from W.A. Mozart’s Rondo K545 with
another set of rules for similarity and segmentation com-
putation: The similarity of two objects is validated is the
corresponding character strings are strictly similar, and the
segmentation test is validated by default every two objects,
except if the last object is alone.

In spite of the alignment of the diagrams at the level of
the temporal axis, this representation does not always make
links easily between the materials of higher levels and those
of lower levels. Three-dimensional representations overcome
this.

B. 3D Block-Wise Visualization

The first proposal of visualization in three dimensions
comes from the idea to superimpose the diagrams of the
2D representation. We represent the objects with blocks. The

Fig. 5. 2D visualization of the multi-scale formal diagram automatically
obtained from W.A. Mozart’s Rondo K545: two objects are considered as the
same material if the corresponding character strings are strictly similar, and
segmentation rules are that every two objects are segmented by default.

length of the block corresponds to the duration of the object,
the depth is constant and the height is proportional to the level
of the diagram. In this visualization, the position of the block
in the z-axis is indexed by the level and not the duration of
the objects.

Fig. 6 shows a representation of a multi-scale formal di-
agram for W.A. Mozart Rondo K.545, given the same rules
as for figure 4. This representation is built manually with
Blender [4].

In order to see simultaneously all the levels of the diagram,
the lowest levels are in front of the diagram, so that the objects
of lower levels that constitute the objects of higher levels
are physically included in the larger blocks. In addition, a
different color has been attributed to each level of structure,
and the object of each level is represented with adequate color.
However, we notice that the height of the diagrams induces
a shift in height between the objects of a given level and
the equivalent objects of lower levels, which makes them no
longer aligned. We then propose another three-dimensional
representation that aligns the object’s height at the different
levels on the material axis.



Fig. 6. Block-wise 3D visualization of an extract of W.A. Mozart’s Rondo
K545’s multi-scale formal diagram.

Fig. 7. Sphere-wise 3D visualization of an extract of W.A. Mozart’s Rondo
K545’s multi-scale formal diagram.

C. 3D Sphere-Wise Visualization

For this second 3D representation, we represent the objects
by spheres of unique diameter whatever the level of the
diagram and the duration of the object. Their center is at
the instant t of the segmentation of the object in the time
axis. This avoids the confusion that existed in the previous
representations between two adjacent objects, and there is no
longer a problem of height for materials that appear at the
same time at different levels. Fig. 7 is a 3D representation
with spheres built manually with Blender of the beginning of
the Rondo shown previously.

Each axis is a representation of time: the first axis cor-
responds to the temporal course of the work (time axis),
the second axis corresponds to the timestamp of the first

appearance of the materials (material axis) and the third axis
corresponds to the duration of the objects (duration axis).
Displaying the timestamp of appearance of the material and
not the label corresponding to the order of appearance of the
material makes it a less compressed representation, it would
be necessary to remove the useless temporalities to recompress
this temporal axis.

We also propose to represent the filiation links between the
objects of two different levels by physical links connecting the
two objects.

As the objects are classified in the model by level, we
still distinguish the levels by representing them with different
colors. However, the objects for the same level are no longer
aligned on the axis of the duration of the objects but have a
certain flexibility. This ensures continuity between the different
levels.

This superposition of objects allows a reading of the dia-
grams in three dimensions on three different planes as shown
in Fig. 8: the time/material plane (form), the material/duration
plane (organization), and the time/duration plane (structure).

The formal plane makes it possible to study the development
of the musical language through time and to deduce from
the use of the materials the effects produced while listening.
In Mozart’s example, we note the recurrent return of a re-
frain (materials first appearing at moments 01, 02, and 04),
alternated with developments that we call discovery phases.
This allows the listener to acquire an increasing amount of
information and to avoid boredom, while regularly returning
to known material might help to not be lost under a flood of
new information.

The structural plane helps to determine the rhythmic or-
ganization between the different temporal scales. In Mozart’s
piece, we note an almost systematic subdivision of the objects
of higher level (higher duration) into two objects of lower
level (lower duration). We are thus on a very conventional
binary structure, with sometimes sub-divisions in three or four
elements allowing to bring a little variation and a surprise
effect.

The organizational plane describes the dictionary of the
language used within the musical piece and how it is artic-
ulated between the different levels of structure. It might be
interpreted as a footprint of the musical piece. In Mozart’s
piece, three materials are used several times to constitute
higher-level materials but the organization of the materials is
globally serial, with materials appearing successively for the
first time constituting a new higher-level material.

The study of these different planes might help to compare
the visualizations between different works, different styles, or
different composers. We could for example ask ourselves if
the form can be recursive at the different temporal scales of
the same musical work or if the structure is characteristic of a
genre or an era. To go further, an analyst could observe how
composers play with the codes of form and structure to make
the musical work more refined. Concerning the organizational
plane, one could wonder if this plane is similar according to



Fig. 8. Sphere-wise 3D visualization of an extract of W.A. Mozart’s Rondo
K545’s multi-scale formal diagram. From top to bottom: formal plane,
structural plane, and organizational plane.

Fig. 9. Sphere-wise 3D visualization of an extract of W.A. Mozart’s Rondo
K545 (top) and Debussy’s Hommage à Rameau (bottom) multi-scale formal
diagram: z/x view.

the composers or according to the characters of an Opera in
different Aria.

To illustrate that, we present a comparative study of
Mozart’s piece with Claude Debussy’s Hommage à Rameau,
from a structural point of view.

Fig. 9 shows a time/duration (z/x) plane of Mozart’s Rondo
K545 and Claude Debussy Hommage à Rameau’. As a re-
minder, the colors of the spheres correspond to a given level.
The light green color corresponds to level 0, the smallest time
scale, the purple corresponds to level 1, the red to level 2,
the dark green to level 3, and so on. In Mozart’s work, the
spheres of the same color are globally aligned on the duration
axis and the levels follow one another without ambiguity along
this axis. As opposed to Mozart’s z/x visualization, Debussy’s



z/x visualization shows an ambiguity between the levels of
structures for some objects. Indeed, we notice that there is an
ambiguity in the succession of levels for the Debussy piece.
Indeed, for example, level 1 (in red) does not exist during
moments 22 to 25: this might create a floating sensation during
the listening of the musical work. Moreover, the objects of
level 3 have a very variable duration, going from 10 to 20
objects of level 0. The last yellow object (instants 35 to 42) is
considered as being part of level 3 whereas it is shorter than
the fourth object (instants 17 to 25) of level 2. This maintains
a rhythmic ambiguity in the work.

V. DISCUSSION AND PERSPECTIVES

Each visualization has its advantages from a user’s point
of view. We showed the 3D visualization to musicologists
who are used to the cognitive algorithm theory and formal
diagrams. Their feedbacks were that the 2D visualization is
closer to what they are used to seeing and working with. As
the theory of formal diagrams itself requires a significant effort
of understanding, this visualization avoids an additional layer
of understanding. On the other hand, the 3D representations
perhaps offer a finer reading of the superposition of objects at
different temporal scales. They also present new perspectives
due to the rearrangement of the information between the
level of structure, leading to the visualization of three distinct
planes: form, structure, and organization. Except for the fact
that the 3 separated plans are fully correlated (as a modification
in one plane changes at least one of the two other planes) and
that the 3D visualization makes it easier to move between
them, the full potential of the 3D representation still has to be
explored by the use of musicologists.

A. Visualization Improvements

The question of representing polyphony has yet to be
studied. On 2D diagrams, it is possible to manually represent
two materials present at the same temporal instant, but this
is not managed in the actual automated modeling of formal
diagrams.

This might be linked to the representation of the degree of
similarity between materials. Nevertheless, even if the degree
of similarity between materials is calculated in the model, it is
not represented in the visualization. In the 2D representation,
one could consider playing with the gray levels: at a given
time t, each material would be darker if the current material
is closer to the according material.

B. Interface and Interactions

An interface is being deployed as a cross-platform desktop
application, although it does not yet take into account all pos-
sible parameters of the analysis proposed by the implemented
algorithm. This interface is developed with the JavaScript
framework Electron2 and interacts with the algorithm imple-
mented in Python.

A number of dynamic aspects and interactions are possible
with this interface. First of all, as the hierarchical formal

2https://www.electronjs.org/

diagrams are produced as the material is acquired, the dia-
grams can be displayed in real-time and the associated audio
work is simultaneously played. The objective is to allow a
better understanding of the segmentation during the listening
of the work, and of the attention mechanisms while listening
to music.

To fully explore the 3D visualization and its three different
planes it is also possible to move around in the representation
and to display the 2D views which correspond to the form,
the structure, and the relation between the objects of different
levels.

In addition, the user can choose to hide certain elements
of the visualization to make it less cumbersome such as links
or ranges of diagrams. We can also highlight one or more
links or objects by selecting them, which displays a number
of statistics such as the element’s coordinates. To help the
musicologist have a better understanding of the diagram, an
audio file corresponding to the selected object can also be
played.

C. Validation

It remains to validate the visualization and the interface. A
few propositions for future work can be suggested: we could
present the visualizations and the interface to get feedback
from the users with questionnaires and interviews. In addition,
we would have to do user tests to evaluate the usability of the
interface. For that, we could use for example the DEEP (as
Design-Oriented Evaluation of Perceived Usability) question-
naire. The user would perform a task on the interface and this
would evaluate the content, structure, information architecture,
navigation, cognitive effort, consistency, and visual guidance.
We could then adjust them accordingly. Finally, we could
perform an inspection that follows the precise ergonomic
criteria of Bastien and Scapin [1]. We could then use these
results to make new versions of the 3D representation and the
interface, improving the experience that users will have.

VI. CONCLUSION

Three visualizations of the hierarchical formal diagrams are
presented. The first visualization in two dimensions represents
the musical form of the work in as many diagrams as there
are temporal levels. The diagrams are one on top of the
other, aligned along the time axis. The second visualization,
in 3D, consists in representing the objects by blocks and in
superimposing all the diagrams on a third axis, the duration
axis. The third visualization, in 3D, represents the objects
as spheres of unique size whose center has as coordinates
the timestamp of segmentation of the object, the timestamp
of the first appearance of the object, and the duration of
the object. Links between the objects then materialize the
nesting between the objects of the different levels. This 3D
visualization highlights the 3 planes of form, structure, and
organization which allow us to bring a new look to the analysis
of musical works. This last plane is what seems to us to be
the most consequent contribution and would deserve further
studies.



The model is developed in such a way to manage attention
phenomenon and in particular, hypotheses made about what
can follow what has just been segmented. A proposal we
make for future works is a dynamic display of the hypotheses
made, and then to see when they are realized. Thus the
spheres are currently arbitrarily associated at the moment
of the segmentation, but they could be represented at the
moment of recognition with a higher-level object, with the
indication of the surprise effect if there is no confirmation
of the hypotheses. Finally, we have proposed in this article
some manually obtained notations, and we still have to exploit
the automated visualizations that could be obtained with the
interface presented above.
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