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ABSTRACT

Recently, a general approach for high-resolution polarimetric

SAR (POLSAR) data classification in heterogeneous clutter

was presented, based on a statistical test of equality of co-

variance matrices. Here, we extend that approach by taking

advantage of the Constant False Alarm Ratio (CFAR) prop-

erty of the statistical test in order to improve the clustering

process. We show that the CFAR property can be used in

the hierarchical segmentation of the POLSAR data images to

automatically detect the number of clusters. We test the pro-

posed method on a high-resolution polarimetric data set ac-

quired by the ONERA RAMSES system and compare them

to previous results on the same dataset.

1. INTRODUCTION

In [1], authors propose a general approach for high-resolution

polarimetric SAR (POLSAR) data classification in heteroge-

neous clutter, based on a statistical test of equality of covari-

ance matrices. The proposed method generalizes several dis-

tance measures used in standard classification methods and it

can be applied to both homogeneous and heterogeneous clut-

ter models without any a priori physical interpretation to the

classification process.

The heterogeneous clutter was described by a Spherically

Invariant Random Vector (SIRV) model. The Fixed Point

(FP) estimate [2] of the covariance matrix was used to de-

scribe the POLSAR data set. FP estimate is independent of

the texture pdf and is an Asymptotically Maximum Likeli-

hood (AML) estimator for many stochastic processes obeying

the SIRV model. Moreover, it is asymptotically Wishart dis-

tributed. Such an approach provides a threshold over which

This work was supported by the Delegation Generale de l’Armement

(DGA) under contract PDE12C2009.

pixels are rejected from the image, meaning they are not suf-

ficiently “close” from any existing class.

The statistical test distribution can be approximated by a

χ2 distribution, giving raise to a Constant False Alarm Ratio

(CFAR) property. We take advantage of this CFAR property

to modify the Hierarchical clustering algorithm. The CFAR

property allows us to decide the optimal number of clusters in

the Hierarchical clustering by setting a False Alarm threshold

that forces the algorithm to stop at some level of the hierarchy.

The proposed algorithm is tested on a high-resolution polari-

metric data set acquired by the ONERA RAMSES system.

Section 2 reviews the statistical test of equality of covari-

ance matrices. Section 3 introduces the CFAR hierarchical

clustering algorithm. Section 4 describes the experimental

design and results. Finally, in section 5 we give some conclu-

sions.

2. TEST OF EQUALITY OF COVARIANCE

MATRICES

This section is devoted to the study of statistical test for equal-

ity of covariance matrices and its application to POLSAR data

classification. A statistical approach to the problem of POL-

SAR data classification has many advantages:

• It can be applied to both homogeneous and heteroge-

neous clutter models.

• There is no a priori physical interpretation to the clas-

sification process.

• It is a very general approach which particularly contain

previous methods.

First, a Gaussian context will be assumed and later, an ap-

proach under SIRV assumption will be derived.



0 5 10 15
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

SCM Minimum

0 5 10 15
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

SCM Maximum

0 5 10 15
0

0.05

0.1

0.15

0.2

SCM UPGMA

0 5 10 15
0

0.05

0.1

0.15

0.2

SCM WPGMA

0 5 10 15
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

FP Minimum

0 5 10 15
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

FP Maximum

0 5 10 15
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

FP UPGMA

0 5 10 15
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

FP WPGMA

Fig. 1. Comparison of the non-parametric distribution estimation of the linkage distances respect to the actual χ2 distribution

with six degrees of freedom.

Let X1 and X2 be independent random vectors, such that

X1 ∼ L(0,T1) and X2 ∼ L(0,T2) where L stands for any

distribution with the two first moments existing. The goal is

to decide if their covariance matrices T1 and T2 are equal.

The resulting binary hypothesis test can be written as:

{
H0 :T1 = T2

H1 :T1 6= T2

et x1 (resp. x2) be a sample of N1 (resp. N2) indepen-

dent and identically distributed m-dimensional random vec-

tors, and N = N1+N2. Under Gaussian assumption, the test

statistic can easily be derived as the following equation [1]:

λ =

∣∣∣T̂1

∣∣∣
N1

2

∣∣∣T̂2

∣∣∣
N2

2

∣∣∣T̂
∣∣∣
N

2

(1)

Notice the exponents are the size of the samples. Bartlett [3]

proposed alternative exponents for the univariate case, replac-

ing the samples size by the degree of freedom of the estima-

tors T̂i. Eq. (1) then becomes:

t =
|T̂1|

ν1

2 |T̂2|
ν2

2

|T̂t|
νt

2

(2)

where νi = Ni − 1 are the degrees of freedom of T̂i and

νt = N − 2, the degree of freedom of T̂.

Box [4, 5] proposed a χ2 approximation for the distribu-

tion of t. The statistic he proposed is:

u = −2(1− c1) ln(t) ∼ χ2(
1

2
(k − 1)m(m+ 1)) (3)

where c1 depends on some parameters of the samples and

χ2(a) denotes the χ2 distribution with a degrees of freedom.

The critical region of the test is

{
u > χ2(

1

2
(k − 1)m(m+ 1), PFA)

}
(4)

where PFA is the type I error, or false-alarm rate. In our case,

we set the type I error (accepting the null hypothesis when it

is not true i.e. rejecting the equality of the matrices of the two



populations when they are actually equal) to be very low.

The same procedure can be applied in the SIRV case, con-

sidering that it was demonstrated by Pascal et al. in [6] that

the FP estimate asymptotically has a Wishart distribution be-

haviour with
m

m+ 1
N degrees of freedom. This is a very

important property of the FP estimate since all results ob-

tained with the SCM remain valid for the FP estimate due to

an asymptotical justification. The SCM estimators T̂1 and T̂2

can be replaced by the FP estimates M̂1 and M̂2 of the same

N-samples x1 and x2 with the correct degrees of freedom.

3. CFAR HIERARCHICAL CLUSTERING

Hierarchical clustering [7] returns a hierarchy of clusters built

by merging smaller components into bigger clusters (agglom-

erative clustering) or by splitting the whole image into smaller

regions (divisive clustering). In order to do that a similar-

ity function between any two components is necessary, i.e.

the Euclidean distance, to compare each pair of components.

Then, a linkage function indicates which of any possible pair

of components is merged to (or split from) a bigger cluster,

i.e. the pair with minimum similarity. Anyway, the result is

a hierarchy of clusters that can be represented as a dendro-

gram. Two components merging (obtained by splitting from)

any cluster (node) in the dendrogram are linked by a similar-

ity value. A common criterion to stop merging (splitting) is

to a priori set the number k of clusters one is looking for.

In our case, we define the pairwise similarity function be-

tween any two components as the results of the test of equal-

ity of covariance matrices (3), u. The CFAR property of (4)

allows us to define a stopping criterion that automatically de-

tects the number of clusters for a given False Alarm probabil-

ity, PFA. We simply stop merging (dividing) once the simi-

larity function, u, goes over (under) the threshold value, uFA,

corresponding to equation (4) for a given PFA.

4. EXPERIMENTS AND RESULTS

4.1. Dataset

The POLSAR dataset was acquired by the ONERA RAMSES

system in Brtigny, France. The acquisition was made in X-

band, with a spatial resolution of 1.32m in range and 1.38m

in azimuth. The resulting image is 501 × 501 pixels. Fig.2

shows the power representation image of the dataset.

Fig. 2. power representation image of the POLSAR dataset.

4.2. Hierachical clustering results

In order to build the hierarchical clustering of the POLSAR

dataset, we first downsampling the image by taking one of

each three pixels, in order to reduce the computational burden.

We estimated the covariance matrices for each pixel using a

7×7 window by the sample covariance matrix (SCM) and the

Fixed Point (FP) estimators. Fig.1 shows the distribution of

the pairwise distances between the nodes of the hierarchical

clustering, given by four different linkage functions: Mini-

mum, Maximum, Unweighted Pair Group Method with Arith-

metic Mean (UPGMA) and Weighted PGMA (WPGMA)1.

The linkage distances distribution for the SCM fits better the

six degrees of freedom χ2 distribution than the ones obtained

using the FP estimator. This was expected as the χ2 dis-

tribution assumes Gaussianity. However, the FP estimation

is closed enough to assume the χ2 distribution as the basis

for the CFAR property. The minimum linkage function fits

poorly in both cases.

Fig.3 shows the hierarchical clustering maps of the POL-

SAR dataset using the UPGMA linkage function for PFA =

10−4. It can be observed that the SCM-based map presentes

some oversegmentation due to the big tail observed in its link-

age distances distribution (see Fig.1). In the FP-based map,

it can be observed that the pixels are grouped in differenti-

ated areas comprising buildings, fields, roads, etc. These pre-

liminary results support the CFAR hierarchical clustering of

POLSAR data images.

1http://www.mathworks.fr/fr/help/stats/linkage.html



(a)

(b)

Fig. 3. Hierarchical clustering of the POLSAR data using the

average linkage function and setting PFA = 10−4. Covariance

matrix estimators are: (a) SCM and (b) FP.

5. CONCLUSIONS AND FURTHER WORK

In this work, we have used the statistical test of equality of

covariance matrices, defined for high resolution POLSAR im-

ages classification, to propose a CFAR hierarchical clustering

method. The proposed method takes advantage of the statis-

tical test CFAR property to automatically detect the correct

number of clusters for a given probability of false alarm. The

preliminary experimental results over a real dataset encour-

ages us to follow this research avenue. Further work will

focus on extend the benefits of the CFAR property to other

clustering algorithms such as the k-Means clustering algo-

ritm, and to the statistical classification of POLSAR data.
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