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Abstract—1In this paper, we propose a resource-efficient
approach to provide an autonomous UAV with an on-board
perception method to detect safe, hazard-free landing sites
during flights over complex 3D terrain. We aggregate 3D mea-
surements acquired from a sequence of monocular images by
a Structure-from-Motion approach into a local, robot-centric,
multi-resolution elevation map of the overflown terrain, which
fuses depth measurements according to their lateral surface
resolution (pixel-footprint) in a probabilistic framework based
on the concept of dynamic Level of Detail. Map aggregation
only requires depth maps and the associated poses, which
are obtained from an on-board Visual Odometry algorithm.
An efficient landing site detection method then exploits the
features of the underlying multi-resolution map to detect safe
landing sites based on slope, roughness, and quality of the
reconstructed terrain surface. The evaluation of the perfor-
mance of the mapping and landing site detection modules are
analyzed independently and jointly in simulated and real-world
experiments in order to establish the efficacy of the proposed
approach.

I. INTRODUCTION

Recent developments by NASA indicate that unmanned
aerial vehicles (UAVs) could make a significant contribution
to future Mars exploration, since autonomous UAVs enable
science missions beyond the reach of orbiters, landed space-
crafts or rovers [1][2]. Ingenuity, NASA’s Mars Helicopter,
which recently landed on Mars, demonstrated the first pow-
ered flight on another planet. While Ingenuity assumes flat
and level terrain during flight [3], future planetary rotorcrafts
need the ability to fly fully autonomously over complex 3D
terrain, which is one of the reasons why NASA is interested
in safe landing site detection in previously unknown and
unstructured terrain.

A critical part in the development of autonomous rotor-
crafts is to ensure their safety. Therefore, it is essential that
the vehicle has a mean of perceiving and understanding its
surroundings as accurately and certain as possible at all
times. In this way, hazardous objects can be detected and
collisions avoided. To land in a safe place at the end of a
mission or in case of an emergency, such as rapid battery
degradation or sensor failure, future planetary rotorcrafts
have to be able to detect safe landing sites in previously
unknown and challenging terrain autonomously and without
human intervention.
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Fig. 1. UAV flight in outdoor environment. Middle: Top-down view of
color-coded elevation map (warmer colors are closer to the camera); Right:
Associated landing site map (Green: safe landing sites, Red: hazards).

The landing site detection system on-board is constrained
to size, weight and power. Since weight has a considerable
influence on energy consumption and thus on flight duration,
a lightweight and energy-efficient sensor and computing
architecture is required. In addition, the algorithms used for
mapping and landing site detection must be efficient enough
to be applied in real time on an embedded system with
limited resources. In this paper, we utilise a single down-
facing navigation camera as a light-weight sensor option.

The presented work proposes a system that enables UAVs
to map their local environment and find safe landing sites.
In order to enable the system to be used in remote and
previously unknown areas or in an emergency, we limit
ourselves to using only the computing capacity available
on-board. To achieve this goal, we use a Structure-from-
Motion (SfM) algorithm that is coupled with an on-board
state estimator to generate dense and metric depth maps.
However, since these depth maps are noisy and incomplete,
the depth maps are temporally fused into a consistent model
of the environment in order to cope with individual noise
and outliers. As surface representation, a 2D robot-centric,
multi-resolution digital elevation map is used, that maintains
a hierarchy of approximations of the environment at multiple
scales, sufficient for many autonomous maneuvers and safe
landing site detection in outdoor environments. Finally, we
present a landing site detection approach, which efficiently
exploits the multi-resolution structure of the underlying
map by applying a coarse-to-fine search approach based
on different cost functions, such as slope, roughness and
uncertainty.



The contribution of this work is a landing site detec-
tion framework that is executed continuously on a small
embedded processor on-board an autonomous rotorcraft.
Summarising, our contributions are the following:

e A local, robot-centric, 2.5D multi-resolution digital
elevation grid map that aggregates vision-based 3D
measurements seamlessly based on their corresponding
pixel footprint.

o A lightweight map fusion algorithm that incorporates
depth measurements according to their lateral surface
resolution (pixel-footprint) using Kalman filter.

e An efficient landing site detector that extracts safe
landing sites based on slope, roughness and map quality,
exploiting the multi-resolution structure.

In addition, we present a qualitative and quantitative

evaluation on synthetic and real data sets, which reveals the
performance of the proposed framework.

II. RELATED WORK

Autonomous UAV landing has been widely discussed in
the UAV literature. Several vision-based approaches have
been proposed to provide landing sites with known artificial
markings, which can be detected on individual images [4][5].

Approaches to detect safe landing sites from monocular
image sequences are presented in [6][7]. Using a homog-
raphy assumption, an incremental model is constructed that
only includes horizontal, flat surfaces. Therefore, the map
can not be used for obstacle avoidance. [8][9] propose a
vision-based landing site detection framework to estimate
a planar rooftop landing area by deploying a homography
strategy. However, the use of a homography in complex
3D terrain is not feasible. For the purpose of spacecraft
landing, NASA has developed an autonomous landing hazard
avoidance system using a Lidar for 3D perception of landing
hazards [10][11]. [12][13] use range sensors for large-scale
UAV landing. However, given weight and size constraints,
range sensors are not suitable for a weight restricted UAV.
The Mars 2020 mission deploys LVS, a lander vision system
to detect landing hazards [14]. Given an on-board map with
predetermined hazard locations, LVS uses a monocular cam-
era to estimate the spacecraft’s position during descent and
triggers an avoidance maneuver if necessary. Unfortunately,
landing hazards for UAVs are much smaller than for landers,
and maps with the resolution required to detect UAV landing
hazards off-line are not available. Additionally, previously
acquired maps cannot annotate dynamic landing hazards (e.g.
cars or persons on Earth).

Similar to our work, [15] describes vision-based au-
tonomous landing in unknown, 3D terrain. Also using an
SfM approach, a dense point cloud is calculated and pro-
jected onto a digital elevation model (DEM). The DEM
is then evaluated for roughness and slope to segment safe
and unsafe landing sites. While this work determines the
landing site entirely on a single DEM, we continuously fuse
depth measurements into a local elevation map to temporally
improve the map representation in the present of 3D depth
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Fig. 2. Overview of the main modules of the complete landing system,

running on-board the UAV.

errors. Most recent works fuse a stream of depth maps from
an SfM approach into an 2.5D elevation map [16][17][18].
These works apply a simple arithmetic on the elevation
map, by using a local neighborhood operator to check if
the surrounding cells have a similar height to detect flat and
obstacle free regions. While in [16][18] the map resolution
is tied to the pixel footprint, [17] switches the resolution of
the elevation map depending on the flight altitude, but does
not store multiple resolutions and therefore information is
lost during re-sampling.

In [19] a fixed surface map is adapted to incorporate depth
maps with multiple resolutions. Depth maps are directly
fused into a multi-resolution triangular mesh based on a
regular grid. The proposed algorithm is computationally
demanding and requires a high-end GPU. While this is
not feasible for on-board processing on a small embedded
processor, we follow the idea of a multi-resolution map to
fuse image-based 3D measurements based on the local pixel
resolution, but implement a different, grid-based surface
representation.

III. SYSTEM OVERVIEW

Figure [2] gives an overview of the proposed processing
pipeline on-board the UAV. A range visual-inertial odometry
algorithm (xVIO) estimates the current pose of the UAV
using a down-facing camera, an IMU, and a laser range
finder (LRF). xVIO combines measurements from these three
sensors in a tightly coupled approach [20] to overcome
traditional weaknesses of VIO such as scale unobservability
in the absence of inertial excitation, e.g. during critical
maneuvers such as constant-velocity traverses or hovering
with no motion. The state estimator is a standalone module
for robustness purposes, and for computational efficiency.

While pose estimates are accurate enough for controlling
the UAYV, they are not sufficient for dense 3D reconstruction.
Therefore, we deploy a camera pose refinement step [21],
using the outputs from the estimator as pose priors. Based
on baseline and feature-related constraints, two images are
selected and a conventional real-time stereo algorithm [22]
is deployed to calculate a dense stereo disparity image.
Finally, by triangulating the disparity image, a range image
containing the 3D positions of each pixel in the world frame
is achieved. Range images are then used to incrementally
build a robot-centric, multi-resolution digital elevation map
adapted for landing applications. Whenever a new range
image is available, the corresponding Level of Detail (LoD)
is calculated for every 3D point in the image based on
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Fig. 3. Multi-resolution map structure. Blue: base layer storing the absolute
height of the aggregated measurements; Yellow and Red: successive layers
carry residuals. Slightly darker coloured squares in each layer cover the
same ground area.

the footprint of the corresponding pixel, and a Bayesian
update step is performed to update affected cells. This has
the advantage, that the map representation can incorporate
measurements naturally based on their lateral resolution with
no need for resampling, as will be explained in Section [[V]
Whenever the elevation map is updated, the landing site
detector evaluates the map in several steps exploiting the
multi-resolution structure and using various cost functions,
as will be described in Section [V] resulting in a binary map
indicating if a map cell is a feasible landing site or not.

IV. MULTI-RESOLUTION ELEVATION MAPPING

The SfM system described in the previous Section can
efficiently create depth maps and thus enable a UAV to
perceive its 3D environment. However, since depth maps tend
to be noisy and incomplete, due to non-Lambertian surfaces,
occlusions, or textureless regions, their direct use for safe
landing site detection is limited. Hence, it is necessary to
temporally fuse them into a consistent model of the UAV’s
environment. Furthermore, when a UAV overflies a surface
at different altitudes, depth maps with different resolutions
are estimated and need to be incorporated into a single map.

A. Multi-scale Surface Representation

We fuse range measurements into a multi-resolution eleva-
tion map that is based on a Laplacian pyramid decomposition
representing the observed environment with multiple scales
in a single, consistent model. Figure [3]illustrates the structure
of the map, where each layer contains a regular sampled
2D grid map with predefined, fixed topology. Subsequent
layers are sub-sampled by a factor of two, allowing to
incorporate new measurements probabilistically in a coarse-
to-fine manner.

Inspired by the Laplace pyramid by Burt-Adelson [23],
the layers within the pyramid contain different frequencies
of the surface structure, where finer resolved layers contain
higher frequencies not captured by the coarser layers. An
advantage of the Laplacian pyramid is that individual layers
can be assumed to be independent, which simplifies fusion
and enables recursive estimation. The map does not store
the environment at multiple resolutions as widely used in
computer graphics, but uses an implicit representation, where
the coarsest layer contains the aggregated height values
of all measurement within the footprint of a coarse cell.
Subsequent layers only store frequency components called
residuals calculated by
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Fig. 4.
layer in the pyramid added, the more details appear.

Surface reconstruction from multi-resolution map. The higher the
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where z is the measured elevation and hj the aggregated
height, h; respectively is the height stored in the coarsest
layer (base layer, or layer 1).

Reconstruction of the surface is straight forward by simply
adding the different layers of the pyramid (Figure ). Given
a position (z,y) on the surface, the extracted height is
calculated by

!
hi(z,y) = hi(z,y) + Z rn(2,Y) (2)

n=2

where hi(x,y) is the absolute height of the base layer
with respect to the UAVs initial position while r,(x,y) are
the residuals at position (x,y) and pyramid level n.

The layout described enables cell retrieval in their cor-
responding coarser or finer grid maps efficiently and in
a simple manner. Cells at any scale are denoted by their
integer coordinates x; at the finest resolution. If d is the
maximum depth of the pyramid and [ the desired layer, the
scaling factor is given by s = 29! with [ < d. Hence,
index coordinates to access the multi-resolution grid at any
resolution [ can be obtained by simple arithmetic as:

= WJ 3)

where x, represents the index of the cell at the finest res-
olution. The memory overhead of the Burt-Adelson pyramid
scheme is 4/3 compared to a single layer map [23].

B. Dynamic Level of Detail

When flying over 3D terrain or when the camera is
mounted at an oblique angle, the pixel footprint of a mea-
surement varies within a depth map. Therefore, it is not
practical to work with a single global map resolution, since
a single resolved map typically results in aliasing artifacts
when the selected resolution is too high or details disappear
if the resolution is too small. To cope with measurements
with varying resolutions, we apply a dynamic level of detail
concept which is inspired by computer graphics methods



to adapt the complexity of an object to the expected on-
screen pixel resolution. Applying the inverse process, we
incorporate a measurement only up to the level of the
Laplacian pyramid with the corresponding pixel resolution.
We first compare the pixel footprint of a measurement i,
representing the area of a pixel in the range map projected
on the surface,

224 — 2) - tan(FQV
poi = 2Fa 7)) tan(75) @)
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with the resolutions represented in the map levels. Here
zq 18 the current altitude of the UAV, z; the elevation of
the measurement, FOV the field of view of the camera
and n, the size of one image row. Therefore, the param-
eter controlling the LoD is the distance of a point to the
camera. Finally, the level with the next lower resolution to
the measurement resolution is selected as the target level.
By only incorporating the measurements up to the desired
resolved layer, we can minimize aliasing artifacts.

C. Map Update

Given the pyramid structure in which the coarsest layer
contains absolute height values and the subsequent layers the
residuals, it is possible to directly estimate the coefficients
of the Laplacian pyramid. Each depth map is processed as
it arrives to incrementally update the map in a coarse-to-fine
manner. Updates are first applied to the base level, then for
each finer level. Residuals are calculated and fused until the
required level of detail has been reached, repeated recursively
for each individual 3D measurement. Individual map cells
are updated by a Kalman update step, using a measurement
variance directly derived from the expected maximum stereo
disparity error of 0.25 px, neglecting pose uncertainty. Given
the height measurement h; which corresponds to the z-axis
of the world coordinates, and the height variance o; which
is calculated given a baseline from the 3D reconstruction
process, the recursive Kalman update step to update the
height estimate h,, and variance o,, of the corresponding cell
is formulated as [24];
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Note, that the same measurement uncertainty o; is applied
in all levels, since the predicted height is assumed to be
constant among layers.

D. Map Movement

The map with fixed size is implemented using a two-
dimensional rolling buffer. Therefore, the map requires con-
stant memory and can be moved efficiently by shifting
indices and resetting cells that move out of the map area. Be-
side being memory efficient, a rolling map is non-destructive.
In order to prevent loss of data while moving back and
forth, the map is only moved when a measurement at a

Threshold

Fig. 5. Scheme of the map movement logic. When the UAV moves from
position C1 to Ca the map is not moved since the new measurements still
fall into the map area. At the third position C3 the measurements lie outside
the boundary of the map, and the map is moved from position M1 to Ma.

new position falls outside the map boundaries as depicted in
Figure 5] We make the map pseudo-robot-centric and locate
the map directly underneath the UAV to deal with drift in
the pose estimate.

E. Discussion

A regular sampled elevation map is a straight forward 3D
surface representation for UAVs with limited computational
capabilities. An obvious drawback of the regular grid is
that cells borders do not correspond to natural features of
the surface and the measurement resolution does not need
to correspond to an existing layer resolution. Being aware
of this drawback, we find that the proposed representation
is sufficient for the task of autonomous UAV landing site
detection. Artifacts can occur in the areas within the map
where the resolution changes between neighboring cells.
However, since this is only the case in non-flat areas of the
map, we can ignore those artifacts for the purpose of landing
site detection.

V. LANDING SITE DETECTION

Robust and safe landing site detection is essential to
mitigate the risk of crash landings. Since emergency landings
might be required at any time during flight a landing site
detection algorithm needs to be efficient enough to run on-
board in near real-time.

A. Landing Requirements

The requirements for adequate landing sites are defined
by the landing gear of the UAV. Thus, we define a safe
landing site to have a local neighborhood of certain radius
sufficiently large for descending and landing in which the
following criteria are fulfilled:

o Slope: The inclination of the surface is below a maxi-
mum threshold.

e Roughness: The surface within the landing area is
sufficiently flat, respectively free of obstacles.

o Confidence: The landing site is detected with sufficient
confidence. If the confidence is low, e.g. because only
a few measurement have covered an area on the map,
no conclusion can be drawn about the safety of a
landing site.
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Fig. 6. Requirements for a landing site. Within the Safe Landing Area,
slope, and roughness must fulfill the requirements set by the landing gear.

A safe landing area consists of a keep-out-zone defined by
the size of the UAV and an additional safety margin, which
is introduced to alleviate quantization effects of the regular
sampled grid as will be discussed in Section

B. Evaluation Criteria

The landing site detector analyzes the elevation map in
several stages, considering two basic assumptions:

o Asm. I: The slope of the aggregated layers is similar to
the slope of the coarsest layer.

e Asm. 2: If Asm. 1 does not hold true, the roughness
criteria is violated.

Therefore, the detector first evaluates the coarsest layer
for slope, and - if successful - then performs a hazard
analysis in the finer layers. Further, it is assumed that areas
which are unsafe in coarser layers are also not safe in
finer layers. Therefore, if an area is declared as unsafe
in a coarse layer it is no longer evaluated in subsequent
layers, saving computation time. However, since the size
of detectable hazards decreases with the resolution increase
of finer layers, a coarse-to-fine evaluation of the roughness
criteria is still required. The roughness evaluation consists of
two local neighborhood operator. First, the roughness criteria
is verified using a smaller Rock Area (Figure [f) accounting
for abrupt changes around hazards. Second, the complete
Safe Landing Area is verified to be sufficiently planar.

The landing site detector result is a binary map which
annotates if a map cell is a valid landing site or not. Finally,
by applying a distance transform, locations with a maximum
distance to any obstacles can be selected and collected in a
list of landing site candidates to be considered by the UAV
on-board autonomy.
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VI. EXPERIMENTS

We run various experiments on synthetic and real flight
data sets to evaluate the performance of our proposed frame-
work.

A. Mapping Experiments

We evaluate the map quality with simulated terrain consist-
ing of a nominally flat but rough Brownian surface [25] with
a pre-defined inclination, overlaid with rocks, represented
as half spheres of a defined size, and a cliff (see Figure
[7d). Rocks are randomly distributed, given a desired rock
abundance (20% of the total surface). 3D point clouds were
generated by simulating a stereo camera with a fixed altitude
depending baseline corresponding to ~80% image overlap
with added Gaussian noise corresponding to a 0.25 pixel
disparity error (3 sigma). For this experiment the UAV starts
at an altitude of 5 m above ground level (AGL) in an elevated
area and flies over a 5 m cliff resulting in an altitude of
10 m AGL.

During flight the map is updated continuously and for each
update we perform a map evaluation for each of the three
terrain types (Figure [7).

As expected, the map is most accurate, when measure-
ments are incorporated in the highest resolution layers. At
t = 12 s, the cliff starts to appear in the images. Since the
distance to the terrain and thus the pixel footprint increases
while flying over the cliff, measurements from below the cliff
are no longer incorporated into the finest layer, which results
in an increased total map Root Mean Square Error (RMSE)
converging to the RMSE of the layer 2 map reconstruction.
At t = 28 s, the cliff is out of view, and therefore layer 3 does
not contain any data for the rest of the flight. By comparing
the three evaluations, we can see that the mapping module
can accurately reconstruct the ground plane, while the RMSE
for rocks and cliffs is higher. Since we are only interested in
safe landing sites located on flat ground, this is acceptable
for our approach.

B. Landing Experiments

Figure [§] illustrates a simulated UAV flight using the JPL
DARTS simulator [26]. A sequence of artificial images was
used to calculate dense depth maps with our SfM module,
which were temporally fused within the map representation.
As can be seen, landing sites are correctly detected on the
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Root Mean Square Error (RMSE) of the reconstructed map calculated for map cells that contain (a) flat ground, (b) rocks with a diameter of

30 cm, and (c) cliffs according to the terrain segmentation illustrated in (d). Flight altitude: 5 m AGL (before cliff), 10 m AGL (after cliff). Map: 3 layers,

8 cm resolution at highest level; terrain slope: 5°, cliff height: 5 m.
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Fig. 8. (a) Simulated UAV flight over Mars Victoria crater rim; b) Current
reference view (rectified left image); c¢) Height map generated from stereo
disparity map (warmer colors are closer to camera); d) Aggregated elevation
map (top-down view). Note, that map is rotated ~45°; e) Landing site map
(green: safe landing site, red: landing hazard, black: no data). A and B label
selected landing hazards for illustration. Flight altitude: 20 m AGL. Map:
3 layers, 10 cm highest res.; safety area radius: 1.0 m; slope threshold: 20°.
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Fig. 9. Landing site detection evaluation. By using a safe landing area that
includes a safety margin next to the keep-out-zone, the False-Positive-rate
can be minimized. Flight altitude: 5-6 m; terrain slope: 5°. Map: 3 layers,
highest resolution: 6 cm. Safe landing area radius: 0.6 m; keep-out zone
radius: 0.5 m; max. slope: 10°.

flat terrain outside the crater, but not on the terrain below
the rim that violates the slope constraint.

In order to determine the performance limits of the landing
site detector, we use the same artificially generated surface
as described in section to verify the ability of the
landing site detector to detect small landing hazards. 16
flights were executed over terrain consisting of a slightly
sloped ground plane (5°) with randomly distributed rocks
with a fixed rock coverage area of 20% and rock sizes as
shown in Figure 0] and Table [l For each flight, rocks of
a fixed size were randomly distributed on a ground plane,
and 50 individual frames were evaluated, leading to a total

Fig. 10. UAV flight over a rock field. a) 7x7 rock field; b) Raw camera
image; c) Aggregated elevation map; d) Evaluated landing site map based
on annotated rocks (green: safe landing site, blue: false landing hazard,
yellow: border region assumed to be hazardous, not evaluated, red: correctly
detected hazards). Flight altitude: 5 m. Map: 3 layers. Safety area radius:
0.5 m, keep-out-zone radius used for evaluation: 0.3 m, slope threshold:
10°, rock area radius: 0.5 m, max. roughness: 0.1 m.

average rock count of 2000 rocks per rock size. Map areas
within one safe landing area radius of a non-assigned map
cell (map border) were excluded from the evaluation since
the detector annotates these areas as hazardous by design.

The detector is capable of resolving rock sizes larger than
3 times the highest cell resolution as can be seen in the high
detection rate - the number of rocks detected in relation to the
number of rocks that were visible during flight (a rock counts
as detected when all cells which contain a part of a rock
are correctly segmented as hazardous). Additionally, we are
able to reduce the false-positive-rate - the number of falsely
detected safe landing sites - to zero by the introduction of
an additional safety margin (Figure [6). This however comes
at the cost of a reduced recall rate - the number of correctly
segmented cells divided by the total number of cells in a
map, which is acceptable, since a conservative result that
minimises the risk of a crash landing rather than finding all
possible landing sites is preferred.

To verify the simulation results, we conducted flights with
a UAV (TurboAce Infinity-6, equipped with a Snapdragon

TABLE I
RECALL, DETECTION, AND FALSE POSITIVES RATES FOR DIFFERENT
SIZES OF LANDING HAZARDS. M(LIGHT BLUE): WITH SAFETY MARGIN.

Rock Diameter [m] [01 ] 02 ] 03] 047] 05710
Recall Rate [%] 688 | 87.5| 856 | 84.8| 826 | 773
Detection Rate [%] 31.8 | 92.9 | 100.0 | 100.0 | 100.0 | 100.0

False Pos. Rate [%] 60.2 0.5 0.4 0.2 0.1 0.1
Recall Rate M [%] 69.6 | 802 | 780 | 774| 757 | 705
Detection Rate M [%] | 33.4 | 93.5 | 100.0 | 100.0 | 100.0 | 100.0
False Pos. Rate M [%] | 44.1 | 0.003 0.0 0.0 0.0 0.0




TABLE II
ROCK DETECTION RATES FOR DIFFERENT MAP CELL SIZES FOR THE
UAV DATA SET [%].

Rock Height [m] | 0.14-0.22 [ 0.22-0.30 | 0.30-0.38 | 0.38-0.46
Rock Diameter® [m] | 0.28-0.44 | 0.44-0.60 | 0.60-0.76 | 0.76-0.92

3 cm Cell Size [%] 100.0 100.0 100.0 100.0
6 cm Cell Size [%] 100.0 100.0 100.0 100.0
12 cm Cell Size [%] 98.4 100.0 100.0 100.0
20 cm Cell Size [%] 59.3 89.1 100.0 100.0
Number of Rocks ** [ 25 [ 14 ] 4 [ 2

* Note, that rock diameter is approximated using a half sphere model
** Rock height distribution of rocks in the rock field (Figure [10|a)
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Fig. 11. Landing recall (left) and rock detection rate (right) over different
map cell sizes for multiple UAV flights over the rock field shown in Figure
at different altitudes.

Flight Pro) over a rock field (Figure [T0h) consisting of
rocks with heights between 14 cm and 46 cm. Rocks were
selected, such that they can be approximated as half spheres,
where the rock height corresponds to half the rock diameter.
Images were captured with a nadir pointed camera with VGA
resolution and 110° horizontal field of view at a flight altitude
of approximately 5 m and a velocity of 1 m/s. Landing site
detection and evaluation were performed offline.

Similar to the simulation results in Figure [0] the rock
detection rate starts decreasing if rocks have an approximated
diameter below 3x the cell size in the highest resolution layer
(Table [M).

To evaluate landing site performance as a function of the
distance to the overflown surface, we additionally conducted
flights at different altitudes. As can be seen in Figure [IT} the
recall rate decreases at higher altitudes. This is caused by
increased noise on stereo range measurements which scales
with distance, and fewer updates in individual map cells in
the highest resolution layer. The result is that the map surface
is no longer smooth and the detection of small rocks becomes
more difficult as expected.

Figure [12] illustrates landing site detection results with
UAV flight data over arid terrain. Our approach is able to
resolve individual, small landing hazards and detect a 15°
slope at the right side of the camera image.

C. Runtime Evaluation

For run time measurements, we conducted a test flight
in simulation at an altitude of 20 m AGL at a speed of
approximately 2 m/s and measured run-times on an Intel
Xeon E-2286M, 2.4 GHz processor, with both, the mapping
and landing site detection module, running on a single core.
A VGA-resolution depth map is processed by the mapping

d e

Fig. 12. Landing site detection with UAV flight data: a) Raw camera image
with overlaid features that are tracked by the state estimator; b) Reference
view (rectified); c) Height map; d) Aggregated elevation map; e) Landing
site map (green: safe landing site, red: landing hazard; black: no data). A
and B label selected landing hazards for illustration. Note, that the map
is rotated ~105°. Flight altitude: 8 m. Map: 3 layers, highest resolution:
10 cm. Safety area radius: 0.5 m, max. slope: 10°.

module in approximately 18.2 ms (¢ = 1.69 ms) to update
a map of 16 m x 16 m size with 3 layers and a maximal
resolution of 8 cm per cell - corresponding to a total number
of 52,500 cell updates using 0.4 MB memory. The landing
site detection module evaluated this map in approximately
20.3 ms (o = 1.95 ms). Note, that the execution time
however depends greatly on the altitude of the UAV and the
structure of the observed scene. We expect execution times to
scale to an embedded processor to meet a targeted detection
frame rate of approximately 1 Hz.

VII. CONCLUSIONS AND FUTURE WORK

We presented a framework to autonomously detect safe
landing sites on-board a future planetary rotorcraft with
limited size, weight and power resources. The proposed
elevation mapping approach is capable of incrementally
modelling a surface by processing vision-based 3D mea-
surements with multiple resolutions in a dynamic Level of
Detail approach. While being memory and computationally
efficient, the multi-resolution map refines a coarse terrain
approximation with local high-resolution information. The
presented landing site detector exploits the multi-resolution
structure of the representation of the environment and allows
a fast and efficient detection of safe landing site. We clearly
see the multi-resolution mapping approach advantageous in
3D terrain with various elevations, or for cameras mounted
with an oblique angle, where our approach allows to create
a highly detailed map close to the vehicle and a coarse
map further away or in areas with less dense measurements.
The framework was tested on various simulated and real
environments, validating the feasibility and robustness of our
vision-based methods.
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