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ABSTRACT

Transfer learning has been widely utilized to mitigate
the data scarcity problem in the field of Alzheimer’s dis-
ease (AD). Conventional transfer learning relies on re-using
models trained on AD-irrelevant tasks such as natural image
classification. However, it often leads to negative trans-
fer due to the discrepancy between the non-medical source
and target medical domains. To address this, we present
evidence-empowered transfer learning for AD diagnosis.
Unlike conventional approaches, we leverage an AD-relevant
auxiliary task, namely morphological change prediction,
without requiring additional MRI data. In this auxiliary task,
the diagnosis model learns the evidential and transferable
knowledge from morphological features in MRI scans. Ex-
perimental results demonstrate that our framework is not only
effective in improving detection performance regardless of
model capacity, but also more data-efficient and faithful.

Index Terms— Alzheimer’s disease detection, Transfer
learning, 3D convolutional neural network, Structural MRI

1. INTRODUCTION

Recently, machine learning has gained much attention in ad-
dressing the accurate diagnosis of Alzheimer’s disease (AD).
Despite its effectiveness, high-capacity models such as con-
volutional neural networks (CNNs) still suffer from the lack
of training data due to the limited availability of public image
data for AD [1, 2]. A popular solution to the data scarcity
problem is transfer learning with arbitrary auxiliary tasks,
e.g., re-using models trained on natural image classification,
tuning them on the target task. However, we observe that such
a naive remedy leads to negative transfer to AD diagnosis.

In this paper, we present a simple yet effective transfer
learning with an AD-relevant auxiliary task named morpho-
logical change prediction, which leverages the morphological
features in 3D MRI brain images. The conventional way to
use the morphological features is to extract summary mea-
sures (e.g., subcortical volume and cortical thickness mea-
surements) and use them as additional input features [3], but
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Fig. 1. Illustration of transfer learning for AD diagnosis:
The proposed framework vs. conventional transfer learning.

it is challenging to effectively model such multimodal infor-
mation (i.e., 3D image and summary measures). By contrast,
as illustrated in Figure 1, we focus on learning the transfer-
able knowledge where the summary measures are discretized
into the categorical severity of morphological changes (e.g.,
no, mild, and severe classes of cortical atrophy, ventri-
cle area enlargement, and hippocampal volume shrinkage) as
ground-truth labels of the designed auxiliary task.

As a formal framework for transfer learning, we explore
the use of evidential knowledge learned from morphologi-
cal change prediction as either model prior, target, or input.
Here, we argue that this is “evidence-empowered” trans-
fer learning, as it imitates the manual diagnosis of medical
consultants which finds clinical evidence from the morpho-
logical changes. To investigate how evidence-empowered
our diagnosis model is, we present a counterfactual infer-
ence test by adding random noise to specific brain regions
in MRI scans. The counterfactual images ought to yield
corresponding changes in diagnosis, but it is not always the
case for model-driven diagnosis. In experiments on ADNI
dataset [4], we not only empirically show that our approaches
consistently outperform baselines regardless of model capac-
ity and data size, but also validate their faithful nature in the
counterfactual inference test.
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Fig. 2. Three different approaches of transfer learning leveraging evidential knowledge as prior, target, and input.

2. METHODOLOGIES

2.1. Primary Task: Alzheimer’s Disease Detection

Our diagnosis model learns to map a patient case to its corre-
sponding diagnosis result for Alzheimer’s disease, i.e., either
AD or NC (normal cognition). We formulate the diagnosis of
AD as a classification task, namely AD detection. To learn
an AD detection model, a patient case’s 3D MRI brain image
is used as the model input xi = {pk}Kk=1, where K is the
number of parcellations. Given a case xi, we adopt 3D-CNN
architectures, e.g., 3D ResNet [5], to encode it into a hidden
representation hi = 3D-CNN(xi; θAD), where θAD repre-
sents all the parameters of the 3D-CNN. Then, the hidden rep-
resentation hi is fed into multiple fully connected layers and
ReLU activation functions followed by a softmax non-linear
layer predicting the probability distribution ŷi over classes.
Given N training samples (xi, yi), the parameters θ of the
network are trained to minimize the binary cross-entropy loss
ŁAD(θ) of the predicted and true distributions.

2.2. Auxiliary Task: Morphological Change Prediction

We formulate an auxiliary task, namely morphological change
(MC) prediction, where the model learns the knowledge of
morphological features by predicting each parcellation’s level
of atrophy or enlargement. As the morphological features de-
tected in MRI are crucial to AD diagnosis [6, 7], this auxiliary
task aims to be accomplished with the sole objective of better
performing the target primary task.

To collect training data for MC prediction, we acquire 3D
MRI scans with clinical information (e.g., age, gender, etc.)
from Alzheimer’s Disease Neuroimaging Initiative [4]. Each
image is segmented into 94 parcellations, and we obtain their
summary measures (i.e., volume measurements) for K AD-
relevant parcellations via FastSurfer [8]. A naive setting is us-
ing such summary measures as regression labels for MC pre-
diction, but we explore a unified setting for all parcellations,
which is the classification of three severity levels of atrophy
or enlargement: No, Mild, and Severe. More specifically,
based on clinical information, we first sort cases into groups.

After that, for each group, we use the average volume of NC,
mild cognitive impairment (MCI), and AD cases to define the
interval for data annotation. The annotation procedure is as
follows: If a parcellation’s volume is larger than the mean of
NC cases’ average and MCI cases’ average, we label its level
of atrophy as No. If a parcellation’s volume is smaller than the
mean of AD cases’ average and MCI cases’ average, we label
its atrophy level as Severe. Those in between are labeled as
Mild. The same logic is applied to the level of enlargement.

Formally, in morphological change prediction, each par-
cellation pk ∈ xi is aligned with a classification label yki
representing the level of either atrophy or enlargement de-
pending on the k-th parcellation type (i.e., brain region).
Given a case xi, the model learns to predict {yki }Kk=1. Given
N training samples (xi, y

1
i , y

2
i , ..., y

K
i ), the model parameters

θ are trained to minimize the aggregated cross-entropy loss
ŁMC(θ) between the predicted and ground-truth distribu-
tions, i.e., ŁMC(θ) =

∑N
i=1

∑K
k=1 ŁkMC(yki , ŷ

k
i ; θ).

2.3. Evidence-Empowered Transfer Learning

Figure 2 illustrates the three different approaches for transfer
learning between morphological change prediction and AD
detection. Note that, as demonstrated in Section 2.2, the train-
ing data for MC prediction is derived from the data for AD
detection without additional manual efforts. Here, not only
the knowledge learned from morphological change prediction
can be considered AD-specific evidence for AD detection, but
this is also a label-efficient way to augment training resources
for overcoming the data scarcity problem.

Evidence as Prior (EaP). Sequential transfer learning has led
to promising performance gain [9]. The general practice is to
pre-train representations on an auxiliary data/task and then
adapt these representations to a target primary data/task. A
common choice of the auxiliary task is image classification
with a large scale of natural images such as ImageNet [10].
As our target task covers 3D images, as an alternative, we can
adopt widely used short-clip video datasets such as Kinetics-
700 [11] and Moments in Time [12], where each video cor-
responds to a single object or event. However, as aforemen-



3D ResNet-34 3D ResNet-50 3D ResNet-152 Average
Method / Auxiliary Task Input Acc AUROC Acc AUROC Acc AUROC Acc AUROC

Pre-training / Video Classification Orig. MRI 82.6% 0.910 85.3% 0.916 84.7% 0.917 84.2% 0.914
Random initialization / None Orig. MRI 82.7% 0.886 84.7% 0.903 78.4% 0.858 81.9% 0.882
Pre-training / Video Classification K = 14 85.1% 0.927 85.8% 0.931 87.6% 0.940 86.2% 0.933
Random initialization / None K = 14 87.4% 0.924 87.5% 0.931 86.5% 0.945 87.1% 0.933

EaP / MC Prediction (Ours) K = 14 87.5% 0.934 89.3% 0.941 89.4% 0.949 88.7% 0.942
EaT / MC Prediction (Ours) K = 14 89.2% 0.944 88.9% 0.940 87.8% 0.934 88.6% 0.939
EaI / MC Prediction (Ours) K = 14 88.0% 0.940 89.9% 0.943 89.2% 0.949 89.0% 0.944

Table 1. Detection Performance: The top row represents the adopted backbone models; Orig. MRI denotes the original
un-segmented MRI scan; Underlines highlight the best baseline for each backbone model and Average; K = # of parcellations;
Note that in this paper, if not specified, the term “best baseline” denotes the best Average baseline.

tioned, it is sub-optimal to transfer knowledge learned from
such non-medical data into AD detection. Our distinction
is that we leverage knowledge learned from the AD-relevant
task, i.e., MC detection. Formally, model parameters θ are up-
dated by first minimizing the MC prediction loss ŁMC , and
then minimizing the AD detection loss ŁAD sequentially:

Pre-training step: θMC = argmin
θ

ŁMC(θ) (1)

Adaptation step: θAD = argmin
θ

ŁAD(θMC → θ) (2)

where→ indicates the continual parameter update.

Evidence as Target (EaT). The knowledge of morphological
features can be used as additional supervision in a multi-task
learning (MTL) scheme. Here, MC prediction is simultane-
ously trained with AD detection, with the goal of learning a
shared representation that enables the model to consider the
morphological features in MRI when performing AD detec-
tion. The parameters of the model are updated by minimizing
the sum of the AD detection and MC prediction losses as:

θAD = argmin
θ

[
ŁAD(θ) + λ · ŁMC(θ)

]
(3)

where λ is the preference weight. We empirically set λ as 1.

Evidence as Input (EaI). Intuitively, the knowledge of mor-
phological features can also be used as additional input fea-
tures. A straightforward way to do this is to first train an MC
prediction model, extract the prediction results for K parcel-
lations, and use them as inputs for the detection model. How-
ever, since the model predictions are often erroneous1, we in-
stead adopt the hidden representation from the 3D-CNN en-
coder for MC prediction as additional input features. That
is, the model trained on the MC prediction task is repurposed
as a feature extractor for AD detection. Once the additional
features (i.e., evidential knowledge) are concatenated with the
original hidden representation from the 3D-CNN encoder for
AD detection as the input of fully-connected layers, two en-
coders are jointly learned to minimize the AD detection loss.

1The performance in MC prediction is 76.0%, 77.1%, and 77.6% in terms
of accuracy, when adopting 3D ResNet-34, 50, and 152, respectively.

3. EXPERIMENTS

3.1. Experimental Settings

To evaluate the effectiveness of our three uses of evidential
knowledge for transfer learning between MC prediction and
AD detection, we apply our approaches and conventional
transfer learning to several 3D-CNN architectures. Specif-
ically, we adopt 3D ResNet (34, 50, and 152) [5] as the
backbone models of our framework and baselines, since they
have been widely employed for AD detection. For baselines,
we use both (i) randomly initialized weights and (ii) weights
pre-trained on two large-scale 3D datasets for recognizing
objects and events in videos: Kinetics-700 [11] and Moments
in Time [12]. We acquired the pre-trained weights from [13].

The dataset used in our experiments includes 2781 NC
and 1739 AD cases and is split into training, validation, and
test sets with a 4:1:1 ratio. We use accuracy (AD vs. NC) and
area under the receiver operating characteristic curve (AU-
ROC) as evaluation metrics. All the experiments in this paper
are conducted using a batch size of 16, a learning rate of 1e-5,
Adam optimizer [14], and OneCycleLR scheduler [15]. Ex-
periments are run on one NVIDIA RTX A5000 GPU.

3.2. Results and Discussions

We now present the empirical findings of the following three
research questions guiding our experiments:

• RQ1: Does our evidence-empowered transfer learning
improve AD diagnosis?

• RQ2: How “evidence-empowered” are our models?
• RQ3: Is our evidence-empowered transfer learning help-

ful in situations where data is insufficient?
Overall Performance (RQ1). Table 1 presents the per-
formance in AD detection of our approaches. EaI with 3D
ResNet-50 achieves the highest accuracy (we empirically set
K = 14), outperforming the best ResNet-50 baseline by 2.4
percentage points. Also, experimental results show that all of
our approaches (EaP, EaT, and EaI) result in higher detec-
tion accuracy than both randomly initialized and pre-trained
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Fig. 3. Counterfactual Inference Test: The average result of three adopted backbone models.

Fig. 4. Data Efficiency: The average result of three adopted
backbone models. Dotted lines indicate the performance of
the best baseline when given 100% of training data.

baselines, regardless of model capacity. Moreover, compar-
ing baseline performances, we find that despite its massive
pre-training data, baselines pre-trained with video classifica-
tion tasks have lower accuracy than not only our approaches
but also randomly initialized baselines (when K = 14). Sim-
ilar findings of such negative transfer are also reported in [16,
17]. This demonstrates that our evidence-empowered transfer
learning framework improves AD diagnosis more effectively
than the conventional transfer learning approach.

Faithfulness (RQ2). In this section, we investigate how
“evidence-empowered” the proposed framework is. That is,
we look into if the diagnosis result is faithful to changes in
evidence (i.e., changes in MRI scans). For that purpose, we
present a counterfactual inference test, where we deliber-
ately add random noise to parcellations whose morphological
changes are annotated as Severe (i.e., corrupt the evidence)
to acquire counterfactual samples. After that, we measure the
differenceDIF between predictions when the model is given
a pair of an original sample x and its counterfactual x̄ (776
pairs in total). Let P (x) and P (x̄) be the outputted softmax
probabilities (AD) when given x and x̄. The difference DIF
is calculated as follow: DIF = |P (x̄)− P (x)|.

Results of the counterfactual inference test are shown in
Figure 3. We can see that all of our approaches have lower
counts in the first bins (0 ≤ DIF < 0.02) compared to
the best baseline. This means that when given a pair of an
original sample and its counterfactual, our models can out-

put predictions that better reflect the changes in MRI scans.
In other words, our models have more sample pairs yielding
larger DIF (from the second to the last bin). This pattern not
only allows us to quantify how “evidence-empowered” our
framework is, but also suggests that our approaches are faith-
ful to changes in evidence and reflect these changes in their
diagnosis better than model-driven approaches do.

Data Efficiency (RQ3). We further experiment on varying
amounts of training data as a stress test for data-scarce sce-
narios. The results are presented in Figure 4. Firstly, we find
that our approaches always outperform the best baseline when
the same amount of training data is given. Furthermore, when
only 25% of the training data is given, our approaches (EaT,
EaI, and EaP) outperform the best baseline by 12.7, 14.0,
and 15.7 percentage points in terms of accuracy, respectively.
Secondly, comparing to the best baseline trained with 100%
of training data, EaP and EaI both achieve (i) higher accuracy
with only 50% and 75% (respectively) of training data and (ii)
higher AUROC with 75% of training data, demonstrating that
our approaches can show comparable performance even when
only a limited amount of training data is available (i.e., data
efficiency). These experimental findings affirm the data effi-
ciency of our framework, which is an important property as
AD diagnosis is often limited by the data scarcity problem.

4. CONCLUSIONS

This paper presents an evidence-empowered transfer learn-
ing with an AD-relevant auxiliary task named morphologi-
cal change prediction. With the evidential knowledge learned
from this auxiliary task, we explore the use of evidence as
model prior, target, or input. Applying our framework to
AD diagnosis, our models not only outperform baselines re-
gardless of model capacity and data size, but also manifest
their faithful nature in the counterfactual inference test. In the
future, as our framework is label-efficient, we presume our
framework can be adapted to diverse medical imaging fields
to mitigate the data scarcity problem.
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