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Abstract

We consider the problem of exact synchronization of two iragé& at remote locations connected by
a two-way channel. Such synchronization problems arisenviteens in the data are distinguishable, as
is the case for playlists, tasklists, crowdvotes and recendar systems rankings. Our model accounts
for different constraints on the communication throughgiuthe forward and feedback links, resulting
in different anchoring, syndrome and checksum computaticategies. Information editing is assumed
of the form of deletions, insertions, block deletions/misas, translocations and transpositions. The

protocols developed under the given model are order-optiith respect to genie aided lower bounds.

I. INTRODUCTION

Rankings are emerging data formats that capture informadlmout orderings of elements,
and they include linear orders, weak orders — orders wit) #ed partial orders. Linear orders
are most frequently referred to as permutations, as theghiewdistinct elements, while weak
orders are sometimes known as multiset permutations. Rgri@mats appear in a wide variety
of applications, including social choice theory, where @eoncerned with ranking candidates
based on their suitability for a certain positidn [17], faand meta-search engines, where
one is concerned with ranking web-pages according to ted@évance with respect to search
keywords [7], and bioinformatics and gene prioritizatiovhere one ranks genes according to
their likelihood of being involved in a disease, or where @meoncerned with rearrangements
of unique genetic blocks within different genomés [1]. Ind@idn, permutations have found
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applications for efficient encoding of automata and segeij@], while both permutations and
multiset permutations are frequently used for encodinguyimelations between objects. Many
popular voting sites store large volumes of ordinal andtieal data, frequently based on
pairwise comparisons, and examples include CrowdVotirgjesys such as Reddit, Heycrowd,
and KittenWar([13]. Permutations are reconstructed basedsufficiently large number of infor-

mative pairwise comparisons, which are in one-to-one spordence with binary relations [2].

A number of ordinal data processing systems call for synakation of their ranking infor-
mation at remote locations, within static or dynamicallyaeing data acquisition environments.
Here, synchronization refers to reaching a consensusmngriki reconstructing a ranking at one
node based on partial information given at another node efntwork. Different nodes may
contain different versions of a file containing ordinal dagach as for example data reflecting
preference orders for movies, politicians, food choicessimplaylists and other items.

Other important examples pertain to distributed and matakeengine systems, where infor-
mation about millions of dynamically changing web-pagestised, and routing engines, storing
large volumes of priority information. In the former casd, particular interest are rankings
of web-pages which have to be constructed using some saotitegia or algorithm, such as
PageRank, specific to data at a given location. For examplaelocation, one may have full
access to the web-pages and their scores, while at anottigra @artial order may be available,
reflecting the scores of a reduced number of web-pages. Hiageya web-page is updated,
the score of the web-page changes as well. This change ie soay consequently change
the ranking of the web-pages. Running PageRank is a comiie®; and energy-consuming
operation and it may be desirable to quickly estimate thelaiity of rankings [18], [6] between
different engines and synchronize their content if requit®ther emerging distributed storage
systems in which synchronization of permutations may beired includes flash memories in
the cloud [5], due to the fact that rank modulation codingrespnts a desirable and efficient
means of information storage in flash memories.

Synchronization of binary and non-binary data throughraive communication was first
described in[[15],[[16], and extended to synchronizatioseait and related entities in [16], [14],
[19], [3], [21]. A number of synchronization protocols amaplemented in practice, such as
rsync and dsync [9], and used in dropbox and other file refiation systems. Nevertheless, no

results on efficient synchronization protocols for perrtiates are currently known.



The problem we consider in this context may be succinctledtas follows: A transmitter and
a receiver, connected by a two-way noiseless channel, aceglat different locations. Each link
has a total communication throughput (i.e., the largestbrmof bits communicated through the
link within a synchronization procedure), which for thei@rd and feedback links equa). and
¢, respectively. The transmitter stores ordinal informaid the form of a (partial) permutation
o, while the receiver stores a “noisy” version ®f , denoted by¥". Ordinal data noise refers
to random deletions/insertions, block deletions/insesj translocation and transposition errors.
The problem of interest is t@xactly restorec” at the receiver with the smallest two-way
communication throughput between the transmitter and eébeiver. In general, this problem is

difficult; we therefore focus on two simplified models:

« The classical modelln this case,;, ~ ¢, i.e., the communication throughputs of the
forward and feedback links are of the same order. This cgaegents a generalization of
the binary data scenario addressed in [19]] [20], to ordimfarmation.

« The limited feedback moddh this case, we assume that > c,;, or more precisely, that
¢ = O(dlog n), andc,; = O(dlog d), wheren is the length of the ordinal message, while
d is the number of editing errors. Using the feedback link istlgp and for this channel,
synchronization has to be achieved with a number of bit trassions proportional to

d log d, but independent on the length of the message

Our main contributions are as follows. Fof andoX mis-synchronized by deletions, we exhibit
protocols within a factor of two and a factor of five from thengeaided limits forc;, ~ ¢,
andc;, > ¢, respectively. When the synchronization error is a singleglocation, a protocol
within a factor of three from the genie-aided limit is propds For single transposition errors,
we describe a one-way protocol within a factor of six from gemie-aided limit. This protocol
uses generalization of Varshamov-Tenengolz and Reed¥®oiacodes for ordinal information.

The paper is organized as follows. Sectidn Il contains ththematical preliminaries and the
problem formulation. Synchronization from deletions osertions is analyzed in Sectignllll.
A discussion of translocation and transposition error Byowization methods is presented in
Section 1V and Sectioh 1V, respectively.



II. NOTATION AND PRELIMINARIES

A permutationo : [n] — [n] is a bijection over[n] = {1,---,n}. The collection of all
permutations ornn| is denoted bys,. For anyo € S,,, we writeo = (01,09, - -, 0,,), Wherego;
is the image ofi € [n] undero. The identity permutatioril, 2, --- ,n) is denoted bye.

The projection of a permutation onto a set? C [n], denoted by p, is obtained by removing
all elements inn] \ P from o = (01,09, -+ ,0,). In particular, whenP = [n|, op = 0. As an
example,(2,3,7,5,1) is the projection of a permutation over afnj for which n > 7 onto the
setP = {1,2,3,5,7}. We tacitly assume that is either known in advance, or that it equals to
the value of the largest element in the partial permutathich of these assumptions is used
will be apparent from the context. We frequently refer tojpctions as partial permutations and
do not explicitly write the subscripP unless required by the context.

Given op, a deletion refers to removing an element/infrom op. Similarly, an insertion
refers to inserting an element {n] \ P into an arbitrary position ofp». A block of deletions
or insertions of lengthi corresponds to a set of deletions or insertions containgdirwil
consecutive positions. A swap of two elements in a permarias referred to as aansposition
For example, the symbols and 2 are transposed if2,1,3,4) when compared to the identity
permutation(1,2,3,4). A pair of an insertion and a deletion involving the same @pmis
termed a translocation|[4], formally defined next.

Definition 2.1: A translocationy(i, j) is a permutation defined as follows: i< j, we have
o, j)=0, - ,i—1i+1,---,7—=1,7,4,7+1,--  n),
and ifi > j, we have
o(i,j) =0, ,i—1,4,5,j+1,---i—1,i+1,---,n).

For: < j, the permutationp(i, 7) is called aright translocation while the permutatia#n(j, ) is
called aleft translocation. Translocations arise due to indepenfidistandrisesof elements in
a ranking.

Definition 2.2: The inversion vector of p, denoted byin(op), is a binary vecto(zy, - - - , zp|_1),



such that

L, if o3> 04415
xT; =

0, if 0; < Oj41-

In our subsequent analysis, we also make use of Varshammngelz codes VJ(n) C {0, 1}".

These codes consist of all binary vectoss, - - - , x,,) satisfying the congruence
Zi-xiza mod (n + 1), (1)
=1

where the parameter € {0,1,--- ,n} is referred to as the VT-syndrome of the code V).

VT-codes are single deletion error-correcting codes, Wwhe easily proved by exhibiting a
decoding algorithm[[12], [10].

The family of VT-codes partitions the spag®,1}™ into n + 1 single deletion correcting
codes|[11]. A less known result holds for permutations, isgethatS,, may be partitioned into
n cosets of sizén — 1)!, each of which has a unique VT-syndrome for all the inversiectors.
The cosets represent single deletion correcting codes donyttations. The key observations
behind the proof of this fact are that: a) a single deletiorthi@ permutation induces a single
deletion in the inversion vector; b) a deletion in the inv@nsvector may be corrected via VT
coding; and c) given a lettérin [n] \ P and a binary string3 which produces the inversion
vectorIn(op) via a single deletion, there is a unique way to ins$drito o such that the newly
obtained partial permutation has inversion vedgor

Throughout the paper, we assume thaand the number of deletion (insertion) erretss
known in advance both to the transmitter and receiver; tha@z}x deletion (insertion) patterns
are equally likely; and that the transmitter and receivar agree in advance on the steps of
the synchronization protocol. For the case of block errwes,also assume that the span of the
block d is known both to the transmitter and receiver; and thatZadpans are equally likely.
Due to the complicated nature of translocation and trangspogrrors, we focus only on single
error events and relegate the generalization to multiplereto the journal version of the paper.
Although there is no fundamental limitation in allowidg= O(n), for simplicity of exposition,

we restrict our attention to the cade= o(n).



IIl. SYNCHRONIZATION FROM DELETIONSYINSERTIONS

The first problem we address is synchronization from detetioors only. In this case;” is

generated fromr* by deletingd symbols.

A. Synchronization from random deletions/insertions

Assume thatX € S, and that the transmitter is aided by a genie that knows thetitots of
the deleted symbols in the receiver’s partial permutatibnSince there aréZ) possible positions
for the d deleted symbols and possible orderings of the deleted symbols, the transmitteds

to send
log (Z) d! = d(log n+ o(1))

bits, in order to enable the receiver to reconstmutt

The solution in the classical setting is straightforwardsaibed in Protocol 1. The key
observation is that the receiver can deduce the identitthefmissing symbols, given that he
knowsn. Hence, the receiver sentig (;‘) bits to the transmitter indicating the missing symbols,
and the transmitter in return sends the locations of theingss/mbols along with their ordering.

In this way, X can be reconstructed at the receiver with a total number of

log (Z) + log (Z) d! =d(2log n —log d+ O(1))

transmitted bits, which is only twice as much as required lyenie-aided method. However,
this approach cannot be used in the limited feedback saergivien that the throughput of the

feedback link is not allowed to scale ddog n.

Protocol 1: Identical Throughput Protocol

1 The receiver sends the identities of ttheleleted symbols;
2 Transmitter]” sends the locations of thédeleted symbols as well as their ordering.

We next propose a protocol for the limited feedback scenidwdt is within a factor of five
from the genie-aided result.
As part of the protocol, the transmitter maintains a listc, whose entries consist of the

unsynchronized substrings of*. This list is initialized toL,x = {oX}. Similarly, the receiver



maintains a corresponding list of unsynchronized sulgdtidenoted by, v, initialized to L,v =

{o¥}. The limited feedback protocol is described in Protocol 2.

Protocol 2: Limited Feedback Protocol

1 Initialization: L,x < {0~}, L,v « {0o¥}, i < 0;
2 while L,x # @ andd > 1 do
3 fori=1:1:|L,x| do
4 Receiver requests the transmitter to send the central dyofibo, x (7);
5 if Receiver cannot find a match for the central symineh
6 d<—d—1;
7 else
8 if the central symbol was not shifted to the lgfen
9 There is no deletions in the left half of substriagx (7)
10 else
11 if the central symbol was shifted to the left by dhen
12 Receiver requests the VT-syndrome and the checksSuoh the left half
‘ of substringL,x (i) and setsl « d — 1;
13 else
14 Receiver adds the left half of substringsx (i) and L,v (¢) to the lists
‘ L,x and L,v, respectively;
15 end
16 end
17 Repeat step 8—step 16 for the right half of substing (7);
18 end
19 Transmitter and receiver removex (i) and L,v (i) from L,x and L,v,
respectively;
20 end
21 end

The idea of the protocol is to first partition® into a set of substrings each of which contains
one deleted symbol, akin to [20]. Partitioning is achieveal & sequence of transmissions of
a single anchor symbglpositioned in the middle of substrings of interest. To eotra single
deletion error within each substring, the receiver needknimw both the deleted symbol in
that substring and the deleted position, which can be dedfroen thechecksumand the VT-
syndrome of the inversion vector of the substring, respelsti Here, the checksum of a substring
refers to the sum of its corresponding symbols. The ideofithe deleted symbol in a specified
substring can be found by computing the difference of theckiem of the substring X

and the checksum of the corresponding noisy substring’inOnce the identities of the deleted



symbols within the substrings are known to the receiverclkyanization is accomplished via
VT coding.

Two observations are in place. Given that the data consfstiistinct symbols, erroneous
matching is not possible. The most costly steps of synchadioin are checksum transmissions,
all of which take place over the forward channel.

Theorem 3.1:Protocol 2 exactly restores® at the receiver, with
E[N7_r(d)] < (5d — 2)logn — 2dlogd — dlog 2,

and
E[Ngr(d)] <6(d—1).

Proof: The protocol provides an exact solution, since one cann&ereeaors in the process
of anchoring the central symbol.
When synchronizing from deletions, the total number of bits transmitted from thagmaitter

to the receiver until Protocol 2 terminates may be written as
NT%R(d) = Nc(d) + Nv(d) + Ns(d)> (2)

where N, N, and N, represent the number of bits sent for the central anchor signbits for
the VT-syndrome of the inversion vector and bits for the &sams, respectively.

First, we show by induction that faf > 1,

where N.(0) = 0 by definition. Note thatV.(d) depend both on the number of deletions and
the length of the partial permutation. In our analysis, wé&evthe dependence am explicitly
as N.(d,n). In addition, we observe tha¥.(d, n) is increasing inn.

Base CaseV.(0,n) = N.(1,n) = 0, and thus,[3)) holds.

Induction Hypothesis: Suppose tHatV. (k,n)] < 2(k —1)logn, Yk < d— 1.

Induction StepE[N.(d, n)] can be rewritten by conditioning on the outcome of the firsinc



of the protocol as:

(7))
(2)

L) > () o SR B ) @

J

E[N.(d,n)] = logn + E[N.(d—1,n—1)]

d
<logn + —E[N.(d —1,n)]
n

_l_

(ng ) Zi<d) (E[N.(j,n)] +E[N.(d — j,n))) )

(d) j=0 21 J
d
= logn + EIE[NC(CZ —1,n)]

P BN d,) + Z () @G + BN Gn)) @

where the first term in (4) accounts for the encoding of thetreérsymbol. With probability

<%Z§)’ the central symbol may have been deleted. In this case,rtiem reduces to thé — 1
deletions synchronization scenario, since we can simg@grinthis central symbol back to the
central position after synchronizing the remainthg 1 deletions. This also explains the second
term in (4). The third term in (4) follows from that fact thatthe central symbol is successfully
matched inoY, with probabilityzld there arej deletions in the left half of* andd —j deletions

in the right half ofo*, where0 < j < d. This holds since al(’;) deletion patterns are equally
likely. Inequality (5) is true becaus®¥.(d, n) is decreasing im. From (6), we get

n—d

W]E[Nc(d, n)] <logn + %E[Nc(d —1,n)] @)

[1-

- nn;dd j;l (;l) (E[Ne(4,n)] + E[Ne(d — j,n)])

J gl
<logn+ —2(d—2) logn+ 2(d —2)logn, (8)
n n2d -

j=
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where (8) follows from the induction hypothesis. FbK 2, we have

1+ 22(d —2) + 2542(d — 2) Y07 ()

Jj=1\y
1= 2edeen)

E[N.(d,n)] <

logn
< 2(d—1)logn.

Denote the number of anchors that have no match'irby M, and the lengths of substrings
o that contain single deletion errors by, - - - ,l,_,;. The transmitter needs to send th@'-
syndromes and encoding of the sus;, wherej = 1,--- ,d— M, for each ofd— M substrings
that contain a single deletion. Note that the andC'S;’s are correlated random variables. We

hence have

d—M d—M
E[N, + N,] = E[Z log(l; + 1)+ Z log C'S}] 9)
j=1 j=1
d d
<E[> log(lj+ 1)+ » logCS}] (10)
j=1 j=1
d d CS
<E[> log(lj+ 1)+ ) _log Tﬂzj] (11)
j=1 j=1 J
d d CS
<E[Y 2log(l; +1)+ ) log——~2 12
< [; og(l; +1) ;log L) (12)
d d CS;
(a) L+ N
< 2dE[log %] + dE[log %] (13)
d d CS;
(b) (L +1 e
< 2dlog E[%] +dlog E[%], (14)

where(a) is a consequence of the concavitylog and (b) follows from Jensen’s inequality. In

addition, it is easy to seg¢_,(1; + 1) < n.
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e a |
p o)) o) (15)
1 & S Elo)]
-G o= (16)
x;_ n+l
- Efp) = " )

Therefore,
E[Nr—r(d,n)] = E[Nc(d,n)] + E[Ny(d)] + E[N,(d)]
<2(d—1)logn + 2dlogg +dlog 2 ; L
= (5d — 2)logn — 2dlogd — dlog2 + o(1).

Let 0;X(i) andoX (i) be the left half and the right half of* (i), respectively. Denote the VT-
syndromes of the left and right half of the substringsby;, and V'7T,., respectively, and use
a similar notation for the checksums of the substrings, tarfe&; and C'S,.. On the feedback
link, the receiver sends out at each round the encoding ofobtige nine messages:
(1)“failed to find a match”;

(2)“parseo;* (i) and X (i)";

(3)“parseos;* (i) and sendV/T,”;

(4)‘parseos;* (i) and send”'S,”;

(5)“sendV'T; and parserX (i)”;

(6)sendVT; and V'T,”;

(7)*sendV'T; andC'S,”;

(8)“sendC'S; and parserX (i)”;

(9)*sendC'S; and V'T,".

The number of bits transmitted by the receiver is at mostethies at each round. Therefore,

E[Np2(d)] < 3Eﬂf§f” — 6(d— 1), (18)

For the case of insertion errors, the situation is reversesoi far that the transmitter is in
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possession of a partial permutation, while the receivertatns a permutation. Interestingly,
one only needs to identify the inserted symbols, since thesitions are automatically revealed

thereafter. This reduces the total number of transmittéesi iy d log n.

B. Block deletions/insertions

We consider next the problem of synchronizing from blocketiehs. Since deletions occur
in consecutive order, the receiver only needs to know thedirghe last edited position, as well
as the arrangement of thedeleted symbols. In the genie-aided case, the required @uoftb

transmitted bits equals
log(n —d+ 1) +logd! =logn + dlogd + O(d).

Clearly, the deletion synchronization method describeth@éprevious section also applies to
the block deletion case. However, the communication thinpugfor the random deletion protocol
may be significantly higher than needed, given that the ideletappear in consecutive positions.
To see this, consider an example with= 2. On average, the random synchronization protocol
communicate®)(log” n) bits andO(logn) bits through the forward link and the feedback link,
respectively. The protocol we propose next only requireg3(bg d log n) throughput on the
forward link.

We start by introducing the process of deinterleaving. & deinterleaving process;* and

oY are parsed intd subsequencesr*)* and (o¥)* of the form

(UX)k = (0’?7 O-liida U£<+2d> e );

Y)k

(U = (0-12:/7 0-12:/+d> Ulz/+2d> T )v

where, fork = 1,---.d, (¢¥)* and (¢¥)* are mis-synchronized by one deletion only. For

instance, suppose that the transmitter stores
o =(1,14,12,2,3,4,9,10,11,13,5,8,7, 6, 15),
while the noisy version available at the receiver reads as

oY =(1,14,12,2,10,11,13,5,8,7,6, 15).
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The above described parsing method results in:
() (M) =(1,2,9,13,7),(1,2,13,7),
(0™)2, (6¥)? = (14, 3,10, 5,6), (14,10, 5, 6),
(0%)?, (6¥)? = (12,4, 11,8,15), (12,11, 8, 15).

The resulting “single” deletion synchronization can be elata one-way communicatiohy
letting the transmitter send out the VT-syndromes and cheutlks for each of thed substrings

(0X), for 1 < k < n. The total number of transmitted bits is
Nr_r(d) + Nror(d) = Ny r(d) = 3dlogn.

As presented in Protocol 3, the total communication thrpuglan be improved t0 (log dlogn),
with O(log d) bits transmitted on the feedback link. The key idea is taagtithe error structure.
Denote the position of the symbol deleted (in*) by p;. If a deletion in(c*)! occurred at
positionj, i.e., if p; = 7, then fori > 2, p;, equals eithey or j — 1, which is a consequence of

the fact that deletions occur in consecutive order. In paldr, the sequencgp;}¢_, equals

(plv"' y Pk—1,Pky * ** 7pd) = (]7 7j7j - 17 7j - ]-)7

wherek denotes the index of the subsequencerdfcontaining the first deleted symbol. Note
that we may havé: = d + 1, implying that the first deleted symbol is contained(in®)*. It is

straightforward to see that the first deleted positidrequals
p* = (.] - 1)d+ 17 if P1 = Pd, and

p'=((—1)d+k—d=(j—2)d+ k, otherwise

Theorem 3.2:Protocol 3 exactly restores® at the receiver, with

21
E[N7_r(d)] = 3logd logn + 6logn + logd! — ng’

o(d — 1)
d2

var[Nr_g(d)] = log? d log® n,
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Protocol 3: Block Deletion Protocol

1 Initialization: m < 0, t < 0 andZ©®) « {iy,--- jig} = {1,--- ,d};
2 Transmitter sends the VT-syndromes and the checksumigrfor! and (o)¢;
3 Receiver recoverésX)! from (¢¥)! and computep;;
4 Receiver recoveréos™ )¢ from (¢¥)? and computepy;
5 if p; = pg then
6 Receiver sends “FOUND” and = 1;
7 else
8 | whileZ® is not singletordo

FAQIER
9 m <— [T—"
10 Transmitter sends the VT-syndrome and the checksuiior6j™;
11 Receiver recoversX)™ from (¢¥)™ and computes,,;
12 if p1 > p, = pg then
13 |z i)
14 else
15 ‘ Tt G L 72"(2(”'}
16 end
17 t<—t+1;
18 Receiver sends “NOT FOUND”;
19 end
20 Receiver sends “FOUND” and
21 if p1 > p, = pg then
2 | sendsk = m;
23 else
2 | sendsk =m + 1.
25 end
26 end
and

E[Np~r(d)] = 2dd ! log d,
d—1. ,
var|Nr_r(d)] = 7 log®d. (19)
Proof:

When (o%)! and (oY) are synchronized, the receiver knows tliat — 1)d + 1 is in the
span of the block deletion. Since all — d + 1 block deletions patterns may have occurred
equally likely, with probabilityé, (p1 —1)d+1 is the first edited position, which can be detected

by the receiver via comparing, with p,. In this case, Protocol 3 terminates with step 6, and
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Nr_g(d) = 6logn, Ng_r(d) = logd. Otherwise, the protocol goes though thieile command,

which terminates at rounibg d whenZ(9 is a singleton. In the latter case, we have

Nr_r(d) = 3logdlogn + 6logn

and
d—1
NR%T(d) = 72 10g d.

Then

1 d—1

E[Nr_r(d)] = 86(logn +logd!) + T(Glogn + 3logdlogn + logd!)
21
= 3logd logn + 6logn + log d! — osd

The expressionsar[Nr_,r(d)] andvar|[Ng_r(d)] may be derived similarly. [ |

IV. A SINGLE TRANSLOCATION: A PAIR OF A DELETION AND AN INSERTION

On a permutation of length, one can perform as many &s — 1)? different translocations.
Thus, in the genie-aided casglog(n — 1) = 2logn + o(1) bits need to be transmitted. We
describe next a protocol that is within factor of three frdme genie-aided limit.

First, observe that a single translocation error is eqaivato a deletion and an insertion of
the same symbol [4]. Hence, the idea is to partitioh in such a way that the deletion error
and the insertion error are contained in different subgsriof o*. To correct the transposition,
we use the fact that VT-codes for permutations are capabtietaictingsingle translocations.

Let S,x and S,y be the to-be-parsed substringscof ando”, respectively.
The protocol starts with the transmitter sending the césymbol of o, i.e., the symbol at

position [2] in o, to the receiver. The receiver examines whether the pasitiche received
symbol is[2] in o¥. If not, the received symbol is within the span of the tranat®mn, and

a deletion occurred in the left half ef¥, and an insertion occurred in the right half of,

or vice versa. If the received symbol is accurately anchated; |, the protocol uses the VT-
syndrome to determine which half ef* contains the translocation. The process is repeated for
the substring that contains the translocation error.

Theorem 4.1:Protocol 4 exactly restores® at the receiver, with the number of bits trans-
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Protocol 4: Protocol for Single Translocation

1 Initialization: S,x + o%X, S,v « o¥;

2 Transmitter sends the central symbol$fx;
3 Receiver anchors the central symbolSgy ;
4 if the central symbol was not shiftéden

5 The receiver requests?;(S,x);

6 if VT[(SUX) + VTl(SUY) then

7 S,x + %, S,v < o), go to step 2;
8 else

9 | S,x <=0, Syv <=0, go to step 2;
10 end

1 end

12 if the central symbol was shifted by one position to thethegh

13 The receiver requestSS,.(S,x) andV1;(S,x), usesCS,(S,x) to synchronize the
insertion in the right part of,» and uses/7;(S,x) to synchronize the deletion in the
left part of S,v;

14 else

15 The receiver requestSS;(S,x) and VT, (S,x), usesCS;(S,x) to synchronize the
insertion in the left part o5,y and uses/T,(S,x) to synchronize the deletion in the
right part of S,v.

16 end

mitted through the forward link satisfying

E[N7_r] < 6logn, (20)
var[Nr_r] < 8log?n + 0(10g2 D, (21)
and the number of bits transmitted through the feedbackdatksfying
E[Ng_r| <6, (22)
var[Nror] < 18 + O(%) (23)

Remark 4.2:Due to the symmetry of a translocation, the limited feedbpiaocol can be
easily adapted for a forward link limited model by exchamgthe roles of the transmitter and
the receiver.

Proof: Let M be the random variable counting the transmission rounddatktor Protocol



17

4 to terminate. Denote the distribution of by Q,,.

If Protocol 4 terminates at roundt/ = m, by that point, the transmitter has sentanchor
symbols,m — 1 VT-syndromes for detecting the translocation within thetfin — 1 rounds,
and2logn bits andlog n bits for synchronizing first from the insertion and then tiele error,
respectively. Hence, the total number of bits sent by thestratter equal§2m + 2) logn, and

E[N7_r| andvar[Nr_,g] may be written as

E[N7_ ] = 2logn E[M] + 2logn, (24)

var[Ny_g] = (4log® n) var[M]. (25)

On the feedback link, the receiver sends out at each roundcenieding of one of the five
messages: (1) “sentl T;(S,x)"; (2) “parse S,x <+ i, S,v + o} (3) “parse S,x + o,
Sy < a¥” (4) “send CS,(S,x) andVT;(S,x)"; (5) “send CS;(S,x) andVT,(S,x)". For the

encoding, only three bits are needed. Thus, we have

E[Ng_7| = 3E[M], (26)

var|Nr—r] = var[M]. (27)

Next, we bound the momeni& M| and var[M].

Protocol[16 terminates at round if and only if the anchor symbol sent at roumd was
shifted ino. Denote the probability of the event “thé" entry ino™® was shifted ino¥” by P;.
If the k' entry inc® was not shifted inc¥’, then either the translocation error was contained
within the firstk —1 positions or contained within the last- £ positions. For permutation strings
of lengthk — 2 andn — k, one can perfornik — 2)? and (n — k — 1)? different translocations,
respectively. Thus we have,

(k—2)2+ (n—k — 1)?
(n—1) ’

Pp=1- (28)

which is maximized a&* = [5]. Since in the first round the center symtmq’% is checked,
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the probability that the protocol terminates at round one is

+-2 — 2 ifnis odd
Qu(M =1) =Py = 21 (n—1) (29)
+ o

N[

— 2@51)2 otherwise

N[

If the received symbol is accurately anchored[&t, the protocol uses the VT-syndrome to
determine which half o&* contains the translocation. The process is repeated fosithstring
that contains the translocation error. The length of thessiry of interest at each round is
characterized in Lemnia 4.3

Lemma 4.3:Let {a,}?>, be a sequence such that denotes the length of the substring of
X (or, equivalentlysY) at roundk. Then

ntl2 ok < log(n+ 1) — 1
=4 7 < log(n +1) (30)

0 otherwise

Proof: We prove this claim by induction.
Base Case: Wheh = 1, 2122 =y = ¢,

Induction Hypothesis: Suppose thagt = %ﬁffl for all £ <log(n+1)— 2.

It is straightforward to see that

n4+1-—2k—1
Qk—l + 1
CLk+1 - # - 1

(31)

n+1—2k
— (32)

The algorithm performs splitting until the substrings teacthreshold length which cannot be

smaller than three. Hence

n+1—2k1
=k <log(n+1)—1. (34)

Since at mostog(n + 1) — 1 rounds are needed,, = 0 for all & > log(n + 1). u
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As a result, the distribution of/ has the following closed form

1 2 2
@M(m) = (5 + ntl-gm—1 1 - (n+1_%m71 _ 1)2> X

om—1

m—1 9 . 9
i1 N = R L

for m <log(n+ 1) — 1; andQ,(m) = 0 otherwise.

Suppose next that’ is a geometric random variable with parame%ent can be shown by
induction that the random variabl¥ is first-order stochastically dominated k¥ i.e., for all

Qu(M <m)>P(G <m), (35)

which immediately implies
E[M] <E[G] = 2.

Nevertheless, the claim thatr[AM/] < var[G] may not hold in general. Still, we may write

var[M] = E[M — E[M]]?

= En<gpn[M — E[M]* + Enrsepn [M — E[M]]*. (36)

By observing thatl < E[M] < 2, the first term on the right hand side 6f[36) can be bounded

as
) 1 1
En<ppn[M —EM]" < Q1) = 5 +O0(-).
Similarly, it can be shown that the second term on the rigiidhside of [(36) satisfies
Enrsepn[M — E[M]* < Egspie)[G — E[G]]?,

which completes the proof. [ ]

V. SYNCHRONIZATION FROM A SINGLE TRANSPOSITIONERROR

Suppose that? = 0¥ 7, wherer is a transposition. Let = (a b), wherea, b € [n] anda < b,

implying that the elementsX and s;* were swapped. In this scenario, the genie-aided lower
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bound equalsog () = 2logn + O(1).

We first show that anchoring strategies cannot lead to orpmal protocols. Since a trans-
position is equivalent to two substitution errors, an amgtgpstrategy reduces to a trivial “send
and check” interaction, i.e., the transmitter keeps sandiifferent symbols until one of the
swapped symbols is identified. Denote the number of rountlsrdé¢he protocol terminates by
M,. Since

n—2
where P[M, > k] = (1) = (37)
the average number of transmitted bits equals

1
E[Nr_z] = E[M,]logn = 1~ logn.

We show next that a single transposition can be synchronis@tgy an one-way protocol in
which the transmitter sends the encoding of three quasttifie = X7 ,ioX, 65 = X1 % 0X
and 0 = X i3 0) . Similarly, letd) = X7 io), 63 = X1 i?0) andd) = X 30}, The

receiver computes and b from

0f — 07 = (oy —o3)(a—Db);

0 —dy = (op —o7)(a—"0b)(a+D);

Y — 65 = (of —aX)(a—b)(a®+b*+ab).
and then solves the system of equations

0 — 0 a2+b2+ab—53’/_6§(

b= = )
BN 5y — o

(38)

The average number of transmitted bits equal®g n.
Note that the moment sunds’, i = 1,2, 3, may be seen as generalized VT-syndromes as well

as ordinal Reed-Solomon type parity-checks.
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VI. CONCLUSION

In this work, we have explored the problem of synchronizingimal data with special
attention to the scenario when there is stringent const@inthe feedback link throughput
per synchronization procedure. Four types of informatidiitserandom deletions/insertions,
block deletions/insertions, single transloations andjlsirtranspositions—have been analyzed
individually. Foro¥ ando* mis-synchronized by deletions, we exhibit protocols withifactor
of two and a factor of five from the genie-aided limits fgr ~ ¢,; and¢;,. > c,;, respectively.
When the synchronization error is a single translocatiopyatocol within a factor of three
from the genie-aided limit is proposed. For single trangposerrors, we describe a one-way
protocol within a factor of six from the genie-aided limithi§ protocol uses generalization of

Varshamov-Tenengolz and Reed-Solomon codes for ordif@nmation.
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