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Abstract—With the growing popularity of electric vehicles
(EVs), maintaining power grid stability has become a significant
challenge. To address this issue, EV charging control strategies
have been developed to manage the switch between vehicle-
to-grid (V2G) and grid-to-vehicle (G2V) modes for EVs. In
this context, multi-agent deep reinforcement learning (MADRL)
has proven its effectiveness in EV charging control. However,
existing MADRL-based approaches fail to consider the natural
power flow of EV charging/discharging in the distribution net-
work and ignore driver privacy. To deal with these problems,
this paper proposes a novel approach that combines multi-EV
charging/discharging with a radial distribution network (RDN)
operating under optimal power flow (OPF) to distribute power
flow in real time. A mathematical model is developed to describe
the RDN load. The EV charging control problem is formulated
as a Markov Decision Process (MDP) to find an optimal charging
control strategy that balances V2G profits, RDN load, and driver
anxiety. To effectively learn the optimal EV charging control
strategy, a federated deep reinforcement learning algorithm
named FedSAC is further proposed. Comprehensive simulation
results demonstrate the effectiveness and superiority of our
proposed algorithm in terms of the diversity of the charging
control strategy, the power fluctuations on RDN, the convergence
efficiency, and the generalization ability.

Index Terms—V2G, Electrical Vehicle, Optimal Power Flow,
Reinforcement Learning, Federated Learning
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) Learning rate for Q network, policy network and
temperature coefficient updates
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Ne/Nd Energy transfer efficiency for EV charging and
discharging

0 Reward discount parameter

K Weight coefficient for balancing TA and RA

A Weight coefficient for power, anxiety and grid
reward

@92V /aY*S Upper bound of charging and discharging rate for
EVi

lse Upper bound of the square of current magnitude

from bus s to e

ﬁ?zv /EVZG Upper bound of charging and discharging power
for EV¢

T Learning rate for target Q network updates

v, /Us Lower and upper bound of the square of voltage
magnitude at bus s

bse Susceptance on the line (s, €)

C; Battery capacity of EVi

Ds,t Active power injection at bus s at time slot ¢

st Rective power injection at bus s at time slot ¢

Tse Resistance on the line (s, ¢€)

Tse Reactance on the line (s, ¢)

Sets

L Set of transmission lines in RDN

V Set of bus in RDN

Z Set of EVs’ indexes connected to bus s
£2 Set of children buses of bus s in RDN

Random Variables
SoC?, Expected SoC for EV3 at time slot ¢
SoCCj Estimation SoC of the coming travel for EVi

(3
& Electricity price at time slot ¢

te/td Arriving time and departure time of EV3

Vg t Square of voltage magnitude at bus s at time slot ¢

Decision Variables

o} Temperature coefficient

€ Reparameterization parameter for policy network

10} Parameter of actor network

oy Standard deviation of power change in the test

SoC; ; State of charge for EVi

0% /9%  Parameter of critic and target critic network

it Charging/discharging rate for EV3 at time slot ¢

Dot Active power obtained from substation at time slot
t

Pogg,t  Active power on aggregator s at time slot ¢

Py Active charging/discharging power of EV: at time

slot ¢



Pse,t
Qse,t

Sit

Active power from bus s to bus e at time slot ¢
Reactive power from bus s to bus e at time slot ¢
State of EV3 at time slot ¢

I. INTRODUCTION

LECTRIC vehicles (EVs) offer a promising alternative

to conventional fossil fuel-powered vehicles, with their
potential to mitigate greenhouse gas (GHG) emissions and
air pollution [1]]. Recent projections from the International
Energy Agency (IEA) indicate that the EV market share has
substantially increased in recent years and is predicted to reach
approximately 30% by 2030 [2]]. However, the increase in EVs
also poses new challenges for the power grid, including bur-
dening the electricity loads and amplifying the peak electricity
demands [3[|-[5]]. [6] demonstrated that even a 10% increase
in EVs could result in significant fluctuations in the grid’s
voltage curves.

Vehicle-to-grid (V2G) and grid-to-vehicle (G2V) are con-
sidered effective techniques to minimize the negative impact
of EV charging on the grid [7], [8]. V2G involves discharging
an EV back into the power grid, while G2V refers to charging
an EV from the grid. The V2G/G2V mode in a distribution
network can help stabilize the power curve [9]-[11] and
provide peak shaving/valley filling services [12]. However,
the uncertain factors, including dynamic electricity prices,
grid load, and uncertainty in human behavior, increase the
difficulty of generating a generalized charging policy [13]-
[15]. Consequently, the critical challenge lies in effectively
coordinating EVs’ charging and discharging behavior in a
dynamic environment to enable their active participation in
electricity delivery [16].

Numerous approaches have been proposed to develop op-
timal EV charging control policies. Traditional studies have
formulated charging control as an optimization problem that
aims to maximize the drivers’ profits [17]. For instance,
the work [18] proposes a two-stage charging optimization
model to reduce the operation cost at the workplace. In
[19], the capacity limitation in distribution transformers is
considered, and the continuous EV charging is formulated as
linear programming. The authors of [20] investigate energy
trading in coordination with V2G and propose a solution
using mixed-integer stochastic linear programming. [21] de-
signs a cost function with battery energy constraints, and the
optimal EV charging control is computed through dynamic
programming. The work [22] introduces the uncertainty in
wind energy supply and formulates the EV charging control as
a Markov Decision Process (MDP). Reference [23]] considers
the customers’ dynamic preference for charging parameters
and conducts a stochastic game to address the uncertainty.
Reference [24] introduces time anxieties to address uncertain
events and solves the EV charging problem using a generalized
Nash equilibrium (NE) game. In summary, all the algorithms
mentioned above maintain an explicit optimization model
under the assumption of a fully observable environment called
model-based algorithms. The optimal charging control strategy
is generated based on an accurate system model. However,
fully observable environments rely on a priori knowledge

about state transitions, and uncertain factors in the environ-
ment can interfere with state transitions, which further affects
the model’s accuracy.

Model-free deep reinforcement algorithm (DRL) has
demonstrated great potential in sequential decision-making
problems without prior knowledge of the environment’s dy-
namics [25]-[27]. In DRL, the agent makes a decision for
each state to obtain the reward sequence and then learns to
optimize its policy to maximize expected future rewards. DRL
algorithms have been widely adopted in grid management and
have achieved excellent performance [28]], including in EV
charging control. In [29], discriminative features of electricity
prices are extracted through a representation network, and
Q-learning is developed to obtain the optimal discrete EV
charging control strategy. Reference [30] utilizes the long
short-term memory (LSTM) method to extract the trend of
electricity prices. The estimated electricity price is applied in
a deep deterministic policy gradient (DDPG) algorithm for
continuous EV charging control policy. In [31], the traffic
conditions are considered to minimize the travel time and
charging costs during charging navigation. [32]] formulates
the EV charging control problem as a constrained MDP and
develops a safe DRL method to learn the optimal scheduling
strategy. In [|33[], the authors mathematically model the driver’s
anxiety using statistical principles and propose using a soft
actor-critic (SAC) to learn the optimal policy. However, EV
charging behaviors in the same system tend to affect each
other, where such mutual influence is often ignored in single-
agent DRL-based approaches. Multi-agent deep reinforcement
learning (MADRL) algorithms are more suitable for address-
ing EV charging control problems than single-agent ones [34].
For example, the work [35] promotes the type of tariff and
develops a multi-agent multi-objective reinforcement learning
framework to optimize the charging schedule. In [36], a
multi-agent SAC-based framework is proposed to learn the
environment’s dynamics, and its performance is verified in a
simulated distribution network. In [37], the authors study the
transformer constraints in a residential system and approx-
imate the collective behaviors of EVs through a collective-
policy model, using multi-agent SAC to learn the charging
scheduling strategy. Overall, model-free DRL-based methods
have proven to be superior in addressing uncertainty in EV
charging control.

Nevertheless, the approaches mentioned above have two
drawbacks. Firstly, while some advanced methods (e.g., [19],
[36], [37]) combine EV charging control with the distribu-
tion network and consider a systematic optimization process,
they usually use simplified constraints as a substitute for
complex power flow in the distribution network, which is
insufficient and unreliable. Moreover, the substitute electricity
constraints are considered an optimization objective, which is
often optional, leading to the possibility of irreversible damage
to the distribution network during the EV charging control.
Secondly, the charging and travel data of each EV is privacy-
sensitive, raising concerns about driver privacy when sharing
massive data in MADRL. To address this, some latest MADRL
algorithms (e.g., [37]) maintain a charging control strategy
with individual charging experience to avoid privacy breaches.



However, the isolated data of each EV limit the generalization
of the strategy [38]]-[40].

To tackle the above issues, we propose an approach that
leverages optimal power flow (OPF) [41] to model radial
distribution networks (RDNs) [42] and federated learning (FL)
[43]]-[47] for charging control policy training. Specifically, we
study a multi-EV charging and discharging system on an RDN,
which operates under OPF and aims to allocate power flows to
minimize power loss. Each EV is controlled by an agent that
deploys a soft actor-critic (SAC) model inspired by [33]. SAC
has achieved excellent effects in continuous action space. It
uses an entropy regularization method, which can effectively
control the exploration and stability of the policy. Each agent
receives regulation information from the RDN and executes
local model training to maximize rewards, including V2G
profits, grid idle degree, and driver satisfaction. The training
process follows the FL mechanism, where agents upload their
local model parameters to the server via a communication
link. The server aggregates these parameters to refine a global
model that enhances the generalization of the charging control
strategy. As only model parameters are transferred during
transmission, and local data is stored on each EV, drivers’
privacy is guaranteed [48[]—-[50].

To summarize, this paper makes the following main contri-
butions:

o We introduce an RDN that operates under OPF to com-
bine with a multi-EV charging control system. By consid-
ering electric component constraints, we simulate the EV
charging/discharging power flow on the RDN, resulting
in more solid and realistic constraints than quantitative
approaches.

o We develop a grid reward with OPF-based RDN, intro-
ducing a new optimization objective, i.e., grid idle de-
gree, in the case of unbalanced charging and discharging
rates. The EV agents trained through the grid reward
will sequentially charge/discharge when the grid is idle,
significantly reducing the power fluctuations on the RDN.

o We model the EV charging control problem as a multi-
agent MDP and propose a continuous federated SAC
algorithm called FedSAC. Compared to previous standard
DRL methods, our FedSAC approach achieves the best
control performance.

The rest of this paper is organized as follows. Section
presents the EV charging/discharging model on an OPF-based
RDN and models the EV charging/discharging process as an
MDP. Section introduces the overall framework of the
proposed FedSAC. In Section simulations are conducted
to verify the performance of the proposed algorithm. Section
concludes the paper.

II. THE DISTRIBUTION NETWORK MULTI-EV G2V/V2G
MODEL

This paper considers the radial distribution network (RDN)
integrated multi-EV G2V/V2G model. Each EV is equipped
with a G2V/V2G management module, which works as an
agent to conduct model training and control the charging pro-
cess. In this section, we first combine EV charging/discharging

with a radial distribution network and introduce OPF to model
the system. Then, the driver’s charging anxiety is modeled to
consider the different habits of the driver. Finally, the charging
control process is formulated as an MDP with hourly dynamic
electricity prices.

A. The Radial Distribution Network Model

The radial distribution network refers to the power net-
work that receives electricity from the transmission network
or regional power plants. Through distribution facilities, it
distributes electricity to various users regionally or level by
level according to voltage.

As discussed in [51, Section II.A], we consider the AC
power flow on RDN. To this end, we define the topology
of RDN by (V, L), where V := {0,---,v} denotes the
set of buses. Without loss of generality, the substation is
denoted as bus 0, £L C V x V denotes the set of transmission
lines. Then, let p,; and g5 denote the active and reactive
power injection at bus s at time slot ¢. For the transmission
line (s,e) € L, we define by rs and xs the resistance
and the reactance, respectively and by b, the total charging
susceptance. Moreover, Ps.; and ()s.; denote the active and
reactive power from bus s to e during [¢,t + 1), respectively.
Thus, the AC power equation in a radial distribution network
can be described as

P557t = Ps,t + Paggs,t + Z (Phsﬂﬁ - Thslhs,t); (la)
he
Qse,t = {s,t + Z (th,t - xhslhs,t)a (lb)

he,

where (2, denotes the index set of children neighbors of bus s,
and P4, ; is the charging power of the aggregator connected
to bus s during [¢,t+1). Moreover, I, is the square of current
magnitude, i.e.,

P, +Q%
lseﬂ‘/ — se,t Qs e, t ’ (2)

Us,t

3

where v, ; € [v,,Ts] is the square of voltage magnitude at bus
s during [t,t + 1). Then, the equations of power flow from s
to e are represented as

—lse,t (T?e + x?e) .3

In addition, flows in the branch’s charging susceptance should
also be considered. Thus, the capacity limits on all branches
during [t,t + 1) are defined as

Vst — Vet = 2 (TsePse,t + msere,t)

1 _
lse,t + sz,tbie + bsere,t S lsev

1 _
lseﬂf + Zve,tbge + bse (mselse,t - Qse,t) S lse

(4a)

(4b)

B. EV Charging Model on RDN

Let us consider N EVs with the same battery and charging
infrastructures. Each EV can work in both G2V and V2G
modes. We assume that EVi connects the charging pile at time
t2 and departs at time t¢. The State of Charge (SoC) of EVi
at time ¢ is denoted as SoC; ;, which satisfies SoC;; € [0, 1].
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Fig. 1. The structure of EVs connected to RDN

The charging and discharging process of EVi’s battery at time
slot ¢ is modeled as

SOCLt
SOCi’t -+ (787

t<td, t>td

5
te<t<td, ©)

SoC; 441 = {
where a; ¢ is the continuous charging/discharging rate at time
slot ¢, i.e., a;; > 0 when EVi work in G2V mode and a; ¢+ < 0
when EV¢ work in V2G mode.

The actual power EVi absorbed/released from RDN
during [t,t 4 1) is calculated as

P = R?tzv it > 0
MRS <o
o ©®
)T a;t >0
—140;:C;  a; ¢ <0,

where 7).(n4) is the (dis-)charging efficiency, and C; denotes
the actual battery capacity of EVi.

The aggregator is a middleware between RDN and EVs re-
sponsible for receiving charging/discharging power and trans-
mitting control signals. Thus, the power of the aggregator s is
equal to the sum of EVs managed by it:

Pagg. .t = § : Py

i€Z,

_ G2V V2G

=Y PV - PY )
i€Z, i€Z,

_ pG2v V2G

- Paggs,t B Paggﬁ,w

where Z, denotes the set of EVs’ indexes connected to bus s
and P32 /PY2%, denotes the total charging/discharging rate
of EVs on the aggregator s. Thus, F,44. ¢+ can be calculated
by the charging and discharging rate of EVs connected to ag-
gregator s. Additionally, the constraint of charging/discharging

power is denoted as

®)

-/

—=V2G —=G2v . . .
where the P, and P,  are the maximum discharging and
charging power, respectively.

C. OPF Formulation on RDN

When the structural parameters and load conditions of RDN
are given, the objective of the OPF is to minimize power loss
by rationally distributing the power flow. The power loss at
time ¢ is defined as

Pgoss _ Ptsub + PtVZG o PtGZV o Ptothers’

where 5" denotes the power obtained from substation and
Pp%ers denotes the other load on RDN. PY2S denotes the power
absorbed from the discharging EVs, and PF?V denotes the
power cost by the charging EVs, i.e.,

Py = Z pV2G

aggs,t?
sey

G2V

G2V __
Pt - aggs,t*

seV

In the article, we assume the other load Pt"‘hers remains
constant over time for simplification. The charging/discharging
power PS2V and PY?C are managed by individual EVs.
They are fixed for RDN at every timeslot. Therefore, for
optimization problems in RDN, the PPV and PY?C can be
treated as parametric input. In other words, the OPF problem
is equivalent to minimizing the energy obtained from the
substation at time ¢. The objective function to be optimized
can be written as

(%a)
(Ob)

where P, 44 ; stacks P4, ; for all s € V. We assume the RDN
works under OPF all the time in the paper.

In the RDN, the management system is responsible for
power flow distribution with OPF and sends the results to EVs
through the communication unit. A charging pile can usually
provide charging services for multiple EVs. Fig. [I] shows the
structure of the RDN. The aggregator acts as a middleware

minimize fopj ¢ (Pagg.t) := P
subject to Pygq: € Fy := {(I) — ®) are satisfied} ,



between RDN and EVs, collecting EVs’ power and working
as a communication link. The aggregators are connected to
the lower V2G charging piles, which can provide charging
services for multiple EVs.

D. Charging Anxiety Model

This paper further considers the driver’s charging anxiety,
including the driver’s range anxiety (RA) and time anxiety
(TA). RA represents the driver’s anxiety of depleting the
battery, which can be relieved by a higher estimated SoC
level at time t¢. However, a higher SoC at ¢ will also reduce
profits obtained from the V2G process. The accuracy of the
driver’s SoC estimation increases with their experience. TA
represents the driver’s anxiety about uncertain factors, which
may interrupt the charging process and thus leave insufficient
power for upcoming travel. Different drivers have different
tolerance for uncertain factors.

The charging anxiety is defined by the following mathe-
matical model as presented in [33]], which maps the driver’s
anxiety to the expected SoC:

Bl,i (6*52,1‘(t*ta,i)/(td,,i*ta,i) _ 1)
e—Bz.i —1

SoC?, = (10)

for [t7,td), where t¥ € [t¢,t¢) is the time when the driver
begins to feel anxious, hyperparameters 3} € [0, 1] and 3? €
(—00,0)U(0, 00) determines the growth trend of anxiety SoC.
Specifically, larger 3} determines higher SoC at t¢ while larger

3% leads to reaching the expected SoC earlier.

E. Markov Decision Process Formulation

The EV charging control process is modeled as a Markov
decision process (MDP), which considers the diverse behavior
of different EV drivers. For agent ¢, the individual MDP model
is formalized by a tuple M; = (S;, A;,P;,R;,~), where
S; represents the state set, A; represents the action set, IP;
represents the state transition probability, R; represents the
reward set, and ~ represents the discount factor.

1) State: For agent i, the state gained from the environment
is utilized as input of charging control policy to generate
current action. Specifically, the state at time t is defined as

d d
Si,t = (gi,tfnJrlv e vgi,t» ti ) tiwv SOCi,tv SOCiz,t? SOCz) )

where (&.t—n+1,&t—n+2, - ;&) is the hourly electricity
price of past n hours, SoC;; is the EVi’s current SoC and
Son equal to 3} is the expected SoC when EVi leaves. Each
charging station has an independent pricing right, so each EV
faces different electricity prices simultaneously. However, the
pricing of charging stations depends on the procurement cost
of electricity, which follows certain laws. Thus, past electricity
prices are used to summarize the trend of electricity prices.
The SOC? depends on the driver’s estimation of the coming
travel, and the SoCj, shown in (I0) represents the drivers
expected SoC at time t. The other variables are related to
drivers’ different charging and travel habits. The variables ¢7
and SoC7, reflect the i-th driver’s anxiety trend over time.
Drivers with higher anxiety expect the battery to maintain
higher SoC during charging. The variables ¢ and SOC? depend
on the driver’s estimation of the upcoming travel plan.

2) Action: The action a;; denotes the charging/discharging
rate of EV7 at time slot ¢ with the given s;;. The charging
rate a,; has continuous action space, which is restricted by

_V2G _Gav
—a; 7 <a; <a;".

Here, a92¥ and @) °® obtained from (6) and (7) denote the
maximum charging and discharging rate respectively. a; ; > 0
when EVi works in G2V mode and a;; < 0 when EVi works
in V2G mode. In our formulation, the maximum charging rate
@9%V and discharging rate @)>S are modeled as an imbalance
to suit reality [7], [52]]. We assume all EVs have the same
battery and charging infrastructures.

3) State Transition: The behaviors of different drivers and
random factors result in different environments for each EV
in our MDP formulation. Each EVi thus has different state
transition functions P; affected by personalized drivers’ be-
havior, dynamic electricity price changes, and random factors.
We use notation P; (s; ¢+1|si,ai) to denote the probability
of transition from state s; 4 to s; ;1 when a;; is taken.

4) Reward: Compared to [33]], we design a reward 7; ; such
that the impact of EV charging/discharging on the RDN can
be considered. Besides, it also considers dynamic electricity
prices and drivers’ anxiety. The reward is obtained from
the local environment unique to each EV and the global
environment shared by all EVs. The local environment is an
individual EV with a G2V/V2G management module. The
global environment is the RDN comprising various electrical
components and microcomputers.

The G2V costs and V2G profits are calculated in the local
environment with electricity price and charging rate. Thus we
define the power reward of EVs at time ¢ as

d
Tg,t ==& aiy, U7 <<t

(11

The mathematical model in (I0) maps the driver’s anxiety to
the expected SoC. Additional costs are spent on the amount of
charged power to satisfy the driver’s anxiety. The time anxiety
reward is calculated in the local environment, i.e.,

0 to<t<to
— max (SoC?, — S0C;1,0)° 17 <t < td.

ta
Tit =

12)
When t¢ < t < tf, the driver has not started to feel
anxious about the battery level. No additional power is
charged, so the cost is zero. When t7 < ¢t < tf, the term
— max (SoC}, — SoC; ;, O)2 denotes a penalty to additional
charged power in satisfaction of TA. The penalty term is
made nonlinear by using the square function. An intuitive
statement is that penalty increases at an accelerating rate when
the difference between SoCit and SoC; ; increases.

The range anxiety reward is calculated locally as

2
P = — max (SOC§ _ SoCi7t,O) Ct=1l (13)

2
At departure time t¢, the term — max (SOC? —SoC; 4, O) is
similary a penalty to RA. We combine time anxiety reward
and range anxiety reward to obtain the anxiety reward:

(14)

a . ta ra
Tit = KTy T Kl



where ki, and k; control sensitivity to different anxieties
according to the driver’s habit. The anxiety reward reflects
the driver’s satisfaction with the current SoC.

If EVs are the only flexible loads on RDN, we assume that
all EVs indirectly interact with the global environment(RDN)
through charging piles connected to aggregators. Thus the opti-
mal power flow in can be calculated by the management
system of RDN. Then, the power change at time ¢ on the
substation is calculated as

ge(ar e, -+ ,ant) = fovjt(Pagg,t) — fobit(0), (15)

which we write as g; in the following for notation simplifica-
tion. Here, fop;,¢ in (@) is a function of Pagg, ¢ set, thus, g; is
actually a function of (a1 4, - ,an,) according to (7). RDN
will broadcast the power change g;. Each EV receives power
change g; from the global environment through communica-
tion. Then, the EVi can quantify charging/discharging power
except itself on RDN, and we regard it as grid reward, i.e.,

—max (g¢ — git,0) ai¢ >0,
iy = qmin(g —gi,0)  air <0, (16)
0 A4t = 07
with g;+ = ¢¢(0,--- ,aiy,---,0). The grid reward reflects

RDN load, i.e., the idle degree of RDN. Specifically, the g; ;
represents the impact of EV: charging power on RDN. The
g+ — gi¢ 1s the difference between the charging/discharging
trends of the RDN and the charging/discharging power of
an individual EV. If g — g;; > 0 when a;; > 0, some
other EVs are charging besides EVi. EVs charging concen-
trated will burden RDN. So we penalize such action with a
negative value. And if g, — g; < 0 when a;; < 0, EVs
discharging concentrated will also cause an increase in node
voltage, thereby affecting the RDN operation. Therefore, the
discharging behavior of EV; is discouraged in this case. When
a;+ = 0, the EVi neither charges nor discharges. Thus, the grid
reward is set as 0. In our assumption, charging will impose a
greater burden on RDN because EV’s charging power is larger
than its discharging power.

The sum reward for EVi at time ¢ combines the power
reward, anxiety reward, and grid reward:

Tit(Sits @ie) = ApTh g + Xari =+ AgrS (17)

where weight coefficients Ap, A\, and g depend on sensitivity
to electricity price, driver’s anxiety, and RDN load. The setting
of these coefficients depends on the drivers’ habits and the
structure of RDN. All these coefficients are non-negative.

F. Problem Formulation

The distribution network multi-EV G2V/V2G system aims
to coordinate the EVs charging/discharging on RDN subjected
to the physical model and the operational constraints. A global
policy is learned to map the states of each agent to probability
action space. The ultimate optimization objective is to obtain
a global charging control policy 7 to maximize the expected
cumulative reward:

N T
1 t
mT‘?‘X N § - ]Eai,tNﬂ'z‘,Si,t+1~IP’i E - VT (Si,tv al}t) )
1= t=

where 7 € [0, 1] reflects importance of future reward and T
is the horizon of EV charging control process. Note that the
OPF-based RDN shields the detailed interaction between the
charging/discharging power of each EV. As a result, each agent
only requires local observation in our proposed environment,
simplifying the problem.

III. METHODOLOGY

In this section, we first summarize the Soft Actor-Critic
(SAC), used to control the charging behavior of a single EV
agent. We then introduce FedSAC, a novel approach that
combines SAC with Federated Learning to overcome data
isolation issues in a privacy-preserving manner.

A. Reinforcement Learning for Single EV Charging

Reinforcement Learning enables an agent to learn through
interactions with the environment and make near-optimal se-
quential decisions. SAC is one of the off-policy Reinforcement
Learning frameworks based on maximum entropy to address
the poor stability of model-free DRL methods. SAC aims
to learn a more diverse policy by balancing exploration and
exploitation with entropy regularization, which prevents the
agent from getting stuck in local optima. The experimental
results demonstrate that SAC achieves state-of-the-art perfor-
mance on various benchmark tasks. Therefore, we adopt it in
this paper to make optimal decisions in EV charging control.

The objective of SAC for EVi is to determine its associated
optimal local policy 7;, which maximizes cumulative reward
and policy entropy. This can be achieved through the following
equation:

T
7T';-k = arg max ]Eai,t““ﬂ'('|57:,t) [th (’r‘t (Si,t7 ai,t) (18)

i t=0
+a (r (s
where H (-) denotes the entropy regularization, and the «;
is a temperature coefficient that controls the weight between

cumulative reward and policy entropy.
The soft Q-function in SAC for EVi is defined as

Q (8,6, 0i,) = 74 (S, ait) + VB, 4 ~B; [V (si41)] s

where V is a soft state value function approximated by the
Q-function as

Vi (sit) = Eay yrom, [Q (80,5 ai,t) — i log (T (ag,¢]s4,0))] -

The critic is approximated by a Deep Neural Network (DNN)
parametric over 0;, i.e., Qg, (S, ait). The soft Q-function is
learned as a regression problem to minimize the soft Bellman
residual Jg (0;) :=

1 2
E(s, 1 a.0)~Ds {2 (Qei (8i,ts@it) — Q. (5i7t7ai,t)) } , (19)
where

Q@i (Sityai) =7 (Sits Qi) + 7 Esi_,,,ﬂwpvgi (Sit41)



sampling mini-batches from a replay buffer D;. The Vj; is the
estimated soft state value defined by a target DNN parametric
over 6;. The parameter 6; can be updated by moving average
method 6; = 70; + (1 — 7) f;.-

The policy function is also approximated by a DNN para-
metric over ¢;. The policy network is updated by minimizing
Kullback-Leibler (KL) divergence J;; (¢;) :=

Es, .~p; [eilogme, (ailsit) — Qo, (st aiz)].  (20)

Q; t N’Tl'(pi
Because the charging rate of EV is continuous in the
charging control process, we set the policy 7y, as a Gaussian
distribution, i.e.,

1 (ait — M)2

T, (@i ¢]Sit) = \/%exp ( 572 ) , (21)
where 1 and o are outputs of the policy network, which are the
mean and standard deviation of s; ;, respectively. As ;1 and o
are the function of s;;, we can rewrite them as p = pg, (sit)
and 0 = 0y, (s;;). The policy network will output p and o
given the current state s;;. Then we randomly sample the
current action a;; from (2I).

To deploy backpropagation in the policy network, we intro-
duce a reparameterization trick to rewrite the policy in (1)) as
fo: (€ 8it) = po, (8it)+eogs, (si) withe ~ N (0, 1). Specif-
ically, the € is sampled from the standard normal distribution
and the a; ; = fy, (€;5;+) is then generated deterministically.
Thus the gradient of [20) is approximated by

Vo log s, (@i | 5i0) + (Va, Jog o, (i | 5i0)  @2)

= Va,; Qo (Sit) Qi) )sznfdn (€ 5it) -

The choice of temperature coefficient affects the effectiveness
of the policy network. Thus we use an adjustment strategy to
update «; automatically by minimizing

J (i) = Es, ,op, [~ailogmy, (ai4]sit) —aiH],  (23)

At~
where H is the desired minimum expected target entropy.

In practice, two critic networks Q)+ and two target networks
Q4 where k € {1,2} are utilized to diminish the overesti-
mation of Q-value. So the equation in (T9) and (20) can be
rewritten as

1 , 2
Jo (95) =E(s; ,ai.0)~D; |‘2 <Q971c — mkranlgc> ] , (24

J‘IT (sz) =E s;,t~D;

Qi t ~ﬂ¢i

{ai logmg, — mkin Qek:| . (25

Algorithm [I] presents charging control of EVi based on
SAC. Firstly, EV: clears its experience replay buffer D; and
initializes network parameters. Afterward, the EV+ trains until
a stable charging strategy is obtained. During the environment
step, the EV interacts with local and global environments
to collect experience. In the global environment, the RDN
calculates the power change g, at time t through solving OPF
in (9). It sends g; and real-time electricity price & to all
subordinate nodes at fixed intervals. The EV receives gy, and &;
from RDN and then executes grid reward rit through (T6). The

EVi subsequently calculates the power reward 77 + and anxiety
reward r} , through interaction with the local environment. The
sum reward T (Si1,a5¢) is executed, and the obtained state
is stored into D; for the local training. In the gradrent step,
the EVi locally updates the parameters, i.e, (6; ,(;51,041,05),
by randomly sampling experience from D;. Here, the dg, 7
and da are the learning rates. Finally, the EV generates its
charging control strategy.

Algorithm 1 Soft Actor-Critic for Charging Control of Single
EV
1: Initialize the replay buffer, actor network with ¢; and
(target) critic network with (éf) Gf

2: for each training episode do

3 for each environment step do

4 Local Environment:

5 Sample action a;; from m; given current state s; ;
6: Execute a;; and obtain next state s; ;41
7
8
9

Global Environment:
Solve OPF in (@) and obtain g, through (13)
Broadcast the result g; on a communication link

10: Broadcast the real-time electricity price & on a
communication link

11: Local Environment:

12: Receive g; and execute rf through (16)

13: Calculate the power reward rm and anxiety reward

ré, through and
14: Obtain r (s;¢,a;) through
15: Store the experience (s; ¢, @ ¢, ¢, Si1+1) into D;
16:  end for
17:  for each gradient step do

18: Update critic network parameters 6} and 62:

19: Gk — 9 + (SQVGkJQ (9 ) ke {1 2}

20: Update actor network parameter ¢;:

21: d)z — ¢z + 57TV¢7‘,J7\' (¢1)

22: Update temperature parameter «; :

23: a; < a; +0,VJ (Oéi)

24: Update target critic network with moving average
method:

25: 0F = 70F + (1 —7) 0%, ke {1,2}

26:  end for

27: end for

B. FedSAC Framework for Multi-EV Charging

The SAC mentioned above is shared among all agents,
thus providing high autonomy for each EV’s charging control.
However, the limited diversity of charging experiences within
individual EVs can weaken the generalization performance of
the agent. Moreover, due to the privacy-sensitive nature of
charging/discharging behavior, sharing data among different
EVs may pose a risk. To overcome these limitations, FL is
proposed to train a highly generalized agent while preserving
privacy [53]].

Federated learning is a distributed machine learning frame-
work for exchanging intermediate parameters free of privacy
disclosure during training. It consists of two participants:
various data-owned clients and the central server. The clients



update the parameters of the local model based on decentral-
ized data and upload updates to a central server. The central
server aggregates the parameters from the clients to update the
global model. The server then broadcasts the updated global
model to all clients and updates their parameters. This process
is repeated multiple times until the model converges.

The algorithm procedure of FedSAC is shown in Algo-
rithm [2] At the beginning of the training process, the server
builds a global SAC model with parameters 6, and ¢g. The N
clients train their own SAC models on local devices in parallel
by following Algorithm [I] from lines 4 to 29. The training on
each client will iterate for N, episodes. The server receives
the updated parameters from the clients, and aggregates them
through 6% = L S°N 6% ke {1,2}, and ¢ = & S0, i
The new Gé and ¢g replace the original parameters. The
updated parameters are then broadcasted to the clients. The
procedure of aggregation and broadcast repeats enough epochs
until the global model converges.

Algorithm 2 Federated Soft Actor-Critic for Multi-EVs
Charging Control
1: Initialize the global actor network with ¢g and critic
network with 6%
2: for global epoch do
3: for client i from 1 to IV in parallel do
4: Update 0¥, ¢; and «; locally: execute Algorithm
from lines 4 to 29 with NN, looping episodes
Upload 6% and ¢; to the server
end for
Receive the parameters from each client
Aggregate parameters of model through 98 =
& S 0 ke {12} and do = § ST, 6
9:  for client i from 1 to N in parallel do

® W

10: Broadcast 0% and ¢g to clients: 0F < 0L, ¢; + ¢g
11:  end for
12: end for

Output: ¢¢

Fig. 2] visualizes the overall framework of FedSAC applied
in EV charging control process. The EV agent is a client
responsible for local model training and communication with
the server and the RDN. Local models are stored on individual
EVs considering mobility and privacy. When an EV is plugged
into the V2G charging pile, the embedded computer will
take charge of the charging process. The onboard embedded
computer generates a charging/discharging rate for the local
EV for the next period at a specific time. The RDN manages
its power flow by solving the OPF problem and executing g; at
fixed intervals. Then, it broadcasts g; and real-time electricity
price & to all EVs (i.e., charging stations). The charging
stations specify their unique price strategies according to
&:. Each EV calculates the individual rewards based on the
global information from the RDN. After collecting enough
rewards and states, such information will be used to update the
parameters of SAC. The process is repeated enough times to
generate a personalized charging policy for each EV. The EVs
upload the updated parameters, and the server aggregates these
parameters to generate a global model. The EVs download the

Broadcast 0, dc Broadcast 0&, pa

A woxd 6%,6,,0,

update 9}
N

Ve
AR\
KX

Broadcast &:,9¢

Fig. 2. The overall framework of FedSAC algorithm

global model to update the personalized charging policy. Train-
ing episodes repeat until the global model converges. Then a
real-time charging control policy considering different driver
behaviors is well-trained. As a standard federated learning
framework, the FedSAC can train a highly generalized agent
in a privacy-preserving manner.

IV. EXPERIMENT

In this section, we present several experiments to verify the
performance of the proposed FedSAC applied to EV charg-
ing control. First, in Section [[V-A] we describe the training
settings and simulation setup. Then, in Section [V-B] we
present the training performance of the proposed algorithm. In
Section and we conduct two simulations to verify
the performance of charging control and charging power on
RDN. Finally, in Section [[V-E] we compare the performance
of the proposed algorithm with different algorithms.

A. Experiment Setting

To demonstrate the effectiveness and performance of the
proposed algorithm, we conducted our experiments on a
platform with an Intel Xeon Silver 4310 CPU @
2.10GHz x 12 and 1 NVIDIA RTX4090 GPU. All algo-
rithms are implemented by Python 3.8.15 withPytorch
1.7.1. The hourly electricity price of weekdays between
July.1, 2021, and June.30, 2022, from ISO New England [54]
is used. We divide the extracted dataset into two parts. The



first part includes the hourly electricity price of 100 weekdays
used for simulation, and the second part is used to train the
algorithm. The past 48 hours’ electricity prices are input into
the network to learn the trend of electricity prices.

0.15 0.15
Driverl Driverl
—— Driver2 —— Driver2
2010 Driver3 2010 Driver3
3 =
2 2
0.05 0.05
0'000 10 20 30 O‘000 10 20 30
Time(hour) Time(hour)
0.15 0.15
Driverl Driverl
Driver2 Driver2
2010 Driver3 2010 Driver3
= z
2 2
0.05 0.05
O'000 10 20 30 0'000 10 20 30
Time(hour) Time(hour)

Fig. 3. Statistical distribution of drivers’ travel habits: Home Arrival(upper
left); Home Departure(upper right); Office Arrival(lower left); (d) Office
Departure(lower right).

We study a thirty-car system with three kinds of travel
and charging/discharging habits, as illustrated in Fig. [3[(a)-
(d). The curves in the figure indicate the probability of EV
behavior. On weekdays, the kind-1 driver leaves home in the
morning and arrives at the office after driving for a while. The
driver finishes one day’s work in the afternoon and departs
the office. After driving for a period, the driver arrives home.
We assume the EV is connected to the charging pile while
not driving. The travel habit of kind-1 driver refers to the
statistical analysis of the 2017 National Household Travel
Survey (NHTS2017) [55]]. Based on it, we assume the kind-
2 driver prefers to return to the office early, and the kind-3
driver prefers to work overtime and return late. We sample the
expected SoC 3} at departure time t¢ for each EV driver from
the ranges [0.85,0.95], [0.85,0.9] and [0.9, 0.95] respectively.
The duration of three EVs is randomly distributed in [1,4],
[1,2], and [2,4]. The ratio of three different kinds of EV
drivers is 3:1:1. Each charging station sets a different price
strategy to attract drivers, which means that each EV faces
different electricity prices simultaneously. Despite the unit cost
of electricity potentially varying among charging stations, they
must still purchase electricity from the RDN. Therefore, the
prices conform to the general trend of electricity prices within
the grid. To simulate this situation, we randomly sample from
[-10,10] and add it to the electricity price for every charging
station at each timeslot. Additionally, we add a time offset
of [-4, 4] to simulate any advance or delay in the electricity
price trend. The EVs share some common parameter settings
as well, including the initial SoC that is uniformly sampled
from [0,0.95], the shape parameter 37 that is sampled from
N(9,12) with bounds [6,12], and the charging/discharging

efficiency 7., 74 that is set to 0.98. Each EV battery’s energy
storage capacity C; is set to 0.03, meaning it can store 30
kW-h of energy. We restrict the charging rate to [—0.2,1.0] to
simulate the imbalance between the charging and discharging
rates. The weight coefficients in issetto \p =9, Ay =1,
Ag = 100 and K, = 36, Kk = 16.

Our research uses a 74-bus distribution network based on
the IEEE 74-bus [56] to construct the global environment. We
assume the presence of G2V/V2G DC charging stations on
odd buses. Thirty EVs are connected to them separately when
not driving. We assume that the charging piles can provide the
maximum charging/discharging rate required by the EVs. In
our research, the optimal power flow (OPF) problem is solved
through the primal-dual interior point method [57].
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Fig. 4. The aggregation reward curve during the training of FedSAC: power
reward (upper left); anxiety reward (upper right); grid reward (lower left);
sum reward (lower right).

In the SAC framework, the critic network consists of three
fully connected hidden layers with 128 neurons each and
rectified linear unit (ReLU) activation functions are applied
after each hidden layer to bound the output. The input to the
critic network concatenates the state s; ; and action a;;. A
linear layer generates the final output Q-value. On the other
hand, the actor network consists of four fully connected hidden
layers with {128,128,128,128} neurons. The input to the
actor network is the current state s; ;, and two parallel linear
layers generate the output mean (u) and standard deviation
(o). The size of reply buffer D; is set to 10000, and the
learning rate for the actor, critic, and temperature parameters
are 1074, 3 x 107 and 2 x 10~*, respectively. The batch size
is 512, and the discount factor ~ is 0.99. The training process
is separated into six rounds, each conducting 5000 episodes.
The FL mechanism is applied after every round.

B. Training Performance

The reward curves of thirty agents during the training
process are shown in Fig. ] The figure includes four kinds
of reward curves: power reward, anxiety reward, grid reward,
and sum reward. Each of them is the average of the reward



curves of thirty EVs. The sum reward curve is the sum of the
other three parts, which refer to . The shadowed regions
represent the real training reward per episode, and the deep-
colored curves illustrate smoothed episode reward curves.
Although the natural average reward curves of the thirty agents
exhibit significant fluctuations, the smoothed sum reward
curves exhibit gradual growth and tend to stabilize eventually,
indicating that our algorithm has learned a stable global policy.
Since the FL mechanism averages the parameters of agents, the
training reward would dramatically decrease during adjacent
rounds, i.e., the reward curve drops at the 5000th, 10000th,
etc, episode.

Specifically, the algorithm converges rapidly in the first
round. After applying the FL. mechanism, the reward curve
drops briefly at the beginning of the second round. The power
and anxiety rewards tend to be even with those of the first
round, and the trend repeats throughout the training process.
Overall, the power reward and anxiety reward curves are
relatively stable during federated learning. Besides, the grid
reward converges quickly in the first two rounds and falls into
local optimal convergence at the end of 2nd round. However,
with the help of the FL. mechanism, the grid reward overcomes
this and rises to a higher level in the subsequent rounds.
The grid reward tends to be stable after about the 20000th
episode. This phenomenon illustrates that the FL. mechanism
helps break through the limitations of a single EV dataset, thus
improving the generalization of the algorithm. The grid reward
is related to the other EVs in the RDN, in other words, globally
relevant, while power reward and anxiety reward reflect the
personalized requirement of each EV. Therefore, the federal
mechanism has a more significant effect on improving the grid
reward. During the training process, each reward curve shows
an upward trend, indicating that our algorithm considers every
optimization objective, and the weight coefficients set achieves
a balance between several objectives. The sum reward situation
is similar to that of grid rewards, and the final stable trend
indicates that our proposed algorithm has learned a generalized
global policy. In summary, the FL. mechanism would not harm
the convergence process and could help isolated agents escape
from the local optimum caused by limited charging experience.

C. Simulation of EV Charging Control

We design a five-weekday uninterrupted trip to verify the
performance of the charging control policy. In our simulation,
EV drivers still follow the travel habits in Fig. 3| We selected
one of the three types of EV to observe the charging control
strategy of each type of EV. When EV is in driving mode, the
consumed energy is related to driving habits, driving distance,
and environmental uncertainties (i.e., road conditions and
weather). To simplify, we assume that the power consumption
rate of each EV is 5% per hour. The simulation results are
shown in Fig. The colored columns of different lengths
in Fig. B}{7(a) represent charging/discharging rates in one hour
at different locations. The positive rates indicate the EV is
charging currently, while the negative one means the EV
is discharging. The line reflects the electricity price trend,
normalized and consistent throughout the RDN. The line in

Fig. 5l{7[b) reflects the SoC change during the charging control
process.

As demonstrated in Fig. 5]{7(a), three EVs commonly prefer
charging at low electricity prices and discharging at high
prices, regardless of their location, as a means to minimize
costs. The proposed method can reduce costs by employing
dynamic electricity prices within the charging control process.
In other words, the EVs can effectively regulate the sequential
load distribution of RDN and further stabilize grid load under
the charging decisions. Besides, when other EVs work in
charging mode on RDN in a timeslot, the current EV would
avoid charging along with them to prevent exorbitant instan-
taneous power. For instance, since electricity prices reach the
first valley at approximately the 21st hour, three EVs opt to
charge and reduce costs at this time. Considering the load
pressure on the relevant distribution network, the EVs are
charged in the order of EV1, EV2, and EV3. This result
confirms that the proposed approach recommends dispersed
charging in time from a global perspective. Likewise, node
injection can potentially elevate the voltage at grid nodes.
To counteract this, our algorithm regulates the decentralized
discharging of EVs. The above phenomenon occurs because
the grid reward effectively considers the current grid load.
Fig. 5H{7(b) shows that the state of charge (SoC) remains
no less than O throughout the simulation, indicating that the
EV battery has ample power whenever needed for travel,
thereby satisfying driver anxiety. The simulations confirm that
the suggested algorithm enhances charging control policies,
leading to lower charging expenses, reduced driver anxiety,
and reduced RDN load. Moreover, this algorithm is suitable
for all EVs.

D. Power Load Performance under the Grid Reward

The fluctuation in electricity prices exhibits a positive
relationship with electricity demand. Under our policy, EVs
prefer charging at times of low demand and discharging
when demand is high, enabling them to play a novel role in
electricity transactions. Under our assumption, the charging
power of EVs is typically high, and simultaneous charging
of all EVs could significantly augment the burden on the
RDN, resulting in a rise in the load curve at the original
valley and creating uncertainty in the power grid. Similarly,
discharging also has the potential to introduce uncertainty,
although the discharging power is typically lower than that
of charging. Concentrated discharging can lead to an increase
in node voltage, which further contributes to uncertainty. Such
charging decisions would contravene the original purpose of
V2G technologies. The simulation results in have proved
that the three EVs would charge dispersively at the electricity
peak. In this section, we design an ablation experiment to
further assess the performance of the proposed approach from
the perspective of the RDN.

We design a SAC-based algorithm (refer to [33]]) without
the grid reward from the global environment and a multi-
agent SAC (SAC-MARL) algorithm with grid reward. The
other settings keep consistent with the proposed approach. We
conduct a 100-weekday charging control simulation for both
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Fig. 5. Simulation of EV charging control for Kind-1 Drivers in five
weekdays.

algorithms and get hourly charging/discharging action a; ; for
all EVs. To better demonstrate the charging load on the RDN,
we calculate the power change g; according to (T3). The hourly
power changes of the two algorithms are displayed in Fig.
[[a)-(b), with the colored bars representing the overall power
the thirty-EV system is charging/discharging. Specifically, the
charging/discharging power on the RDN in Fig. [§[a) fluctuates
considerably with time under the control of SAC without grid
reward. Conversely, the charging/discharging power on the
RDN in Fig. [§[b) exhibits a comparatively smoother trend
under the control of SAC-MARL, with a significant reduction
in extreme power levels.

To quantify the power change resulting from charg-
ing/discharging on RDN during the simulation process, the
standard deviation of power change (o4) is compared. The
variance of power changes in the distribution network quanti-
fies their degree of dispersion, where smaller power changes
result in reduced uncertainty factors in the power grid. Specif-
ically, the standard deviations of the SAC-MARL and SAC
are 0.0919 and 0.5163, respectively. The SAC-MARL has
reduced the standard deviation by 82.2%, compared to the
SAC algorithm without the grid reward. These results indicate
that the algorithm with our proposed grid reward provides
a more stable power curve. Hence, the algorithm with our
proposed grid reward can regulate the charging behavior of
each EV to apply a stabler charging load on the power grid.
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Fig. 6. Simulation of EV charging control for Kind-2 Drivers in five
weekdays.

E. Comparative Evaluation

In this section, we evaluate the effectiveness of the FL
mechanism by comparing it with several benchmarks as fol-
lows:

1) SAC-MADRL: Multi-agent SAC takes the RDN as the
global environment and considers the grid reward. The pa-
rameters setting and model structure are identical to that of
FedSAC. SAC-MARL reduces the overhead of aggregation
and broadcasting compared to FedSAC.

2) DDPG-MADRL: Deep deterministic policy gradient
(DDPG) is an off-policy algorithm for continuous action
spaces, including two actor and two critic networks. The multi-
agent version introduces the global environment and considers
the grid reward. The parameters setting and model structure
are the same as that of FedSAC.

3) TD3-MADRL: Twin delayed deep deterministic policy
gradient (TD3) is an extension of the DDPG. TD3 employs the
clipped double-Q learning to prevent overestimation and sta-
bilize learning. The multi-agent version introduces the global
environment and considers the grid reward. The parameters
setting keeps consistent with FedSAC.

We compare the above algorithms from two dimensions:
the convergence and generalization. The convergence of agents
based on various algorithms is demonstrated with average sum
reward curves during training. The smooth reward curves for
the thirty agents are shown in Fig. [0] In addition, we choose
testing rewards and standard deviation of power change during
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weekdays.

the simulation as metrics to compare the generalization of
thirty EVs. The test reward evaluates the performance of the
simulated EV charging control strategies, with a higher value
indicating better performance. The meanings of the variance of
power grid changes have been elaborated in Section The
simulation settings are consistent with those described in the
preceding section. The testing rewards and average/standard
deviation of power change are listed in Table [l The power
changes of different algorithms on RDN are shown in Fig. [§]

Fig. [0 illustrates the convergence process of thirty EVs.
All the algorithms achieve a well-converged state under the
same number of training episodes. Our proposed FedSAC
algorithm, which applies FL. mechanisms, achieves the highest
sum reward and is the best-performing algorithm. While the
SAC-MARL algorithm also performs well, its limitation of
isolated data makes its performance slightly inferior to that
of FedSAC. However, the reward curve of FedSAC exhibits
more volatility than SAC-MARL, demonstrating that FedSAC
is slightly inferior in terms of stability. This is attributed to
the non-uniformity and heterogeneity of data in distributed
environments. TD3-MARL and DDPG-MADRL, which lack
exploration of the environment, are far inferior to the SAC-
based algorithms. Due to the optimization of the Q-function by
the TD3 algorithm, its performance is still significantly better
than that of DDPG-MARL.

Table [[] compares the generalization of different algorithms,
and Fig. [8] compares the charging/discharging impact on RDN.

We compare the standard deviation of power change and their
decline ratio compared to SAC defined in Section The
bold values in the table represent the best test results among
all algorithms. As shown in Table [[(a)] the average test reward
of thirty EV agents under FedSAC is -3720, which surpasses
other comparative algorithms. Furthermore, the o, of thirty EV
agents trained by FedSAC is 8.63 in Table. indicating
the best performance among all algorithms. Therefore, the
charging/discharging load on RDN (i.e., Fig. [{c)) controlled
by FedSAC is more stable than that of other algorithms. On
the other hand, the DDPG-MADRL performs the worst on
both average reward and standard deviation of power change,
which is consistent with the training analysis. In addition, the
average reward and o, of SAC-MADRL are -4412 and 9.19,
respectively, which are the closest to the optimal values. This
phenomenon clarifies that the FL. mechanism can improve
the generalization of SAC. Since the FedSAC outperforms
comparative algorithms in test rewards and standard deviation,
FedSAC has the best generalization effect.

The results above clarify that the introduction of the FL
mechanism dramatically improves EV agents’ convergence
effect and generalization ability. In summary, the comparisons
demonstrate that the proposed FedSAC outperforms existing
algorithms in EV charging control.

TABLE I
PERFORMANCE OF DIFFERENT ALGORITHMS DURING THE SIMULATION

(a) Cumulative average test rewards of different algorithms

sum reward power reward anxiety reward grid reward

DDPG-MARL  -5855 -211 -4136 -1508
TD3-MARL -4763 396 -3698 -1461
SAC-MARL -4412 519 -3790 -1141

FedSAC -3720 550 -3227 -1043

(b) Standard deviation of power change and their decline ratio

FedSAC SAC-MADRL TD3-MADRL DDPG-MADRL SAC
og(le-2) 8.63 9.19 12.29 12.41 51.63
decline 83.28% 82.2% 76.2% 75.96% 0%

V. CONCLUSION

This paper proposes a federated deep reinforcement learning
algorithm for the multi-EV charging control on an RDN. A
smart OPF-based RDN is built first, which includes numerous
isolated EVs connected to it, and an agent is used to manage
EV charging control. A mathematical model is proposed to
denote the RDN idle degree. The EV charging control problem
is formulated as an MDP considering V2G profits, RDN idle
degree, and driver’s anxiety. Firstly, the individual optimal
charging control strategy of each EV is learned by SAC. Then
the FL mechanism is introduced to generate a global model by
aggregating the local parameters from each agent. The driver’s
privacy is guaranteed during training. The case studies based
on real-world data demonstrate that the proposed FedSAC
can learn a stable cooperative charging control strategy and
encourages decentralized EV charging, significantly reducing
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