
Design and Evaluation of a Choreography-Based
Virtual Reality Authoring Tool for Experiential

Learning in Industrial Training

Fernando Cassola , Daniel Mendes ,Member, IEEE, Manuel Pinto, Leonel Morgado , Sara Costa, Lu�ıs Anjos ,

David Marques, Filipe Rosa , Ana Maia, Helga Tavares, Ant�onio Coelho , and Hugo Paredes

Abstract—The use of virtual reality (VR) for industrial training
helps minimize risks and costs by allowing more frequent and
varied use of experiential learning activities, leading to active and
improved learning. However, creating VR training experiences
is costly and time-consuming, requiring software development
experts. Additionally, current authoring tools lack integration with
existing data and are desktop-oriented, which detach the pedagogic
process of creating the immersive experience from experiencing it
in a situated context. In this article, we present a novel interactive
approach for immersive authoring of VR-based experiential
training by the trainers themselves, from inside the virtual
environment and without the support of development experts. The
design includes identifying interactable elements, such as 3-D
models, equipment, tools, settings, and environment. The trainer
also specifies by demonstration the actions to be performed by
trainees, as a virtual choreography. During course execution,
trainees’ activities are also registered as virtual choreographies and
matched to those specified by the trainer. Thus, trainer and trainee
are culturally situated within their area semantics and social
discourse, rather than adopting concepts of the VR system for the
learning content. We conducted a usability case study with
professionals from an international wind energy company, using
detailed models of wind turbines and real-world procedures.
Trainers set up a training course using the immersive authoring
tool, and trainees executed the course. The learning experience and
usability were analyzed, and the training was certified by

comparing real-world task completion between a user who had
undergone virtual training and a user who did not.

Index Terms—Authoring, experiential learning, industrial
training, virtual choreography, virtual reality (VR).

I. INTRODUCTION

IMMERSIVE environments have long been an enticing way
to improve industry training, decoupling training from

physical resources and risks, offering the promises of cost
minimization and increased safety [1]. Further, by mirroring
the physical environment onto the virtual one, multiple experts
and learners can remotely inspect status and provide feedback
or intervene. Simulation and digital twins are thus approaches
supporting situated and experiential learning, both for logistics
uses and pedagogic transformation [2]. Areas of application
besides work safety [3] include sports coaching training [4],
cooperation in aircraft mechanical maintenance [5], [6], and
mining [7]. We follow the current that defines experiential
learning or interactive learning as the well-known term
“learning by doing,” which has its roots in the research of
works of Dewey [8], Lewin [9], and Piaget [10]. This is
because there are several authors who indicate that, when the
student plays an active role in the learning process, the learn-
ing is highly increased [11]. We can then consider that the
experiential learning model corresponds to a cyclical process
of learning experiences, defined in four stages: 1) concrete
experience; 2) abstract conceptualization; 3) reflective obser-
vation; and 4) active experimentation [12]. This derives from
the concept of embodied cognition, which acknowledges that
our bodies are in causal coupling with our surroundings, lead-
ing to a development and operational organization of our
minds as “an emergent property of interactions among internal
and external resources” [13]. A corollary of this for industrial
training is that the tools, parts, and other materials employed
in the learning content are part of this cognitive structure,
“integrated into the way people think, see, and control activi-
ties, part of the distributed system of cognitive control” [13].
And yet, virtual reality (VR) training experiences are not com-

monplace. Their creation involves significant budgets and time
allocation, using professional development tools such as
Unity [14] or Unreal Engine [15], requiring software develop-
ment experts [16]. This is hampering the adoption of experiential
and situated learning immersive experiences. Further, the
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involvement of software developers as experts outside the trainer
and trainee content area risks shifting the training concepts to
different cultural and social contexts, rather than keeping the
industrial training socially and culturally situated. One approach
to lessen this is empowering trainers and instructors with end-
user authoring tools for VR (e.g., EON Reality [17] and XVR
Simulation [18]). Such tools have limitations such as being
unable to create elements from data models that organizations
already possess, e.g., engineering computer-aided design (CAD)
models. They are also nonimmersive due to their professional
development orientation, which involves many fine adjustments
and high levels of detail. This detaches the authoring processes
from the immersive experience; thus, trainers while developing
procedures in professional development tools are not entirely
aware of the perspective that trainees will face when immersed.
Thus, the nonimmersive situated experience of the trainer creat-
ing the training is cognitively excised from the immersive situ-
ated experience of trainee learning activities.

The work herein presents a way to address the current limi-
tations by empowering trainers and instructors to perform
immersive authoring of immersive training, thus pairing the
situated, embodied experiences of trainer and trainee. We also
enable trainers to create the training activities without the
intervention of software developers, and activity records gen-
erated by trainees are directly matched to trainers’ specifica-
tion. This enables the authoring and the training analysis to
remain situated within the cultural and social background of
the content area community.

Within an immersive environment, digital models are pro-
vided from preexisting organizational data: engineering CAD
models of wind turbines of Vestas Wind Systems Com-
pany [19]. They, thus, look authentic for training courses on
wind turbine maintenance, supporting experiential learning.
After setting up the foundations for a course, the trainer dem-
onstrates the interactions specified for trainees, inside the
immersive environment. Instead of being recorded as interac-
tions with software elements (meshes, coordinates, etc.), the
interactions are identified as virtual choreographies within the
semantic domain of the training course. When the trainees
later act in the immersive environment, their actions are also
interpreted as virtual choreographies and at the same semantic
level, thus remaining culturally and socially situated within
the learning community. This enables matching trainer’s
actions to trainee’s actions, even if the actual environment
changed the underlying technology. For example, removing a
cable is checked as such, not as specific textures/meshes/coor-
dinate systems. Trainers are, thus, free to generate diversified,
rich scenarios and interactions, without risking their techno-
logical obsolescence. Trainees can then experience those
experiential and situated learning scenarios. Industry areas of
application include manufacturing, not only for training but
also for certification: Analytics can be provided and matched
for trainees’ choreographies that depend only on the semantic
training level, not the software development aspects.

The situated nature of our immersive authoring approach
thus operates at embodied, cultural, and social dimensions of
situated distributed cognition. This enables sociocultural scaf-
folding of workplace learning, rather than the mere provision
of learning activities from trainers to trainees. Trainers can

interpret trainees’ actions in the immersive environment and
readily revise, repurpose, or create new contexts and training
activities to develop varied strategies, such as patterns of indi-
vidual versus collective learning interaction [20]: request help
to solve work problems, share knowledge to initiate discus-
sions, cocreate solutions, adapt knowledge to the local needs,
or formalize knowledge as a shared activity. For instance, a
trainer in the workplace typically assembles over years of
experience a collection of examples of procedure-execution
approaches that have shown to be risky or even potentially
harmful. Since immersive authoring can be done directly by
the trainer, without involving software developers, these
examples can readily be rendered as virtual experiences for
sharing this knowledge. Similarly, trainees can also employ
immersive authoring to express viewpoints in distributed, situ-
ated context, rather than being limited to verbalizing them.
They can jointly create and develop new approaches to proce-
dure execution in the same fashion, and the final knowledge is
not merely a set of bullet items but a virtual, immersive expe-
rience, which can be appropriated in embodied, culturally, and
socially situated ways to create awareness, build shared under-
standing, adapt a solution to a new situation, or validate new
solutions. That is to say, the scaffolding enabled by this
approach leads to the appropriation of knowledge by
experiencing it and ultimately to maturation [20].

We tested our approach through a usability case study with
expert professionals, who experienced both trainee and
trainer perspectives, with 3-D models of authentic wind tur-
bines and real-world maintenance procedures. As such, the
main contributions of the work presented in this article are as
follows.

1) A novel immersive approach for authoring VR training
courses. Although the developed tool was applied to the
specific scenario of wind turbine maintenance, the pro-
posed approach is designed in such a way that it can be
applied to other scenarios that require operations on
3-D content.

2) The use of virtual choreographies in experiential learn-

ing. Virtual choreographies can be used to abstract

interactions from computational concepts and exact val-

ues, such as time and position, by storing and analyzing

actions at a semantic level. This provides support for

more straightforward and flexible analysis and certifica-

tion of trainees’ performance.

3) A usability case study with expert professionals to test

the proposed approach. Gathering participants with

extensive field knowledge and training experience

allowed us to collect valuable feedback. Additionally,

the use of real models and procedures ensured the cor-

rect assessment of the applicability of our approach.
This article is an expanded version of previous publica-

tions [21], [22], where we introduced the immersive authoring
tool. Here, we provide a better contextualization of the work
according to the state of the art, provide additional details
about our approach, explain how we use virtual choreogra-
phies, and report a usability case study with professionals.

The rest of this article is organized as follows. Section II
contextualizes our work regarding the state-of-the-art in
immersive training and virtual choreographies. Then, in
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Section III, we present our tool for creating experiential learn-
ing courses in VR. Section IV details on the use of virtual cho-
reographies for storing and matching trainers’ and trainees’
actions. We follow, in Section V, with a description of the
usability case study guided through three steps (course author-
ing, learning experience, and certification), which was con-
ducted to test our approach, including the attained results and
its discussion. Finally, in Section VI, we conclude the article
and point out directions for future research.

II. RELATED WORK

We based this article upon research on immersive learning,
virtual choreographies, and virtual training authoring, which
are presented in this section.

A. Immersive Training in Virtual Reality

A recent survey on uses of immersive learning environment
has identified six clusters of uses reported in the literature:
complementing (usages for emphasis, multimodal interaction,
complement/combine contexts, media, or items), simulating
(reproducing the physical world or leveraging logistic affor-
dances), exploring (data collection, and interactive manipula-
tion and exploration), engaging (skill training, engagement,
and collaboration), experiencing (for augmented context, emo-
tional and cultural experiences, or changing human behavior),
and accessing (providing accessibility, perspective switching,
or enabling seeing the invisible) [2].

These uses reflect a wide perspective on the learning activi-
ties that can be carried out in these environments and on the
diversities of associated purposes. For instance, reducing costs
and risks, which are commonly referenced advantages [3],
[23], can be seen as examples of such uses: logistics (reducing
costs) and simulating the physical world (reducing risks). One
can similarly situate in these clusters other commonly refer-
enced advantages. For instance, more flexibility scheduling
training sessions is also a logistics use, whereas engaging by
simplifying the complexity of an action to match a learner’s
current abilities is a case of skill training use. Engagement-ori-
ented approaches are also common, using immersive environ-
ments to trigger emotions seeking to further the interest of
learners [24].

This diversity of uses is seen as an enabler of experiential
and situated learning, allowing trainees to repeat simulated
circumstances, supporting self-regulated learning, and also
trainer reviewing of the trainees’ actions [25], [26]. For exam-
ple, Çakiro�glu and G€oko�glu [27] created a VR environment
for basic fire safety training of primary school children, report-
ing significant improvement of fire safety behavioral skills,
which were transferred to physical environments. Lee et al.
[28] conducted a meta-analysis on VR training for limb func-
tion in stroke patients, demonstrating moderate effectiveness
in improving the functioning in these patients. In mechanical
training, there are numerous examples. For instance, Im et al.
[6] employed a VR engine to simulate assembly/disassembly
procedures, reporting elevated levels of interest and learning
outcomes; other instances include team procedures and team
coordination for aircraft engine assembly [5] or safety training
for mining operations [7].

In the specific case of this article, our focus was primarily
on the “simulating” cluster of uses of immersive learning envi-
ronments (simulate and logistics). We sought to simulate the
physical world for fidelity of situated learning by the CAD
files of the components. We also sought to increase the avail-
ability of components to increase training frequently, that is, a
logistics use. Further, we leveraged the “engaging” cluster by
enabling trainers to author the specific sequence procedures
that trainees would follow.

B. Virtual Training Authoring

To create new virtual learning experiences, the most common
approach is to resort to tools designed for traditional desktop set-
ups, even for immersive training, as demonstrated by existing
firefighters’ [29] and surgeons’ [30] training tools, for example.
While these can leverage on previous knowledge, they do not
properly convey the experience trainees will have. For an accu-
rate assessment of the result, trainers need to deploy the experi-
ence in a VR setup and test it. Then, to perform eventual
modifications, they must leave the immersive setup and return to
the desktop environment. This cycle needs to be repeated until
the desired result is achieved. Also, in a recent study, Gonz�alez
et al. [31] compared a training authoring tool using a desktop and
an augmented reality based environment. Although the results
showed no significant differences, they concluded that the desk-
top interface proved to bemore efficient.
To prevent the back and forth between a desktop authoring

tool and the evaluation of the result in VR, the training experi-
ence can be directly authored in the immersive environment.
Eroglu et al. [32] proposed an immersive road network author-
ing system, targeted at automated vehicle testing. As such, it
focuses solely on the environment creation, allowing users to
select and manipulate objects, design road networks, and
define traffic direction, for example.
Coelho et al. [33] developed an immersive authoring tool

for multisensory VR experiences. It allows users to configure
visual, audio, haptic, and olfactory output, being possible to
specify their timings and duration, for instance. Their results
“emphasize that when authoring immersive content, an
immersive interface should be available, as it provides a better
overview and perception of the contents that are being
authored” [33].
The previous examples revealed advantages of using

immersive approaches for authoring immersive content. How-
ever, they do not target training activities. One great possibil-
ity of learning experiences in VR is the ability to observe
procedures as if they were being performed in front of the
user. Wolfartsberger and Niedermayr [34] proposed an
“authoring-by-doing” approach to allow trainees to watch pre-
viously recorded actions performed by experts, as semitrans-
parent animations, and mimic those actions. We, however,
intend to go further, allowing trainers to create entire courses
in an immersive environment. For this, it needs to be possible
to specify multiple elements, such as tools, tasks, and actions,
allow trainees to observe trainers perform procedures, prac-
tice, and test those procedures, and be able to assess trainees’
performance. Here, the ability to match trainers’ and trainees’
actions is of utter importance.
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C. Virtual Choreographies

Human behavior is a critical element in society. The scien-
tific field that studies a broader understanding of human
behavior is Psychology [35]. However, this work does not aim
to study this area of knowledge, namely the theories and types
of behavior, but rather how a VR platform can be used as an
authoring tool to create experiential learning sessions and
evaluate whether users are performing the intended behaviors
within the platform.

Representing human behavior from an information systems
perspective emerged after the culmination of the cold war,
around 1990, when new challenges for NATO emerged [36].
All because of the advent of innovative technologies that were
beginning to have a tremendous impact on implementing sim-
ulation systems and decision support tools. It is then that the
digital representation of human behaviors becomes vital to
power decision support tools and simulators [36].

There are several references to model human behaviors,
such as human behavior representation framework [36], [37],
Physical conditions, Emotional state, Cognitive capabilities,
Social status [38], and belief–desire–intention model [39].
However, ontologies allow a greater and more detailed knowl-
edge at the level of the representation of behaviors [40].

Virtual choreographies are sets of actions, associated with
any active element of an environment (e.g., people, machines,
and states). They can be predefined or inferred from examples
and offer a means to provide an understanding of those actions
within a wider context of meaning, that is, a higher semantic
level [41]. The motivation for them was overcoming the rapid
obsolescence of recorded or predefined actions when they are
tied to a technological platform, such as a specific immersive
environment [42]. The relevance of this concern is the diver-
sity of virtual systems where several users collaborate: In such
environments, the meaning of actions is more complex and
diverse than the mere spatial coordinates and timestamps, and
the interactions have meaning beyond mere textures or surfa-
ces: mechanical maintenance [5], factory assembly [43], and
disaster training [44], among others. Other areas, such as sci-
entific experiments, also have to analyze complex behavioral
contexts [45]. Virtual choreographies enable hypotheses test-
ing, supporting empirical check and validation of phenomena,
for instance, in gaming contexts [46], [47].

By converting data about specific actions into a higher
semantic concept, virtual choreographies, one can analyze the
purpose and the wider context—aspects not readily derived
from raw data such as coordinates or timestamps. For instance,
virtual choreographies were used in the analysis of human
behaviors in an office space, contributing to their understand-
ing in the scope of energy consumption impact and potential
for behavior change [48]. Here, we generate choreographies
from trainers’ exemplified actions and match them in real time
to trainees’ actions to determine which choreographies have
been pursued and can be certified. Potentially, that matching
could also be done to known undesirable behaviors, to trigger
warnings and advice.

This matching between different virtual choreographies,
based on purpose and context, rather than low-level data, is
made possible due to the platform-independent nature of virtual
choreographies, which are based on the semantics of the

knowledge domain not on the semantics of the technological
platform [41]. Thus, choreographies only need to be associated
with a platform in order to be reproduced visually, not for
matching to others [41]. Platform features are also relevant
when one seeks to infer choreographies from low-level platform
actions but not after that inference. This detachment between
choreographies and technical platform holds the potential to
generalize choreographies and transfer them to other fields of
knowledge, for instance, process management [45].

The virtual choreographies approach employed model-
driven engineering principles [41], [45]: Semantic representa-
tions are transformed automatically from the training domain
into the platform-specific domain, rather than ad hoc. Techni-
ques for this include ontology mapping [41], formal mod-
els [45], transformation languages [49], partial order
planning [50], or hierarchical state machines [5].

In this article, we have followed a mixed approach. First,
we made an ontology mapping [41] to identify the set of users’
behaviors, and then we have created a hierarchical state
machine [5] to infer them based on the performed user actions.
This was based on the representational approach of Demetrius
et al. [49], based on xAPI. In summary, the use of virtual cho-
reographies was necessary for training and evaluation of the
behaviors performed by the users. In that sense, initially, these
serve to identify which behaviors are necessary to perform a
given task; subsequently, they are used to teach the learners
and finally allow to validate that learning.

III. IMMERSIVE AUTHORING TOOL

We have developed a VR authoring tool enabling trainers to
design training courses in immersive environments. This tool is
meant to be applicable to various areas of engineering, by
focusing on the demonstration of training procedures upon
components in general. Our current prototype supports training
on maintenance procedures upon wind turbines. First, it is nec-
essary that the trainer, inside the immersive tool, makes the
configuration of the whole course, from the point of view of its
structure. Namely, following a certain data structure, and
according to the technical procedures manual of that course,
the necessary information for the best contextualization of the
course (code, name, description, etc.) will be inserted. Then it
will be necessary to make the initial setup, associating all the
technical contents (contents related to the model and 3-D envi-
ronment) to that course. Subsequently, it is then required that
the trainer, always within the immersive environment, per-
forms a set of actions, following the procedures manual for that
training session, thus allowing the platform to detect and record
which sequential behaviors (see Section IV) should be per-
formed later by students in order to achieve success in that
training module. We will now describe in more detail each of
the steps necessary for the creation of a course.

A. Defining the Structure of the Course Data

Various pieces of information are provided within the VR
environment, through menu options. These include the space
itself, its contents, the phase for which training procedures are
being demonstrated, and the status of that demonstration. Mes-
sages provide alerts or other instant feedback regarding
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nonvisual aspects; text input occurs through a virtual floating
keyboard; some traditional dialog windows are employed for
form filling; and information placed on side-by-side panels to
allow users to view it by just rotating their heads, minimizing
effort by avoiding additional menu navigation.

In this interface, the trainer can design the training course
structure and edit it. This includes the training modules, the
procedures that comprise them, as well as the steps within
each procedure (Fig. 1). For each element, names and descrip-
tions are entered (Fig. 2). All except the steps of the actions:
those are demonstrated immersively, instead of through dia-
logs. Future work seeks to recreate the windows-based interac-
tions by more immersion-adequate metaphors.

B. Environment Setup by the Trainer

Using the tool, the trainer can specify the various elements of
the training environment. The first aspect is choosing the 3-D
model of the machinery. Several models are provided to the
trainer, which we imported from CAD-based data for visual
accuracy. Instead of simply having a list while selecting, the
trainer sees a preview of each model, in 3-D within the immer-
sive environment, while choosing. These CAD models shall be
provided by manufacturing companies and should be usable
directly by the trainers without the support of software develop-
ers as long as they are placed in the right directory. Eventually, it
might be required to perform some simplification of the model
complexity so that it can be used in real time, but this can be
done with off-the-shelf tools (such as CoreTechnologie’s
3D_Evolution Simplifier [51] or ITI’s CADfix [52]). The geo-
metric information in these models is hierarchically stored in a
tree to identify parts and components, which we use to restrict
training scope and identify interactive parts.

The second aspect ensues, with the chosen 3-D model seen
in the virtual space. The trainer selects whereupon the model
the training will take place, by choosing a model section. To
do this, the model is progressively refined, by exploding
selected components, until the intended section is exposed,
which the trainer can then choose (Fig. 3). This is meant to
limit the number of possible interaction alternatives for train-
ees and likewise restricts the trainer’s available interactions
for procedure demonstration. The number of interaction
options can further be restricted by the trainer, within the

visible and chosen section, by identifying a subset among the
exposed components. This is also done inside the immersive
environment by simple part selection. The process can be
repeated, as long as there are subsections in the model that can
be exploded, reaching parts that are even more specific.
Also as part of the environment setup process, the trainer

can provide technical documentation for the trainee to check
during training and select the operator tools that will be avail-
able (Fig. 4). The documents are provided to the trainee on a
floating pane (Fig. 5).
Similar setup aspects are the trainer’s setup of spatial envi-

ronment configurations, for the space where trainees will
interact with the model. For instance, the actual looks of the
virtual world: initially empty, others can be chosen (e.g., a fac-
tory floor). When the trainer chooses one, it is displayed; so
the trainer gets to be immersed in it just as trainees will be
(Fig. 6).
Finally, the trainer setups the trainees’ starting position, also

known as spawn location, and positions the 3-D model within
the virtual space. The spawn location is specified immersively,
by moving oneself to that place and selecting the setup option
from the menu. This renders a visual cue on the floor, for
awareness and subsequent editing (Fig. 7). By experiencing
the trainee’s perspective from its starting position, the trainer

Fig. 1. Course’s class diagram.
Fig. 2. Module creation panels.

Fig. 3. Defining the interactive parts of the model.
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can also adjust the height since some models can be large and
require a higher spawn location. The immersive height adjust-
ment is made by air-grabbing with a hand controller and gestur-
ing with it as if climbing an invisible ladder. The positioning of
the 3-D model is done by simply grabbing it, dragging, and
releasing it onto the intended location (Fig. 8), which is highly
adequate for coarse transformations but lacks accuracy for pre-
cise manipulations [53]. More exact positioning can be achieved
through the position and rotation locking functionalities, allow-
ing users to perform such transformations separately. As sug-
gested by previous research [54], this separation between
translation and rotation is the most relevant aspect to consider
when aiming to provide accurate object manipulations in mid-air.

C. Procedure Recording

As mentioned in Section III-A (Fig. 1), procedures are com-
posed of steps, and steps are a sequence of actions. While their
naming and descriptions are typed during the setup of the
course structure, the actual specification of actions takes place
by immersive demonstration. To demonstrate the sequence of
actions within a step, the trainer first selects that step from the
list in procedure dialog [an icon indicates if the step has been
recorded or not (see Fig. 9)].

Before the actual recording of actions for a step, the trainer
can define a part as a drop zone, enabling it as a dockable des-
tination for other parts. This has two purposes: First, it simpli-
fies interaction, by ensuring that placement is triggered easily,
thus avoiding awkward attempts to position virtual parts in
space with extreme precision; second, it minimizes undesir-
able situations akin to those common in real life when small
parts of machinery become lost or obscured among more
bulky ones. The tools selected at setup are available in order
to be included as part of the recorded actions (Fig. 10).

While the trainer performs the desired actions directly on
the 3-D model, demonstrating them, the system will record
them as a virtual choreography. This choreography of actions
becomes associated with that step, and each recorded action is
represented by a sphere displayed alongside the hand control-
ler, for visual tracking and feedback of the recording status
(Fig. 11). The content of the spheres indicates the type of that
action and its order number within the step.

The virtual choreography contains the actions at a semantic
level associated with the training intent; it does not simply
record what the trainer does in the VR authoring tool, such as
specific coordinates, meshes, or the Unity platform’s com-
mands. Using the terminology in Section II-C, the virtual cho-
reography is stored in the knowledge domain, not the platform

Fig. 4. Choosing tools.

Fig. 5. Technical documentation floating pane.

Fig. 6. Choosing an environment.

Fig. 7. Defining the initial position for the trainee.
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domain. For this, our implementation used a syntax based on
xAPI, serialized as JSON, per Lacet et al.’s method [49]. For
instance, removing a machine cover is stored as the verb
“remove” and the object “cover,” rather than the Unity-depen-
dent sequence of cursor hovering a polygon, picking up the poly-
gon, moving it outside the main model, and releasing it while
away from an attachment point. A detailed explanation of how
the virtual choreographies work is presented in Section IV.

D. Training Execution

Once the trainer records all actions, of all steps, of all proce-
dures, and of all course modules, a trainee can execute that
training by attempting to perform the procedures on the 3-D
model, following the specified technical documentation. If the
documentation was included in the course’s setup, it would be
available as a floating panel via a menu option. Trainees can
also request to watch a replay of the trainer demonstration of a
procedure’s next action.

All previously mentioned settings are considered during
training execution. For instance, only the parts set up for inter-
action can be interacted upon; actions requiring specific tools
require them; only tools set up to be part of the course will be
made available, and so forth.

While executing the training, every action the trainee takes is
recorded by the system, also as a virtual choreography at a
high semantic level, as explained in the previous section.
This choreography can be analyzed by the trainer subse-
quently, either as a full replay, or from a learning analytics
perspective: The platform-independence of the choreography,
anchored in the knowledge domain, enables a wide range of
learning analytics, visualization, and learning management
approaches.
This choreography-based approach also enables automated

matching of the trainee’s actions with the trainer’s intent since
irrelevant actions can be disregarded: The trainee is provided
feedback about the correctly performed actions. See the next
section that details this approach.

E. Playback

It is possible to playback all the operations that were per-
formed during the training generation sessions as well as the
training and certification itself. Regarding the interface, this
provides the usual viewing commands as if it were a film (play,
stop, forward, and rewind), with a timeline appearing (Fig. 12).
This mechanism allows trainees, in the learning phase, to see
which procedures are correct by observing precisely the actions

Fig. 8. Positioning the target training component model on the environment.

Fig. 9. Choosing step to record.

Fig. 10. Using a tool while training.

Fig. 11. Recording actions by demonstration.
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performed by the trainer and, on the other hand, allows the
trainer to see exactly which actions are performed by the stu-
dents both in the training and certification phases.

IV. VIRTUAL CHOREOGRAPHIES

In the related work section, we indicated using virtual cho-
reographies both for training and certification within the 3-D
developed application. This section details how the approach
was applied in this system.

A. Creating a Virtual Choreography

Management of virtual choreographies seeks to achieve the
following criteria: be platform-independent; be independent
of the type of actor (real or virtual); be independent of the
environment or scenario; support multiuser actions [41].
Under these requirements, our technological approach was
inspired by the proposal by Lacet et al. [49], [55], which
describes stories using domain semantics and then replays
them by mapping the domain semantics to the rendering plat-
form semantics, not the stories directly. We implemented the
reverse process: detect platform events and identify their
domain semantics, which are stored. This takes place via the
following workflow (Fig. 13).

1) Users (actors) perform actions on the 3-D platform,

aiming to perform a function or procedure. Those plat-

form-dependent actions are sent to the virtual choreog-

raphy engine (VCE) server through a RESTful API,

with the following parameters:

1) code (hash code received at start of recording);

2) steporder (contextual step order);

3) actionname (platform-dependent action);

4) order (number of iterations processed between

actions);

5) partID (identification of part/tool used in the

action);

6) partplace (identification of the local/used part or

tool);

7) dropzoneplace (location of the matched dropzone, if

one);

8) usertype (user type: trainer or trainee).

2) Each action is sent as it is performed. With this infor-

mation, the VCE server searches its action–behavior

dictionary, currently implemented as a set of JSON

files (see example below), to check if the parameter-

ized action, within the context of previous actions,

matches a behavior within the choreography semantic

space. This cleans up actions that are irrelevant for

future use or analysis, like repeatedly picking up and

dropping a tool. The choreography semantic space

determines the kinds of behaviors that are considered,

and those are the ones being recorded, not platform-

dependent actions.

3) If there is a matching behavior, the VCE server will reg-

ister it in the choreography. This is currently a JSON

file with the following format:
With this actions–behavior dictionary approach, our mecha-

nism generates virtual choreographies that are platform-inde-
pendent (the platform actions were translated into behaviors
within the choreography semantic space). They are also inde-
pendent of the type of actor performing the action: The plat-
form can send actions to the server both when they are
performed live by a human user, when they are being per-
formed by automated characters, or even when replaying a
platform-specific log. They are independent of the software
implementation of the virtual environment because the plat-
form-dependent actions are translated by the VCE. Finally,
since the involved actor is part of the communication to the
VCE, this approach enables several users to act concurrently.

B. Architecture

Fig. 14 shows the architecture of the VR training environ-
ment. Data on course structure, environments, tools, models,
and placements are stored locally in the tool running location.

The actions for creating the training procedure, training, and
even the training carried out within the immersive environ-
ment, described in the previous points, are converted into

Fig. 12. Playback training.

Fig. 13. Virtual choreography engine workflow.
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virtual choreographies. When the user is performing a specific
procedure, actions are generated within the virtual environ-
ment. Each action and the corresponding object are sent,

through a restful API, to the virtual choreography server that
keeps each one. The server engine seeks to find in the behavior
dictionary (in the present case, it is understood that a behavior
can correspond to a sequence of actions) a sequence of actions
that is coincident. Each matched behavior is added to the chore-
ography, continuously generating a set of sequential and asso-
ciated behaviors for a given procedure that uses xAPI
syntax [49]. We now present in detail how this approach works.

C. Setting up Virtual Choreographies

First of all, the trainer must define which actions will enable
the training and certification sessions to take place. That is, for
the application to validate the procedures carried out by the
learners, all the actions associated with each step must first be
configured.
In two previously mentioned projects [41], [49], the approach

taken to configure these basic behaviors involved the creation of
a 2-D application that allowed the trainer to define these actions
through a sequence of commands, something close to a drag-and-
drop system (actions, actors, objects, etc.)—generating the virtual
choreography (file in xAPI format).
However, the challenge present in this project was that

everything was carried out within the immersive environ-
ment; so the way in which the sequence of actions or behav-
iors is defined is totally carried out within the platform,
without the need to resort to other applications. Let us detail
this procedure.

1) Step: First, one must indicate which step is going to be
configured. Then the trainer will go to the place where the
operations are to be performed (Fig. 9).

2) Record: By clicking on the Record option, the virtual
choreography server is informed that a new choreography
will be generated. For that, several parameters (platform,
courseID, moduleID, moduleOrder, procedureID, procedure-
Order, stepID, stepOrder, etc.) are sent through the restful
API.

3) Perform Actions: The platform is now available to start
recording the sequence of behaviors that will create a virtual
choreography. While the user performs actions, the platform
communicates this information to the server.

4) Save: At any time, the user can click on stop recording,
and the server is notified that the choreography configuration
has been completed. The new virtual choreography will be
available.

D. Training With Virtual Choreographies

Once all the desired choreographies are generated, there is
the possibility to perform a real training scenario inside the

Fig. 14. VR training environment.
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virtual platform. After the trainee has chosen the module and
procedure to train in, the trainee can start and even load the
technical reference instructions into the environment. Each
action that the learner performs is sent to the virtual choreog-
raphy server that, after comparing it with the base choreogra-
phy, sends a response as to whether that action is complete
(success or failure). This sequence of actions also allows the
generation of a final report regarding the expected actions,
showing the ones that succeeded and the ones that failed.

E. Certification With Virtual Choreographies

The certification process is somewhat similar to the
training process, except that no feedback is given on the
student’s actions every time. The student only receives the
final report with the actions planned and those which were
right or wrong. The student’s choreography is stored for
later consultation.

V. USABILITY CASE STUDY

To assess the validity of our approach, we conducted a
usability case study. It was divided into three parts: 1) course
authoring; 2) learning experience; and 3) certification. In the
first two, we evaluated the user experience of the developed
tool regarding the course creation functionalities (as a trainer)
and the learning experience (as a trainee). In the certification,
we compared the task performance of users with and without
training on our tool, in a real-world maintenance procedure on
a physical model. Except for a participant that used our tool as
a trainee and later executed the certification task, no partici-
pants were present in more than one part.

A. Participants

There was a total of nine participants (all male) in our
usability case study: two expert trainers for the course author-
ing part; six professionals for the trainee learning experience;
and two professionals (one shared with the trainee part) for
the certification. Participants’ ages ranged from 22 to 46 years
old (trainers avg. = 31, trainees avg. = 35, and certification
avg. = 27). Two participants had graduated high school, while
others had B.Sc. (four) and M.Sc. (three) degrees. Most of the
subjects (seven) had prior field knowledge (e.g., field techni-
cians and service managers). In particular, the two participants
of the certification part were 22 and 31 years old, had a high
school diploma, and two and ten years of experience as a tur-
bine technician, respectively. Both trainers already had regular
contact with VR, but only one trainee had prior experience uti-
lizing VR equipment. All users had previous knowledge about
the components used in the study, either on their physical
form through field experience or on their virtual counterparts
(CAD models).

B. Method

For the authoring and learning parts, all sessions followed
the same structure. It started with a visual demo of what the
platform was focused on and the interactions available to
them. After this, there was a period of adaptation (5–10 min)
where participants were allowed to freely experiment with the

tool, not using the same data that was going to be tested in the
next step. Then, participants performed a set of tasks. Finally,
they were asked to fulfill a questionnaire.

In the certification, participants executed a standard set of
evaluation tasks for new collaborators who had just completed
their training. Their performance was evaluated by the same
expert trainer.

C. Tasks

Trainers were asked to create a course focused on the disas-
sembly of a generator (Fig. 15), which included: adding the
information regarding the course, modules, procedures, and
steps; choosing and configuring the generator model and its
parts; selecting the environment as well as the necessary tools
and documentation; and recording the required actions. This
was done following an existing document regarding the disas-
sembly of that generator, which is currently used for field-
work, which trainers could access inside the tool. We counted
as an error whenever the trainer intended to perform a specific
operation but selected a different option.

Trainees, on the other hand, executed the same course that
was previously configured by our team. The course consisted
of a set of six modules, and each one revolved around remov-
ing a subcomponent of the generator’s main part. The tasks
were designed so that there was only one correct way to exe-
cute them, and errors were counted by the overseeing team
(errors consisted of removing components that were not the
current target). The procedures of the first and second modules
were simple as the subcomponents are clear to see for users
who do not have previous knowledge on the generator (e.g., it
is simple to understand what a cover is in this context). By the
nature of the process itself, the procedures of the six modules
grew in complexity, as more simple elements were followed
by smaller and more precise elements (e.g., cover versus
brushes). Participants could watch the prerecorded trainer
actions and consult the documentation. Other than that, no aid
was given to participants.

In the certification part, participants executed the same task
as trainees performed in our tool, as it is a very exemplificative
real-world intervention, this time on a functional physical
model of the generator.

Fig. 15. Main cover removed from the virtual model of the generator used in
the evaluation tasks.
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D. Measures

For each part of our usability case study, we had different
metrics. For the course authoring and learning experience
parts, we were mostly interested in subjective measures,
namely participants’ opinions regarding several aspects and
their overall satisfaction. These were collected through a ques-
tionnaire composed of statements to which the participants
had to respond using a Likert scale (1: totally disagree; 5:
totally agree). Questions focused on the overall usability and
the fidelity of virtual components in relation to their physical
counterparts and are shown in Table I. We analyzed each
question separately. Additionally, we registered any com-
ments participants might have. In both parts, we also measured
the number of errors, as defined in Section V-C, and task exe-
cution time for the trainees. For the certification, we were
interested in knowing if the task could be successfully com-
pleted and, in case of success, its completion time and number
of errors. In all cases, there was no maximum number of errors
that a participant could perform.

E. Apparatus

The authoring and learning sessions were performed in a
laboratory with restricted access, thus providing a controlled
environment and free of external inputs (Fig. 16). The certifi-
cation part was executed in a warehouse, also with controlled
access (Fig. 17).

F. Results

We analyzed the results regarding each part of our usability
case study separately, as they focus on distinct components of
our approach.

1) Course Authoring: For the creation of the course, the
two trainers made a median of 8.5 errors (interquartile range
(IQR) = 1.5). We think that this is a promising result, consid-
ering the entire course dimension and that, this was the first

time participants interacted with our tool. The questionnaire
responses (Table I) revealed that trainers found the tool useful
and easy to get used to and that the virtual model was faithful
to the physical counterpart. These participants also reported a
median overall satisfaction of 2.5 out of 5 (IQR = 0.5).
According to their comments, their answers were not higher
due to two main reasons. The first was related to text input, as
they found the virtual keyboard in VR far from optimal.
Indeed, one of the participants suggested the possibility to
later update titles and descriptions on a desktop computer. The
other reason was that going back and forward between differ-
ent scenes for the course and model setup was cumbersome.
As a future iteration, we intend to merge as many settings as
possible in the same scene.

2) Learning Experience: Regarding the learning experi-
ence, participants made a median of 2 errors (IQR = 1.5),
with an average task completion time of 10.4 min (s = 5.4,
with a minimum duration time of 6 min and a maximum of
21 min). We believe that this range in completion times
might be due to participants’ previous experience with vir-
tual 3-D training tools, despite not being immersive. Partic-
ipants’ answers to the questionnaire were highly positive
(Table I). Despite considering that they needed to learn a
considerable amount of new concepts, mostly related to
their inexperience with VR environments, participants
highlighted the tool’s ease of use, utility, and the virtual
model’s fidelity. This was also reflected in the overall satis-
faction, which attained a median of 4 out of 5 (IQR = 1.5).
Additionally, the participants made a point of commenting
on the similarity of the virtual model to the physical genera-
tor, including the colors used, which allowed recognizing
real-world procedures and scenarios. They also indicated
that it would be very useful for training service technicians.
However, they also pointed out that our tool imposed some
sequence orders that are not necessarily true, as there are
situations where the order in which components are
removed is not relevant (e.g., removing a set of screws or

Fig. 16. Trainer participant setting up a course.
Fig. 17. Participant performing a certification task with a physical model of
the generator.

536 IEEE TRANSACTIONS ON LEARNING TECHNOLOGIES, VOL. 15, NO. 5, OCTOBER 2022



brushes). This is a limitation of our choreography-based
approach, which we aim to tackle with future research.

3) Certification: Lastly, the certification part of our user
evaluation was supervised by an experienced trainer. One of
the participants had previous training with our tool (22 years
old with two years of experience), while the other did not (31
years old with ten years of experience). Both of them com-
pleted the task successfully, without any error. However, the
participant with previous VR training completed the task
within 35 min—who highlighted that it was easy because he
had experienced the procedure virtually—whereas the other
participant took 42 min. While we recognize that just two par-
ticipants is too low a number to draw meaningful conclusions,
we find these results and opinions promising, which encour-
ages us to further explore our approach.

VI. CONCLUSION

The presented approach is a proof-of-concept that immer-
sive learning can be authored by trainers, without the interven-
tion of software developers, inside the same immersive
environment and with the same tools and artifacts as those the
trainee will use. Conversely, the trainees can also author their
intent in the same way, for trainers to experience and under-
stand the trainees’ perspective. This enables a situated learn-
ing approach, where trainers and trainees communicate intent,
actions, and perspectives embodying their knowledge in the
physical and semantic contexts of their areas of expertise,
without the mediation of software development tools or
professionals.

Various aspects of this approach should be subjected to fur-
ther study in the future. For instance, employing a virtual key-

board is not optimal, and alternatives should be sought to

improve the overall satisfaction of course authors in these
tasks. For typing that must occur within the virtual environ-

ment, optimizations might include voice recognition, auto-
matic text completion suggestions, as well as exploring

several novel methods being introduced by other research-

ers [56]. We envision furthering that by increasing interopera-
bility of immersive authoring with traditional web-based

learning management systems. Most of the typing tasks would

then occur within traditional web interfaces rather than using
the virtual keyboard. Our Inven!RA initiative follows this

very path [57]. By providing interoperability between web-
based planning, design, and tracking, and its immersive coun-

terparts, users would not have to go back and forward so often

between different scenes for the course and model setup. The
Inven!RA approach posits that specific interventions can be

specified as activities, with a variety of available analytics,
which can be combined into a larger “inventive activities

plan,” where the various activities’ analytics are mapped to

overall learning objectives. These are but two particular
aspects that require further exploration.

We acknowledge that the number of participants is a limita-
tion of our work and intend to conduct tests with a larger num-
ber of participants once the current pandemic status enables it.
An additional limitation is the approach for matching actions
to choreography elements. It is based on a simple decision
tree, lacking the flexibility for more complex situations. For
instance, tightening a set of screws can often be done in any
order, but our approach is rigid. This area of matching can be
tackled by different action-matching techniques, such as pre-
conditions and postconditions [50], and pattern-based deep
learning approaches should also be explored. There are also
areas of inquiry regarding the flexibility of physical compo-
nents, such as cables, and realizing how they would impact
procedure definition and matching.

This system opens up new fields of application for virtual
immersive learning environments. In this sense, there are
countless areas where this type of approach can be applied,
namely in the most diverse industrial training environments
where it is necessary to follow a set of procedures (automotive
industry, aeronautics, assembly of parts, etc.) as well as in pro-
cedural training contexts (health, vocational training, cooking,
etc.), and also in complex areas, where the learner’s ability to
demonstrate intent and perspective is paramount for enhanced
instructor support and feedback. In brief, immersive authoring
by instructors can empower widespread adoption of immer-
sive learning scenarios in which behavioral and experiential
learning in realistic environments plays an important role.

TABLE I
QUESTIONNAIRE RESULTS FOR THE COURSE AUTHORING (TRAINERS) AND LEARNING EXPERIENCE (TRAINEES)

Higher values indicate higher agreement with the statement (1: totally disagree; 5: totally agree), showing median and interquartile ranges.
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