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Abstract—Two-Way Relay Channel (TWRC) plays an important role in
relay networks, and efficient relaying protocols are partialarly important
for this model. However, existing protocols may not be able to realize
the potential of TWRC if the two independent fading channelsare not
carefully handled. In this paper, a Hybrid DeModulate-Forward (HDMF)
protocol is proposed to address such a problemWe first introduce the
two basic components of HDMF - direct and differential DMF, and then
propose the key decision criterion for HDMF based on the coresponding
log-likelihood ratios. We further enhance the protocol so hat it can be
applied independently from the modulation schemes. Throuly extensive
mathematical analysis, theoretical performance of the prposed protocol
is investigated. By comparing with existing protocols, theosroposed HDMF
has lower error rate. A novel scheduling scheme for the propsed protocol
is introduced, which has lower length than the benchmark metod. The
results also reveal the protocol’s potential to improve spetrum efficiency
of relay channels with unbalanced bilateral traffic.

Index Terms—Two-way, relay, hybrid demodulate-forward, maximum
likelihood detection, Log-likelihood ratio, queue analyss, scheduling

|I. INTRODUCTION

can theoretically improve system throughput by upltw% over
the direct relaying transmission scheme, due to the limith@nnel
effects such as fading, Signal-to-Noise Ratio (SNR) vamm@and
system implementation difficulties such as imperfect symaization,
the claimed advantages cannot be fully achieved in reaklienarios.
For example, if channel gains of the two source-relay chianmave
large discrepancies, these schemes may incur large packetrates
and spectrum efficiency is greatly decreased by retrariemitarge
amounts of erroneous packets|[15].1[17]. This problem isi@darly
severe for the PNC protocol as it achieves the best perfaenahen
both channel gains are the same. It is therefore of theatgtiterest
and practical importance to design protocols/network mpdichemes
which can overcome the problems of wireless channels witfachjc
fading and large SNR variationghis is the problem which this paper
wishes to solve.

Current efforts on the differential demodulation of reegisuper-
posed signals to reduce noises have been substantialigdtundthe
literatures[[18]-4[211]. Such modulation is an example of¢bepute-

A typical Two-Way Relay Channel (TWRC) involves two sourcdorward protocol used for PNChe authors of [18] summarized the
nodes (A and B) exchanging data through one intermediagy reihecessary and sufficient conditions on the mapping of sysnkol
(Relay) [1]-[3], as shown in Figll. The two-way problem washe user side to remove the ambiguity at relay, and thus inegro

first studied by Shannonl[4] and analyzed theoretically imgeof
capacity by [[5]. Recent research confirms that the employroén
relays in certain conditions can significantly increasegbdormance
of wireless networks if they are handled effectively usingtable
relaying protocols[[6],[[7]. To this end, several commonayahg
protocols, e.g., Amplify-Forward (AF) and Decode-ForwdidF)
were proposed. However, AF has the problem of noise amgiliita
and involves expensive RF chains to mitigate the existingpliog

the error rate performance of a system adopting phaseishjifhg
modulations. A novel DeNoise-and-Forward (DNF) scheme was
proposed in [[19], which addressed the noise accumulatieneis
at the relay node of a two-way system and inspired the prapose
modulation-independence protocol of this papére analysis from
[20] shows that at the source to relay phase, the traditiopetation
of PNC - ExclusiveOR does not always offer the best perfogaan
thus the authors proposed a design strategy to optimizeatia®ons

effects, thus practical DF protocols have been proposedchyhifor improved throughputSimilar focus on the constellation design
through proper demodulator design, can also have bettéarpence can also be found in[21] which aimed at removing ambiguitinfso
and achieve full diversity[]8]. of M-PAM (pulse amplitude modulation) signal constellagoto
The TWRC model has extensive real-world instances, such @sable using binary physical-layer network coding in arcigffit way.
ground stations connected by satellites, two mobile usarsamging This paper also provided an instrument for higher order rieiiun
information through one common base station or relay, os@an schemes.Even though extensive studies have been carried out,
connected by a smart router, for examglé [9]3{11]. In ourergéc practical scenarios with variable channels and large SNiatiens
project on developing UAVs to bridge communications betweewith the focus on low error rate and queue scheduling areystilto
wireless users, such a model can be directly adogdiedl [L3]. [1be explored and leave the gap for further work.
As the two source nodes can transmit signals simultaneoasly In this paper, we propose a Hybrid DeModulate-Foward (HDMF)
effective relaying protocol with high efficiency is criticeo system protocol specialized for the TWRC model. Specifically, thBMF
capacity. However, the application of some simple protacel.g. protocol focuses on two-way relay channels which do not yduieave
AF/DF, incurs low bandwidth efficiency because four timetslare equal channel gains because of fading and synchronizatimnse
required to finish the exchange of one message from eachesourc The aim of this protocol is to achieve both high spectrum igfficy
Considering the special structure of TWRC, researcherse haand low packet error rate when compared with the typicalquas
applied the concept of network coding in the wireless donsaid introduced previously. HDMF incorporates differentialdadirect
proposed several protocols that need only two or three timis.s DMF, and adapts its strategy based on the channel coefficient
As a result, significant spectrum usage (or time)-at 166%¢-can be reduce packet errors. A key to this protocol is the deciside which
saved. Such protocols include Analog Network Coding (ANGJ][ regulates the two DMF schemes. The corresponding Log-hi&etl
Physical-layer Network Coding (PNC)[15], Digital NetwoBoding Ratios (LLR) are used to form the decision criterion. We @isprove
(DNC) [18] and their equivalences. Even though these newopats the simple HDMF protocol for the case where high dimensional
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Step 1 [zi(n),- -,z (n)]". Relay receives superposed versions of the two
packets from A and B as follows

. > .( . yr(n) = har(n)xa(n) + her(n)xs(n) + wr(n), 1)

wherey,(n) = [y (n), -,y (n)]", har(n) andhpr(n) are the
A Relay B channel coefficients between A and R, B and R at the timerslot
wr(n) is the noise vector at Relay. Theth symbol iny.(n) can
be denoted ag,"(n).
Step2 Messages received at Relay are processed and forwarde@ to th
corresponding destinations by protocols, such as DMF, AdrR.

. - . - . The forwarded signak, (n) is given by
B

xr(n) = f(yr(n 1)), @
A Relay

wherey,(n—1) is the received signal by Relay at tfwe— 1)th time
slot and f(-) is the relaying function which describes the processes
of the relaying protocolFor example, if using direct DMK [17}(-)
denotes the process of demodulating the received signathamdre-

. odulating it using the designated modulation scheme. i;dhse,
modulation schemes are used. The proposed HDMF does not onl* 9 9 9

increase spectrum efficiency over direct relay schemes dafa from the other user will not be detected. However, sase c

- »aldt only happens if the channel quality deteriorates to a cenaldy low
overcome the limits of ANC/PNC sghemeﬁhe proposed HDMF level as denoted by the likelihood ratio value. In order tsuea the
can be directly extended to the hybrid-DF case, howevecesihis

only increases the complexity (by adding a decoder) withoinging dropped data can be retransmitted, current communicatisterss
- . g hoirg ) sually adopt Automatic Repeat reQuest (ARQ) schemes wdrieh
more understanding about the system, hybrid-DF is not eovar usuaty pt Au ! P Quest (ARQ)

thi also assumed in this paper. The implementation details o ARe
'S paper. . . omitted here and can be found in [22]. If the weaker channebives
Furthermore, we propose a scheduling scheme to adjust the dSQrong enough, differential DMF will be automatically selied,

flows of HDMF con;m!ermg dynamic channel condltlong. We In\'/vheref(-) denotes the demodulation and remodulation of the data
troduce four transmission modes and develop a schedulingnse from both users. Even though sequential interference datioe

based I(')n the tralnsmog prr?bab'l't'?§ of the mo?es. V\Gthost] of techniques can be used, it is not the focus here since the rate
generality, we only study the transition states of the quength at . y,o \yeaker channel would be even higher than the stronger o

source node A and the forwarding queue length from A to B aayRrel The received signals at source B and A at th time slot are
Similar behaviour can be observed at B and also the queuelay Regiven by

(from B to A), thus they are omitted in the paper. Queue behavi
is summarized for all four modes and is an essential componien
the scheduling scheme: The average length of the queue adA an
the forward queue at Relay for data to B are investigatedcbase Where yu(n) = [yy(n), -, " (n)]", hrp(n) is the channel
a Markov chain model. Its performance is verified using satioh ~coefficient betweerR and B at thenth time slot, andwy(n) is the
and compared with the DNC scheme studiedini [16]. noise vector at node By,(n) andhra(n) have similar definitions
The main contributions of this paper are summarized asvisllo as those for source B.
« A HDMF protocol proposal for the TWRC model with fading
Channe's and Variab|e SNR, I11. HYBRID DEMODULATION-FORWARD PROTOCOL
« A scheduling scheme proposal for the TWRC model with the This section proposes the HDMF protocol. The general idea of
HDMF protocol; HDMF is to have two DMF modes including direct DMF and
« A study of average queue lengths of the scheduling schenhe Wififferential DMF, and switch the two modes automaticallyés on
the HDMF protocol. a criterion obtained from the channel gains and SNRs. Thgob
This paper continues as follows: Sectioh Il describes thatesy is implemented on the Relay and destinations respectiweigre the
model; Sectior Tll proposes the hybrid DMF protocol; Seufld Relay uses it to construct and forward signals. After thepéon of
designs the scheduling scheme and investigates the quagth lethese signals, A and B apply the protocol to detect the sodate.
transition states; Sectidn VI verifies its performance byuation; We use Quadrature Phase Shift Keying (QPSK) as an example to
Section[\VI] discusses the important issues; Sediion] Vihabedes explain the mechanism of this protocol which can be easitgreded
the paper. to higher-order modulation scenarios. The details areoesed in
the final part of this section.

To introduce the principles of this protocol: we assume thata
packets from the two source nodes are of the same length. (The
The system model (Fig]1) considered in this work is the typease of unequal length packets will be discussed in SeEfd) V

cal TWRC model with two source nodes to exchange informatidBach packet had/ symbols, and each symbol denot&sbits if the
through an intermediate relay. The channels are assumeeirtaim  modulation scheme ha&-th order. For example, the source node
unchanged for at least one packet duration and the coeticeme packetx,(n) hasM symbols and thenth symbolz;’ (n) hasK bits

Fig. 1. Two-way relay channel model.

yo(n) = hrp(n)x,(n) + wy(n),

Ya(n) hra (n)x,(n) + wa(n), )

Il. THE SYSTEM MODEL

known by the corresponding destinations. In designing tlotopol, which are denoted a;'1(n), - - - , by x(n)}. Similarly, z;"(n) has
we assume noise to have a Gaussian distribution with zero @eé K bits and are denoted g9;" (n), - - - , by’ (n)}. We assume the
No /2 variance. symbols are generated randomly with equal probabilitiéger&fore,

At every time slot, sources A and B simultaneously transmibr Quadrature Phase Shift Key (QPSK) modulation, each syimds
data packets, e.gx.(n) and x,(n) to Relay. Each packet hastwo bits sinceK = 2, and the four different constellation symbols
M symbols, denoted ag.(n) = [z4(n), - ,z5'(n)]", x4(n) = of QPSK are generated randomly with the same probability:
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Fig. 2. The demodulation scheme of direct DMF whétesr| > |hpr|

and QPSK. The dark shadow areas around the two decisiondameste high
detection error probabilities. The corresponding symlaoigl data bits are
mapped using Gray code and shown in the four corners.

The following subsections first introduce the two comporarts
of the HDMF protocol, and then present the decision criterio
choose these two components and the implementation details

A. Direct Demodulation-Forward

The received signal at Relay is shown[iih (1). As two signaiiver
at Relay simultaneously, we should try to demodulate thenger
signal directly in order to control the detection errors tileochannel
has significantly higher channel gain than the other and thgens
strong. Without loss of generality, we take the route fromo/Relay
to B as an example.

The maximum likelihood (ML) criterion is used to demodulé&te
mth symbol withinx,(n),

#r(n) = arg max (PP ()|l ()}, m =1, M.
M (n)eM

where M is the modulation symbol set. For QPSK({ = {1 +

(4)

x| b X |b
-110 0 1 |1
f | | > YR
Decision
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Fig. 3. The demodulation scheme of direct DMF under BPSK rtatitun.

Fig.[2 shows the decision areas of the direct DMF scheme #or th
case of|lhar| > |her| under QPSK modulation. The other case
when|har| < |har| can be similarly analyzed and is omitted here.
In Fig[2, the decision lines are the axes. The detected signzval
the corresponding data bits are given in the tables. Thesaaea
derived based on the distances between the received sigsidiop
and the decision lines for illustration purposes. (The sleni areas
for Binary Phase-Shift Keying (BPSK) modulation is alsoegivhere
and shown in Fi3, which is a simpler version of the QPSK gase

Ideally, the received symbols should be located at the fau- c
stellation points in the quadrants of the Cartesian systéowever,
because of noise and interference from the other chanmeeteteived
signals of y, are scattered on the plane around the four lines
(|hAR(n)| + |hBR(n)|, |hAR(n) + hBR(n)| X 7,) which form the
two stripes in the figure. If some received symbols fall irtte tark
areas, a small noise can push them to the other side of thsiaeci
line, which will then be interpreted as different symbolgd azause
detection errors. For symbols located in the lighter arbasause
they are far away from the decision lines, they need strongese
(or lower SNR) to cause demodulation errors.

Since the received signals are around the above four linesder
to have less detection error, the lines should be far away fitee
axes so that even though some symbols are located in the g, a
they would still be far from the decision lines and are strengugh
to combat noise. Therefore the width of the dark stripes semsal
for direct DMF. From[(lL), we can see that this width is corn&dl
by the relevant channel gains of the two channels - the lattger
discrepancies between the two channels, the wider theestiipthe
figure. The ideal case to apply direct DMF is when one charmel i
much stronger than the other so that we have large absollite v&

i,—1+1i,—1—1i,1—i}. Therefore, direct DMF has the forwarding|s 4 (n)| — |hsr(n)|, thus the lines are far away from the axes.

signal as follows

x(n) = %a(n) = {2}(n), .22 (W)} ©)

In order to describe the scheme concisely, the symbol index m is
omitted henceforward and z, always denotes the mth symbol within
Xa-

Since all symbols are drawn under the same probability, ff@m
we have

P(yr(n)]za(n))
= Y Pas(n) - Plyr(n)lza(n), z(n)).

zp(n)emM

Given QPSK modulationP(zy(n)) = 1/4, xp(n) € M. (@) can
be simplified as

P(yr(n)|$a(n))
i > P(ye(n)|za(n), z(n)).
zp(n)eM

(6)

_ @)

Under the ML criterion, the symbolz{(n)) with the maximum

By way of contrast, we can see where direct DMF will introduce
problems by looking at an opposite example where the tworgan
have equal channel coefficients. The stripe width will be @ #re
received symbols will be around the axes (which are the mecis
lines) and the lines with the value of double channel gaine.dah
therefore expect% of error rate because a small noise can push
the received signals around the axes from one side to the othe
side. The clear boundaries where direct DMF should be appglie
essential to the HDMF protocol and should be jointly consgdewith
SNR. Before we discuss this subject, we introduce a solutiotne
scenarios where the direct DMF fails.

B. Differential Demodulation-Forward

Previous discussion reveals that direct DMF would genaextelts
with high error rates if the two channels of TWRC have combplera
gains, e.g.|har(n)| = |hpr(n)|. In order to solve this problem,
we propose to use differential DMF rather than direct DMFams
scenarios. Fundamentals of this scheme are introduced @RSK
as an example.

P(yr(n)|ze(n)) value is chosen to be the detected symbol within 1) Differential DMF at Relay: In order to demonstrate the differ-

xr(n).

ential DMF algorithm, we firstly consider an instance whéreré is



Decisjon line Decisjon line

no noise anthar(n) = her(n). In this case, the two source signals
of (@) arrive with the same power at Relay. The received sqzad
signal can be denoted as

yr(n) = han(n)(xa(n) + xs(n)). ® T |
For a given modulation scheme like QPSK, both the real ar | [ : Xa@b| bugs |
imaginary part ofy,.(n) only have two possible absolute values I+i| 11
2|har(n)| and 0 respectively. These two values correspond to tF s 14 14 -1+ | 01
two input sets:b, x(n) = byx(n) and b, x(n) # byr(n). It is -1-i | 00
easy for the relay to directly demodulate the received sysnho -1 | 10
the first instance as both of them are the same and the powel
enhanced. However, the latter case adds difficulty as it neayhb N |
superposition of two different bit set$, r(n) = 1, byx(n) = 0 . 1 [
andb, kx(n) =0, byr(n) =1, (k = 1,2). However, since both the
two sources know their transmitted signals, it is desirdbteboth A =14 1-1 -1-1
and B that Relay differentially demodulates and forwardmais to
them. Iharl Ihel

The differential DMF at Relay, after converting data synsbtd
data bits, is given as Fig. 4. The demodulation scheme of differential DMF under SRP
' modulation. If the received symbols are located at the daddew areas,

j,hk(n) — Ba@b,k(n) =box(n) Dbpr(n), k=1,2, (9) they have potentially high detection erroréAssume|har| > |hgrl).

-1-i 1-i -1-1

Decision line

Decision line

where® is the XOR (exclusive OR) operation. For example, if node
A has a symbol 1+i and node B has -1+i, the corresponding Bits X B 5 5 7 b
A's symbol are 1,1 and those of B's symbol are 0,1. The resgilivo  —48L{—a@b_ }—“ﬂﬁ*ﬂb—{ —@L*ﬁb—{
bits after the above processing can be givem,agn) =1®0=1 | -1 0 | -hagl 1 1 harl | -1 0
andb,o(n) =161 = 0. L1 S R

The above signal processing can be applied directly in thebsy Decision line Decision line
domain if we can demodulate the differential between,(n) and

by,x(n) as follows Fig. 5.  The demodulation scheme of differential DMF underSBP
. modulation.
bagb,k(n) =
{ 0,Re{y(n)} = 2Re{har(n)}; 1,Re{y.(n)} =0 (10)
0, Im{y,(n)} = 2Im{har(n)}; 1, Im{y.(n)} =0 +|hag|i. In this case, the symbols which are located around the

where Re{-} andIm{-} denote the real and imaginary part of theaxes can mostly combat higher noise. The ideal case is \_/vhzen th
input, respectively. The first line of (lL0) is for the first lsind the two channel gains are the same, €/gir| = [hsr|, (Where direct
second line is for the second bit because one QPSK symbotaendMF has the worst performance) so that the majority of theivecl

two bits. symbols will be located around the axes (not depicted in terd
The ML differential detection at relay is given by and far away from the decision lines. In this case, they viithrggly

. combat noise. The width of the stripes will decrease if the tw
Zagp(n) = e enmem {P(yr(n)lzage(n)}, (A1) channels have different gains. The worst case is when orfeeaf ts

zero, e.g/her| = 0 in Fig.[4. The width, in this case, will become
zero and the edges (mean of the received symbols) overldpthét
decision lines. In this case, a small noise will push the aigfrom
the correct side to the wrong side, thus generating a lange eate

where P(y,(n)|zqss(n) € M) is the distributions ofy,(n) given
the differential symbols within modulation sat.
From ), it can be seen that

P(yr(n)|Tagp(n)) = Z of £. Another important job is to decide when to use differential
T (n)EM 2y (R)EM (12) DMF. (Fig[3 gives the decision areas for the similar caseeuBlPSK
P(za(n), 2o(n))P(yr(n)|za(n) ® z5(n)). modulation, from which we can see whgn has values around the

B ] two decision lines:—|har| and |har|, the detected symbol has a
Under the conditions of QPSK modulation and symbols geeerathigher error probability.)
with equal probability, ) i ) )
2) Detection of differential DMF symbols at A and B: The signal

P(yr(n)|zags(n)) received by the two terminal nodes A and B are given[By (3). We
1 (13) use node A, for exampley.(n) = hra(n)x.(n) + wq(n) and
— _ P - o I . ) a RA r a
1 > (r()lza(n) & z(n)) x,(n) = f(yr(n — 1)) (given by [2)). At thenth time slot, if the

zq(n)EM,zp(n)EM
(e . . . ) differential DMF protocol is applied to generate (n), we obtain
Relay can demodulate the received signals differentiaingithe brox (1) = bacsp(n—1) for the kth bit of themth symbol of%, (n).

above ML detection algorithm and forward the results to A &1d pege received symbols should be demodulated first and teated
Take the case ofhar| > |hgr| for example. The demodulation by the differential DMF protocol.

scheme of differential DMF is shown in Fifl 4. Similar to F@. o ] o )
Similar to ML detection used in direct DMF, the differentMF

the dark stripes are the areas which has more detectiorsdiran X b ]
symbols received at the destination are firstly detectetud). After

the rest. The decision lines are formed-byhar| and+|har|i. The | X !
edges are formed hy|h4r||hsr| and their imaginary equivalents. the ML detection, we have the estimated symg(n). The equation

Similarly, the received symbols are located around theslimgich  Of this step is similar to[{4) and is neglected here.
form the four stripes. However, in contrast to direct DMIg tiecision The second step is to decode the original data bits of theceour
lines are not the two axes anymore. Instead, theydafesr| and symbolsz,(n — 1) and zy(n — 1) through an XOR operation as



follows communication quality. Thus the decision rule for a packeté

bas(n) =byi(n—1) B bri(n), k=1,2 processed through direct or differential DMF is given adofos
. ’ e " 14 i em e
bo(n) =bax(n—1) D brr(n), k=1,2, (14) min{|LD;(n)|,m = 1,..., M} > min{|L];;(n)],
“ . ) ) m=1,..,M}, Direct DMF,
whereb,. , (n) is thekth data bit of the estimated symh®}(n). The . m ) m
other parameters of the equations &gg,(n — 1) and by x(n — 1), min{|Lpir(n)],m =1, .., M} <min{|Lpir(n),  (19)
which are the source data bits transmitted by the correspgmibdes, m=1,..,M}, Differential DMF,
respectively, at one time slot previously. Such data shoeldtored |LDir(n)| = max{|LDira(n)], |LDirs(n)|}-

in source nodes for later use. We can then obtain the desatd qu select the smallest LLR value from one packet transm

th h the XOR tion if_(1L4). . L
rough the operation | ) the stronger channel under direct DMF and compare it with the
Comparing the error areas of the two DMF schemes, we can

find that differential DMF and direct DMF form a complementar smallest LLR under differential DMF. By using this criteniothe

relationship: one excels when the other has poor perforeatic DMF scheme with a greater minimum value will be selected to
P: P P forward data. Based on PER, even if there is only one failimgi®l,

is easy to know which one should be used for the extreme casgs ) . L2
discussed before. However, for a practical fading TWRC rhod%eﬁe whole packet is labelled as in error. The criterion altbeeefore

whose channels are fading, the scenario is usually betweese t ensures that the one with lower PER is selected.
extreme situations. Therefore, it is important to find theisien

criterion for the appropriate application of HDMF.
D. HDMF Detection at End Nodes

C. Implement HDMF at Relay The Relay with HDMF protocol can generate and forward two
different kinds of messages by using the direct or diffeedm@MF.
For the end nodes (A and B), it is essential to be able to deteich
kind of messages are transmitted from Relay. A possibletisalis
to add one bit in the packet header at the Relay, which inglictite
DMF scheme used. However, such method increases impletioenta
I-_complexity and changes the frame structure, which is lesgatde
for practical wireless systems. In this section, we propadaind
detection algorithm with low complexity.

At the end nodes, e.g., source B, the received pagkét) is

As discussed above, direct and differential DMFs are moitatde
for different channel settings of the TWRC model. A key pesblis
to apply the ML decision criterion to choose the right DMF exctes.
The Log-Likelihood Ratio (LLR) tool can be used to implemsnth
criterion.

The LLR value of each bit of the symbols under direct DM
is calculated based on channel conditions and SNR of thevezte
signals, as follows,

Lpira(n, k) = log P(yr(n)[ba,r(n) = 1)7 first demodulated and mapped to data bits. A Cyclic Redurydanc
P(yr(n)lba,x(n) = 0) (15) Check (CRC) is then performed on these data bits. If it isemirr

Lpirs(n, k) = log Plyr(m)|bo.x(n) =1) 7 this message is processed by direct DMF at Relay. If it is notect,
P(yr(n)|bo,k(n) = 0) the second detection attempt using differential DMF (SeetiGe

where Lpi,a(n, k) is the LLR of thekth bit of the mth symbol [IEB2) will be carried out. The decoded data bits, elg.(n), are
from A at the current time slot and p;.z(n, k) is that obtained checked by the CRC. If it is correct, differential DMF is usedhe
from B, where the index is omitted in the equations for simplicity. relay. Otherwise, the packet has some error symbols anddsheu
Similarly, the LLR value under differential DMF can be olntedl as discarded.

follows, Finally, we analyze the above detection algorithm to seethére
P(yn(1)|ba b it can function properly in real life conditions. For a patkéth a
Lpif(n, k) = log ng EZ;:b zgz% i bZiEZB’ (16) large enough number of symbols, e.g., M = 128, it contains4&6

under QPSK modulation. (Higher order modulation has evenemo

where Lpif(n, k) is the LLR of thekth bit under the protocol of gata bits.We assume the data bits are randomly generated with equal
differential DMF givenz,(n) and z;(n). probabilities for 0 and 1. A bit level XOR operation with ahet

It is easy to know that the sign of an LLR value under th?andomly generated data packet would change approximatsiy
ML criterion denotes the detected bit result and its absoli#tlue of the data bits. Therefore, for a packet with 256 bits, apipnately
denotes the degree of confidenice| [23]. For a packet contpseiveral 128 bits would be changed after the XOR operation. This would
symbols, we can try to find the symbol with the minimum confitien identify the difference between direct DMF and differentMF
which would most likely cause high Packet Error Rate (PER).  schemes and the probability of making a mistake is quite (thwe

The LLR values of all symbols (where each symbol lashits) consider a simple system without source coding and charmuihg,
in the received packet at Relay, e.g.(n), (M total symbols) under the error rate is approximately/2'?®. With coding, the error rate
direct DMF are calculated as follows, can be more than this value because of coding dependency.)

K
Lpira(n) = |Lpira(n, k)],
k=1 (17) E. A Protocol Independent from Modulation Schemes

K
Lpirs(n) =Y _|Lpirs(n, k)|. The hybrid DMF scheme is introduced using QPSK as an example.
k=1 In order to apply HDMF in a system with any modulation scheme,
Similarly, the LLR values of differential DMF are calculdtas the following technique is proposed: At the Relay, insteddhe
K usual demodulation schemes, we introduce bitwise deteating
Lpif(n) = Z |Lpif(n, k). (18) the LLR values calculated il (I15) arf[d {16). Detection of ite data
1 bit of the mth symbol is given below for direct DMF,

A typical digital communication system usually uses pasket - { 1, If Lpir(n, k) > 0; (20)

transmit data and PER can be used as the performance inderdted bri(n) = 0, If Lpir(n, k) <O.



If differential DMF is selected through the criterion intieced in  differential demodulation (&B-Relay),

Sectior1I-G, the following detection is used
EPr: Parar Para'r“ Pr'r dd7
A (L Enon=o (P = [ [ Parpae + Parpar + o) 100 (310

brk(n) = 0, If Lpis(n, k) < 0. (21 (28)
] o where P,, and P,, are the instantaneous SERs of the A-Relay and
The Relay will then modulate these detected data bits iMths¥s  B_Relay channel, respectively,, and ps, are the probabilities to
following the designated modulation schemes and forwegd¢sults .nggse direct DMEP

. o wbr IS the instantaneous SER of the differential
to the end nodes. The detection of these symbols at A and Biisi pyg and p.s, is the probability to choose such scheme.

to the case of QPSK (e.g. using the ML algorithm) and the Metai

are neglected here. For simplicity, [28) is divided into two parts: the differtiad DMF
part and the direct DMF part.
E{P-} = E{Ppis} + E{PDir }, (29)

IV. MATHEMATICAL ANALYSIS
where

This section analyzes the proposed scheme and try to establi E{Pp,;} = / / Povrpasr () f(8)dadp,
the mathematical expression for the end-to-end instaaten8ymbol alp

Error Rate (SER) and obtain the ratios for packets sendirmutfin R
direct and differential DMF. It is easy to know that errorsiaily BPoir} = /a /ﬁ (Farpar & Porpor) £(2) £ (B)dodp.
come from two phases: the multiple access phase and thedasiad

phase. In order to simplify the analysis, we take BPSK as amele. Following the same ML criterion used in detecting symbole t
The error rate at relay is denoted By and the error rates at the Probability to select differential DMFp(..,) or direct DMF (par,
destination node A and B are denoted By, and P,, respectively. per) Can be obtained. Firstly, we consider the ML detection of a
The end-to-end SER from A to B can be expressed as follows ~differential symbol,

Pypy=1-(1-P)(1—Ppw)— PP (22) Tagp(n) = arg  max {P(yr(n)|zags(n)},  (31)

(30)

Similarly P,, can be obtained. The instantaneous SER can ke error rate of differential detection is given as
expressed as 1

1 Py = E(P(:E’T" =1z Dy =0)+ P2 =0|zg ®xp = 1))
Pupur = 3 (Pab + Poa) 23) (32)
= Py + (0.5 — P)(Pra + Pry) The above equation can be bounded by [ [24], eq. (7)] as fsllow
The average SER of HDMF can be obtained as Q (\/2 min {042011752/%}) < Papr -
E{Pupmr} :/ / / / Pupur (24) <qQ (\/ 20‘2/)&) +Q (\/ 2/32%)
adpJyJ¢
F)f(B)f(v)f(¢) dadB dvy d¢ The same rule of[{19) is used to analyze the average SER as
wherea = |harl, B = |horl, v = [hral andC = [hazl, which  O1OWS: Paon % plain > mas{de, 11}
follow Rayleigh digtribgtions with the probability dengifunction N - ’
as f(z) = &e =/, wheres? is the Rayleigh distribution Par % P{¢a > Pabr N ¢a = O} (34)
parameter. We can assume these channel variables are rideéape Por = p{dy > Pabr NPy > Pa}
and identically distributed (i.i.d.), so that the above &ipn is then since the ML criterion is used to obtali{33), we can derive pa-
simplified to rameters following similar rules. Given the exponentialgcreasing
E{Pupmr} = E{P,} + (0.5 — E{P,})(E{P,a} + E{P}), characteristic of9(z) function, the two bounds oF (83) become tight

when SNRs are large. The lower bound®f, was selected in the
where P,.}, E{P,;} and § P,} are the average SER of the Re|ay_calculation for its function to highlight the low-bound dfet proposed
A channel, Relay-B channel and sources-relay channejsectgely. Protocol’s SER,

It is easy to obtain the average error rate for the relay tacsou Payy =~ Q (\/2 min {a2pa, ﬂ2pb}) , (35)
channels as follows,

from which we can derive the receiving SNR of an equivale@inciel

E{P.} = / Prof(v)dy as gapr = 2min{a’pa, 82pp}. The receiving SNR of the A-Relay
g channel is¢, = o?p, for a channel gain oh?, and that of the
il 26,0 B-Relay channel igp, = 5%ps.
-/ Q< g )f(v)dw (26) | o |
0 Ora Therefore the following approximation can be obtained,
_1 Pra 1 1
=3 (1 A\ et 1> Pabr % p{B%pp > 0®pa > 5B°py U0’ pa = py > 50% pa}
N 2 2
where pr. = €.4/02, denotes the signal to noise ratio (SNR) and ~ Par & p{a”pa > 287po}
oo —¢2 . 2 2
Q{z} = = [ 7" /2d¢. Similarly Por = D{B py > 20 pa}
77 . (36)
1 - .
E{P,} = 5 (1 _ p Pi 1) ‘ @7 They are used for the calculation of average SERs.
rb

It is easy to see that the two partsmof,. following a symmetrical
The average SER of the sources-relay channels composeof pattern. Since all the channels are i.i.d. and the transmiftower is
components from the direct demodulation (A-Relay and BaRRehnd the same in all nodes, we can apply the symmetry feature tpli§im



the calculation as follows

E{Ppis} ~ / /ﬁ /_pb_cz(\/zpm) F(@)£(8)dads

> e 1
o /;;Q(W)f(ﬂ)f(a)dﬁda - 2 /\/:\/2_

=3 h /ﬁ ’ Q (V2020%) f(0)/(8)dadd

By introducing the full expression of Q function, we have
b

o rBVEET 1 [ 2
E{Ppis} ~2/0 /B 7= {E/Qpaae dt]
x f(a)f(B)dadB

Reordering the two integrals af and «, with the new regions of

integrals for3, /5 ”b - <a< 3, /Z—Z andf,/py <t < oo, we have

Ve

2Pa

E(P }2/“’/“’ L */
Dif} & ——e
o Jaypp V2T B

f(a)da} f(B)dtds

0o oo 1 2 ~ ppB? _pB?
:2/ / e T e W% — e w7 | f(B)dtdB
0 BvPy V s

=E{Ppis} — E{Ppis}. (39

The first term of the above equation can be calculated as
E(Phis) =2 | / L.
ByAy V2T

:2/ *% [/f B ( 2pa“)dﬂ] dt
0

2
*ége*%(%“)dtdﬂ

02
£ (1)
2pa+pb ’
. 2pa _ 1
20a+Pb 1/1+ 2p152+pb52

(40)
Similarly, the second term can be calculated as

1
(1 N 1 1 ) ’ (41)
1+ padZ T pp62

7 Pa
{ p f} Pa + Po

For the direct DMF part, with the same assumptions of i.adirfg
and the symmetrical regions pf,,- andp., the two channels should

have the same SER as follows

E{Ppir} =~ 2/ Parparda. (42)

(38)

3

<t < oo. Reordering these two integrals we have

E{PDW}«’\J
Bt
/ Em 626 262 da f(B)dtds

™

(44)
2 pr YL
o[ /F L [ 9 } F(8)ats,
= E{Ppi,} + E{Ppi-}
where the regions ofr and ¢ are transformed t 2”17 <t < oo

and 8,/ 22 < o < ft.

Reordering the two integrals within the above equation, first
term of [44) can be written as

2/oo L -5
= —e
/zpﬁ\/%r
12 1
*'7—2% dt
e T1

°° 1
:2 _—
//ﬂ \/271'6
Pa

__2Pa Q ( %)
2pb + Pa Pa
where we have used the change of variable in the first step.

The second term of (44) can be similarly calculated by retimde

the two integrals of3 andt,
oo 2
E [T L E ]
0o 0 (46)
1

o 1
— 2 / L.
/2/)& V2
oo 1 t2 d
—92 e Tt
/,/ﬂ \/27re 241
Pa

In order to obtain a closed form of the integration, lowered§ the
integration region is applied to obtain the following bound

2 2pb
1+2”bQ< pa)’

It is  easy to see that the decreasing rate of the exponentiatibn

e*% is much faster thanm with the increase of. The value

above thus provides a close approximation.

With the availability of [40), [(411),[{45) and_(#7), the avgeaSER
of the source to relay channdl_{29) can be directly obtaifdt
results are given in Figd1.

E{(Pp:} > 47)

The closed forms for the average value of the selection jitithas
(38) and its preceding equatidn [34) provides a general meabout
the ratio of symbols through differential DMF and direct DMey
can reveal the underlying properties of the protocol. Froenanalysis

where the instantaneous SER of A-Relay channel under the I\(H_@) and the PDFs of and 3, the average value gf;. can be

criterion can be easily obtained &.,, = Q(
Following the previous assumption of high SN

i) 25

follows

EPoe) ~2 [ /736 Q () f(e)s(3)dacs
A [\/% | efdt} (@) (8)dads
Pa B

(43)

The regions of integration forv and ¢ are %6 < a < oo and

, an approxiona
is obtained asP,, ~ Q( ) and then the average SER is given a%{p b} = /
0

obtained as
B)dads + / / dBda
/ﬁ\/W ( 0 ”a )
R 2pp
200+ Patpo 206+ Pa  Pa + Py’ (48)

Similarly, we can obtain the closed forms for the averageievaif
A-Relay channel and B-Relay channel:

Efpar} = / - /5 °°F F(@)£(8)

dadg = — L2

Pa + 2pb ’ (49)



E{pv-} = / / f(8)f(a)dBda = _ (50) where) is the data arrival frequency ardis the length of one time
0 a\/% 2pa + po slot. An analysis method similar to [116] is introduced here.

Under the condition of fading TWRC, channel quality can etffe
the data rate and queue length. The data rate which can berseghp
by the channel from A to Relay is denotedasnd the probability
to support such rate is given ly, (¢). Similarly, the probability for

The two wireless channels of TWRC normally suffer from rando Rel@y-A channel supporting a data raterofs denoted as.(t), and
fading which deteriorates the communication quality anduces the probability for Relay-B channel supportingis gy (t).
channel capacity if it is not well handled. Due to the random Under Mode I, with the application of HDMF protocol, Relaysha
feature of fading, different channels of TWRC observe diffa WO possible inputs: packets from differential DMF or diré&MF.
instant fading, and it is therefore usually the case thay theve Based on the analysis in Sectipn] IV, we can use. to denote
different strengths. Under such conditions, the tradétistheduling the probability with which the packets arriving from A (ang By
schemes, e.g., the scheduling scheme proposed for DNCvh&ih differential DMF, p.» to denote the probability of packets arriving
assume equal channel gains, incur large queues at Relayearehde from A by direct DMF andp,, to denote the probability of packets
bandwidth efficiency. On the other hand, with the introdoctiof — @rriving from B by direct DMF. It is easy to know that,, +pas, +
HDMF in the TWRC model, a novel scheduling scheme should e = 1. The state transition probability is then given by
proposed to effectively use its potential.

We analyze the average queue lengths at the end nodes and rela

V. TRANSMISSIONSCHEDULING OVER FADING TWRCS AND
QUEUE LENGTHANALYSIS

I —
9{m k} {i,5} =

o - : ) . - a; m=0,j=k
and their instability. Firstly, define the following transsion modes 0o ’ .
for the whole system: @i Z"Z’&C“(pa” tper) O<m<mj=k+m (51)
’ Qj—m Zn:m CnPor 0<m < n:j =k
« Mode I: A and B transmit data packets to the relay simultane- @i—mtnCn(Pabr + Par) m>n>0j=k+n
ously at the data rate 08, andR» using the HDMF protocol; Qi CrDor m>n>0,j=k
« Mode II: Relay broadcasts packets to A and B at the data rate . ) . .
of Ry if both of its queues have data; Notice that Mode | is selected with the probability ¢f at the
« Mode III: Relay only transmits packets to B using the data raP@ginning of every time slot. The first item iDL {51) denotes state
Ra: transition probability when the queue at A is empR; (t) = m = 0.
« Mode IV: Relay only transmits packets to A using the data ratherefore Qu(t + 1) = Qu(t) (which meansj = k). The
Rs: corresponding probability ia;.
A scheduling scheme is then proposed where the relay is det toW”'I-| glve(\els(rj, gmﬁgﬁ;\eﬂgt Ar‘(;for::(;tl el;ntrt)wtg’ctsznsr:zecgﬁgiﬂ aﬂaai
the administrative node. The scheduling details are givaovi P P ’ P

raten > m, the probability of receiving and storing packets in the
1) The Relay chooses a transmission mode from the above fyjeueq),,(¢+1) (and thus causing the corresponding state transition)
modes with probabilityf;, (i = {1,2,3,4}). i5ai 32°° ¢n(pasr+par), because both differential DMF and direct
2) |t Mode I is selected, both A and B will be instructed by RelapmvF can generate then packets. As a result, the queue length
to transmit at the beginning of the time slot. If either ofithe of Relay becomeg = k + m. The probability for the relay state
buffers are not empty, e.gmin{Qa(t), @s(t)} > 0, the node  remainingk is a;—m 3°°°, capsr, because Relay only receives data

with data in its buffer will transmit packets to the relay g from B and these data would contribute to none of the two csieue
this time slot; otherwise, they remain silent. under concern.

3) If Mode Il is selected, Relay will broadcast to A and B if bot 5 the other hand. if, < m only n packets will be received

of their queues are not empty i.&). and @, are greater py Rejay through either direct or differential DMF. Thenefpthe

than 0. In the case of one empty queue, Relay will broadc_ bability of Relay’s state becoming+ n is a; 50 cn (Pabr +
the data from this queue. If both of them are empty, Relay wi ). Another case is direct DMF for data from B, which would

remain silent. _ _ _ not contribute to the state transition. $e= k with a probability of
4) The Relay will transmit to B if Mode Il is selected arng,, G CrDbr-

is not empty. If Mode IV is selected, Relay will transmit 0 A j,4ar Mode II - Relay broadcasts data to A and B, the state
if Q. is not empty. If the queue for data to be sent to A Ofansition probability is given as follows
B at Relay is empty when the corresponding mode is selected,

Relay will remain silent during this time slot. 11 _faim >t =0
Uk} i} = { AiemTn j=k—-n,0<n<k (52)
A. Queue Length Analysis If the channel can support a data raterofwhich is greater than

the number of packets within Relay’s buffey the whole buffer will

Without loss of generality, we consider the route from A toiB V pe transmitted to the destination and thus emptied, je:g.0. The
Relay. The backward route from B to A through Relay is simiar propability for such state transition ig_ $2% , r,. Otherwise, the
the forward one and will be omitted here. As described beftte  new queue length of Relay will beconhe-n, and the state transition
queue length of A is denoted Y. and the queue length of Relay propability isa;_ 7.
for the packets to be transmitted to B is denoted(dy,. The state Under Mode Ill, Relay transmits packets to B and the state
transition relation of Q., Q.,} can be modelled by a Markov chain o neition probability is as follows,
using one-step state transition probability,, 3 {;,;; which denotes - ‘
the probability of the event that the state changes f@nit) = m, qgﬁk} G = { Qimm D p, dn 7= O0,n >k
Qro(t) =k 10 Qu(t +1) =i, Quu(t + 1) = j. The probability that i Gi—mn J=k-n0<n<k
1 packets arrive at one source node during the current tintecato
be modelled by a Poisson distribution as follows

(53)

If the data raten equals or is greater than the data in the queue
at Relay,j will be zero after transmission since all of its data has
(AT been transmitted. Otherwise, the queue length willkbe n. The

@i = exp(—AT), corresponding transition probabilities are given in theatipn above.



If Mode 1V is selected, Relay will only transmit data to A. The
state of our concerned queues will remain the same. Thustate s
transition probability is as follows 04|

Qfxb,k},{i,j} = Gi—m, J=k. (54)

Notice that Relay selects the current transmission moda fie
four candidates based on the probability ff (i = 1,...,4). By
combining the one-step state transition probabilities #rel mode
choice probabilities, we can obtain the final transition badaility,
summarized in[{52). The stationary state of the queue length
interest can be obtained given the one-step transitionghitities.

In order to know the stationary-state queue lengtid)efat A and 10
Q- at Relay, we need to work out the stationary-state distiobut
of the previous mentioned Markov chain with the transitiooba- 10°°
bilities summarized in(32). Firstly we rewrite the onepsteansition
probabilities using the matrix form. By denoting the buftéze for -08 06 -04 -°~2log h 0|/|h |)0-2 04 06 08
the queue at Relay for B as a big numbér the (z, y)th element of BRIV AR
the transition matrix, €.9(P).y, is given byq(m,nyx,in+;3 Which
is equivalent tog,, »1,{:,;3- The stationary-state distribution of the
queue lengths can be obtained as follows

Mm=1(I-P+U) " (56)

Packet Error Rate

Fig. 6. PER performance comparison of the protocols undgieRgn channel
settings and®y, /No = 15dB.

where1 denotes a row vector with elements of on&s,is an all-
unity matrix andI is the identity matrix[[25, 15.107][I denotes the
stationary probability of the two queue lengthQ.(t), @,»(¢)} and
can be used to calculate the average queue length of A, asvfoll

Qa = Z Z i7Ti7L+j7 (57)

i=0 j=0

and the average queue length of Relay for B, as follows

Packet Error Rate
=
o\
W
T
H

o0 oo
Qry = Z Z JMints- (58) —&— HDMF
i=0 j=0 —%— PNC
—A—DMF
VI. SIMULATION > ANC
-3 1 1 1 1 i 1 1
A. Experimental Conditions Vos 06 04 02 0 02 04 06 08

We investigate the performance of the proposed HDMF prdtoc 109 (NgglMagh

and the transmission scheduling scheme in this secfibe. chan-
nels are modelled as block Rayleigh distributions and theens
modelled as additive white Gaussian distributions for nafsthe
cases, except the second experiment in SeffionlVI-B wherpae
the protocolg under Gaussian channel settikigs.assume reciprgcal change is from PNC as its PER is below DMF. HDMF has the best
channel settlngs, e.0ar = .hRA andhpr = hrp. The modulation Be formance among them.

scheme used I.n the nodes is QF;SK and each packet. has 128 symbo he second experiment investigates the performance ofethes
At every experiment, a total of0° packets are transmitted from oneprotocols under the Gaussian channel settings where thiegfasl

source node to the other via Relay. small and merges into noiseSince the fading effect is avoided in
this experiment, the impact of noise towards these prosocah be

B. Performance under Relative Channel Strengths clearly identified. The channel gains vary by following the relative
The first experiment tests the Packet Error Rate (PER) perfatrength oflog(|hsr|/|har|). A similar range is set from -0.7 to

mance of the HDMF protocol, the PNC protocol, the classic DMB.7, where 0 mean§igr| = |har|. Figs.[8[3[6 and7 show the

protocol and the ANC protocol in Rayleigh fading scenaribhe experimental results in terms of PER.

average channel gains are adjusted usipdE{|hsr|}/E{|har])}- From Fig.[8, we can see that under Gaussian channel settings

We set the range of this value from -0.7 to 0.7 and 0 meamasid SNR per bitF, /Ny = 10dB, HDMF and PNC achieve similar

E{|hr|} = E{|har|}. Figl@ shows that ANC and PNC have theperformance at the middle of the relative channel strengtige

highest PERs, which means their performance is heavilctffeby ([—0.4, 0.4]), with its lowest PER at the point where the two channels

the channel realizations. They also have their own minimUgR P have the same strength. Such advantages decrease wheratimelch

when both the two channels have the same average channs| gajains of the two channels (A-Relay and B-Relay) diverge amallfi

e.g., B|hsr|} = E{|har|}. Classical DMF is able to achieve lowerthey are overtaken by the DMF protocol. As expected, DMF fwas p

PER than ANC/PNC in this case. The proposed HDMF protocgplerformance when the two channels have similar strengtbause

follows a similar tread as ANC/PNC but with lower PER than albne channel heavily interferes the demodulation of therothRC

of them. Such trend becomes even clearer at high SNR settingas the worst performance because it amplifies noise signific

as shown in Fi@l7, where the SNR is 25dB. In this scenario, tlespecially when SNR is low. We raise SNR from 10dB to 15dB and

performance of all four protocols is improved; the most iegsive obtain Fig.[9. Under this new setting, the performance of ANC

Fig. 7. PER performance comparison of the protocols undgieRgn channel
settings andE, /No = 25dB.
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i j=k=m=0
@i—m (1 — f1 + fico) j=k=0,m>0
Gi—m (forn + f3qn) j=k—-—m,k>n>0
Qimm(f2 Yoo Tn+ [f3 Zfzm @) 7=0,k>0
Amk}{ogy = § ai(f1 + faro + faqo + fa) j=k>0m=0 (52)
Qi—m (f1por + foro + faqo + f4) j=k>0,m>0
@i—m4nCn(Dabr + Dar) f1 j=k4+n,m>n>0
ai yooo o Cn(Pabr + Par) f1 j=k+m,m>0
0 else
10° . ; . . 10° .

;
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—%— PNC
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Fig. 8. PER performance comparison of the protocols undes&an channel Fig. 10. SER performance of the four protocols.
settings,Ey /No = 10dB.

fading channel gains are fixed to 1; 2),/No varies from 5dB
o IIDMF to 30dB; 3) both the theoretical analysis and simulation BB&K
—*—PNC modulation.
—4&— DMF .
ANC | Fig[Id demonstrates the average SERs of the four protoadls.
of them have decreasing SER when SNR increases. Howevér at t
lower SNR region £,/Ny < 10dB), DMF has lower SER than the
1 other protocols. With the increase of SNR, the SERs of HDM& an
PNC drop much faster than DMF. Afte25dB, even ANC has a
lower SER than DMF. For the regions with SNR 10dB, HDMF
E outperforms PNC, ANC and DMF.

Fig[I1 compares the average SER performance between tisnula
and theoretical analysid_(P4). From the figure, we can see tha
simulation result matches well with theoretical analysiartticularly
at high SNR regions for the reason of applying high SNR assomp
5 ; ; ; ; ‘ ‘ ‘ in the theoretical analysis. Such results confirm the peréorce of

-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 the proposed protocoL
10g (Igain )

Packet Error Rate

Fig. 9. PER performance comparison of the protocols undes&an channel D Queue Length Analysis
settings,Ey /No = 15dB.
This experiment studies the queue length of A and the queggHe

for data to B at Relay in terms of), and Q,,. We assume the
improved remarkably and it has lower PER than DMF. The PERs @fode selection frequencf; to be equal for all the four modes, e.g.,
HDMF and PNC are also improved significantly and have sinyilar f(¢) = 1/4,7 = 1, ..., 4. The channels are modelled as independent

low value at most of the x-axis rang&hey are 0 and not shown in Rayleigh fading channels, e.g,, r. and ¢, follow the Rayleigh
the figure) probability distribution function. Similar td_[16], the pket arrival

frequency for A is\ = 0.5 frames/slot. The time slot spans 1ms, e.g.,
T = 1ms, and the SNR i80dB. We introduce the same design logic
C. Average SER as in [16] to configure the system to accommodate a higheageer
This section compares the SER performances of the differemtival rate than the actual rate af:— A\(1 + ¢€) for the purpose of
relaying protocols. The experiment conditions are similarthe reducing memory usage and reasonable running time, whbhas a
previous experiments, except for the following settingghé average small positive value.
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o avoid the same packet being sent back to its origin, thusciegu
10 T T . . . . .
o Simulation the efficiency. Theouting algorithms developed for multihop sensor
—»— Theory networks, e.g.,[127], can be applied to solve this probleifrhe(

specific implementation details are omitted in this paper.)

This paper introduces the HDMF protocol with the defaultisgt
that the packets from two source nodes have the same lerfgth. |
they are of different lengths, HDMF can still be applied wamall
amendments. Because the detection at Relay is based on Lu&sya
we can add somextra O bitsto the shorter packet in order to calculate
the LLR values. A better enhancement is to use these bitshior t
purpose of error-correcting coding [25].

ANC and PNC can perform well if the two channels of TWRC have
similar gains. This places a high requirement on synchatiua as
practical wireless channels cannot always guarantee itigtaineous
arrival of signals from two distributed sources, thus thecéyoniza-

5 10 15 20 25 30 tion of Relay to one source would mean discrimination agdatins
Eo/No(98) other and cause significant detection errors. If such case laappen,
the proposed HDMF would be reduced to direct DMF automadyical
and avoid the negative influence from the severely disciaiaith
channel which would degrades PNC or ANC significantly, and is

Symbol Error Rate

10 i i i i

Fig. 11. Average SER comparison.

as thus less vulnerable to synchronization errors.
& *-- Q, DNC The proposed HDMF does not try to solve the fundamental prob-
4% o QpDNC lem of the signal to interference ratio being too low, ratievoids

—4—Q,, HDMF the problem by relaying the signals through differential Bkather
—6—Q,, HOMF than detecting the information forcefully which might begdeded
by interference and noise. In this case, differential DMBvjtes
more information for destination to be able to complete tmalfi
symbol detection, e.g. destination can reduce its own itiiton in

the interference.

The instantaneous end-to-end error rate can provide a noore a
rate measure for the relay to make decision. However, itsicosides
overheads incurred by feedbacks from the nodes and increase-
putation complexity. The next stage of the research wilkgtigate
these factors and try to establish an efficient solution dbase the
current protocol framework and the instantaneous enditb-error
0.4 0.6 0.8 1 1.2 14 1.6 18 2 rate.

Average Queue Length (Frames)

VIII. CONCLUSION
Fig. 12. Stationary-state queue length of A and Relay foriBws:. Rayleigh .
fading channels are used. The two protocols HDMF and DNC anepared This paper proposes an HDMF protocol for the TWRC model

at the packet arriving rate of 0.5 frame/slot. where existing protocols are troubled by high error rateifficdity
in synchronization. We study the components of HDMF and the
fundamentals of direct DMF, differential DMF and the keyetgion
Fig.[12 shows the stationary-state queue lengths for theoseml criterion. We further analyze the queue length of the modith w
HDMF and the referenced scheduling for Digital Network @upi HDMF protocol. Comparison of its performance with the drigt
(DNC) [18]. It can be seen from the figure that the proposegkotocols and scheduling scheme indicates that the prdpdEevF

HDMF has comparable smaller queue lengths both at Relay afgs a lower average PER and smaller average queue length.
node A than that of DNC. The reason is that HDMF utilizes the

two advantages: reduced time slots consumption and oppstitu ACKNOWLEDGEMENT
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switching probabilities (i.€.pasr, par andps,) to ensure the packet omy Theme Sustainable Society Network+ and Royal Soci&F0l
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As ¢ is introduced to adjust the system throughput and CapaCiB’robabilities analysis, queue analysis and synchrowizati
however, the decrease in queue length occurs with the cost of

decreased system throughput since there will be more iolie during
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