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Abstract

With the widespread use of machine learning for algorithmic decision-making, Explainable Artificial
Intelligence (XAl) systems are increasingly important. However, they are not always understandable and
trustworthy for end-users, who should know when to rely on Al’'s advice to make informed decisions. Hence,
adequately presenting explanations in user interfaces (Uls) is essential. This paper investigates proposals
in this direction and what is missing to support the design of explainable Uls aware of reliance issues. From
a systematic literature review of 1,287 unique papers, we identified 120 secondary studies, of which we
selected 22 for analysis. Our findings reveal that studies have been conducted to provide recommendations
to specific application domains, and evidence regarding explanation effects on reliance remains inconclusive.
We also found a lack of characterization of factors impacting reliance on XAl systems. Furthermore, we
provide perspectives to foster appropriate reliance research on explainable Uls.
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l. INTRODUCTION

Artificial Intelligence (Al) applications have gained even more value in recent years driven by advancements in
Explainable Al (XAl), which seeks to make opaque models more transparent and understandable [1]-[3]. Prior
works in human-centered XAl show users of these systems tend to rely on Al's advice even when it is wrong [4].
The associated explanations often contribute to this over-reliance [5]. Thus, numerous studies have emphasized the
importance of calibrating trust to improve XAl-assisted decision-making (cf. [6], [7]).

In line with this, the Human-Computer Interaction (HCI) community has discussed applying human-centered
approaches to design, evaluate, and provide conceptual and methodological tools for XAl systems [8]. However,
there is still a lack of design concepts and HCI strategies to support appropriate reliance on XAl systems, i.e., “‘users
should know when to trust the Al's advice and when to be cautious” [8, p. 8] to avoid over- and under-reliance,
for instance, given the scenario of a loan approval process [9]. Loan officers have an Al decision aid system that
supports the approval decision by providing a prediction (granted or refused), a confidence value, and a feature-
based, visual explanation of that prediction. The explanation’s persuasiveness may lead officers with a low need for
cognition to overestimate the Al’'s advice, even when wrong. Also, skeptical officers can under-rely on Al's advice,
even when correct. Hence, loan officers can make wrong decisions that they would have done without the XAl's
help, and this financially affects bank customers.

To address this, it is essential to move forward with characterizing reliance on XAl-assisted decision-making. For
this paper, reliance-awareness refers to the capacity of user interface design to support the appropriate reliance
of users in detecting errors in XAl recommendations, thereby preventing over-reliance. It also involves recognizing
correct recommendations to avoid under-reliance, ultimately supporting informed decision-making. This notion differs
from the investigations on context-awareness [10] since our perspective is to identify attributes related to reliance and
types of explanations that provide appropriate reliance in specific usage scenarios. Grounded on this, designers and
researchers can reason about the reliance phenomenon when designing and evaluating explainable user interfaces
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(Uls) so that explanations become aware of reliance. Hence, reliance-awareness considers reliance issues in design
time instead of considering runtime adaptation according to environmental or user properties.

In this paper, we carried out a tertiary study, a type of Systematic Literature Review (SLR) for mapping secondary
studies (e.g., reviews, state-of-the-art) to categorize them and observe trends regarding a research topic [11]. This
study aims to consolidate the evidence revealed by secondary studies in the human-centered XAl field toward
characterizing the role of appropriate reliance in explainable Uls. Our paper contributes a status quo organized into
five categories: Application Domains; Design and Evaluation; Transparency and Trust; Approaches and Methods;
and Human-Al Interaction. It reveals (i) over-/under-reliance, misuse, disuse, and abuse as the primary constructs of
appropriate reliance; (ii) autonomously delivering the explanation, in which the system decides the timing to present
it (e.g., before, with, or after prediction), and visual explanations can contribute to an appropriate reliance; and (iii)
system reliability, task complexity, and task/system experience as potential reliance impact factors.

Il. OVERVIEW ON EXPLAINABLE Al (XAl)

With the growing adoption of machine learning and black-box algorithms, a new wave of interest in XAl emerged [1].
The DARPA’s initiative to fund an XAl program [2], ethical concerns, and a lack of user trust [12] have driven this
resurgence. The perspective for XAl systems is that they will provide explanations (i.e., “explicitly explaining decisions
to people” [12, p. 1]) to end-users so that they can understand the system’s strengths and weaknesses, its behavior
in the future or alternative situations, and may provide corrections for system’s mistakes [2]. These systems are
composed of software and hardware (e.g., sensors) that apply Al algorithms (e.g., decision trees, Deep Neural
Networks (DNNs)) to make decisions, which are explained by XAl techniques (e.g., LIME, SHAP). For the end-users
to easily understand it, explainable user interfaces are designed and implemented (cf. [2]).

To that end, Clement et al. [13] establish that the design of XAl systems involves two main steps: (i) explanation
design, which covers the process of selecting one or more suitable techniques to generate appropriate explanations,
depending on the requirements and the application; and (ii) explainable user interface design to define how to
present the explanations to the application’s end-users. Researchers have proposed a plethora of XAl techniques
to support those steps: feature importance methods (e.g., LIME, LORE, DeeplLift), white-box models (e.g., rule and
tree extraction, attention network), example-based (e.g., prototypes), and visual explanations.

An important challenge for phase (ii) is providing explainable Uls that help end-users make informed decisions
with appropriate confidence. In this context, researchers usually apply two terms: trust and reliance. Lee and See
[14] defined trust in automation as an attitude and distinguished it from reliance as a behavior. Based on that,
Scharowski et al. [15, p. 3] defined “reliance on a system as a user’s behavior that follows from the advice of the
system.” However, trust and reliance have been usually grouped under the term trust [16].

lll. TERTIARY STUDY PLANNING AND EXECUTION

We structured our goal based on [17], as follows: analyze reliance for the purpose of characterizing with respect to
its explanation designs, concepts, and impact factors in the context of XAl-assisted decision-making from the point
of view of HCI researchers. Table | outlines our research protocol.

To define the search string, we considered terms from prior surveys [18]-[20] and followed PICO [21], searching
on Explainable Al studies (Population), focused on appropriate reliance (Intervention) to get the applied explanation
designs, HCI, and impact factors (Outcome). We did not apply Comparison, as there is no baseline to compare our
tertiary study with other secondary studies. As strategy, we used Web of Science and Scopus databases due to their
significantly more coverage of HCI literature and indexing of computer science databases, such as IEEE Xplore, ACM
DL, Springer, and Elsevier (cf. [22]). Finally, the inclusion and exclusion criteria consider our focus on XAl-assisted
decision-making and the RQs, limiting the search for papers published from 2014 (in line with human-centered XAl
surveys [20], [23], [24]) and considering that the number of papers on this topic has been expanding since 2016
[24], including in the HCI community [1]).

One Ph.D. student and two professors working with HCI executed the planned protocol. The selection of papers
made by one researcher was peer-reviewed by at least one of the other two researchers to mitigate interpretation
bias. We used MS Excel spreadsheets to manage the screening of papers and data extraction. We conducted the
database search' in digital libraries on 31 January 2024, automatically filtering by EC1, EC2, EC5 (Table 1), and
the computer science area to focus on computing aspects related to reliance in HCI. We found 1,604 papers (1,212
from Scopus and 392 from Web of Science), of which we excluded 317 duplicate records and included 1,287 for the
subsequent two iterations of paper screening based on the defined inclusion and exclusion criteria (Fig. 1).

"Database search is available through an online repository [25].



TABLE |
PROTOCOL SUMMARY FOR THE TERTIARY STUDY

RQ1. What do secondary studies in XAl-assisted decision-making discuss on reliance?

gﬁi:ir::s RQ2. What are the types of explanation designs used to provide reliance in XAl-assisted decision-making?
RQ3. What are the factors impacting reliance in XAl-assisted decision-making?
(“explainab* artificial intelligence” OR “explainab* Al” OR explanation* OR XAl OR “transparen* artificial
intelligence” OR “transparen* Al” OR “interpretab* artificial intelligence” OR “interpretab™ Al” OR “intelligib*
Population artificial intelligence” OR “understandab* artificial intelligence” OR “comprehensib* artificial intelligence” OR
Search “explainab* system*” OR “interpretab* system*” OR “intellig* system*” OR “machine learning” OR
String “decision-making algorithm*”) AND
Intervention (reliance OR und_errehance ORlunder-reha_nce OR overreliance OR over-reliance OR trust® OR distrust®™ OR
overtrust* OR reliab* OR "algorithm aversion”) AND
Comparison | Not applicable in our study
("explanation® interface™ OR “explanation™ design”™ OR “explainab* interface”™ OR “explainab* design” OR “user
interaction” OR “user experience” OR “UX” OR “user interface” OR Ul OR “application interface” OR “human-
machine interface” OR “human-machine interaction” OR “human-computer interface” OR “human-computer
Outcomes interaction” OR HCI OR “human-Al interface” OR “human-Al interaction” OR “interaction design” OR “user-
centered design” OR “interactive system” OR “impact* factor” OR “influenc* factor” OR “human factor” OR
“design factor” OR “technical factor” OR “organization* factor” OR “manag* factor” OR “cognitive bias*” OR
“human bias*” OR “automation bias*”)
Sources Database search on Scopus and Web of Science (WoS).
IC1. The secondary study’s context is XAl-assisted decision-making;
Inclusion IC2. The secondary study discusses definition(s) regarding reliance in the XAl context;
Criteria [C3. The secondary study discusses explanation designs regarding reliance in the XAI context;

IC4. The secondary study discusses factor(s) impacting reliance in the XAI context.

EC1. The paper is not written in English;

EC2. The paper was published before 2014;

ECS3. The paper is duplicated;

EC4. The paper provides a primary study;

Exclusion ECS5. Books (except conference papers published as book chapters), editorials, summaries of workshops, tutorials,
Criteria and keynotes, gray literature, and other non-peer-reviewed papers;

EC6. The paper’s full text is not available in our institution and not available from authors;

EC7. The secondary study’s context is not related to XAl-assisted decision-making;

EC8. The secondary study’s context is related to XAl but without a focus on HCI;

EC9. The secondary study’s contribution is regarding Al experts;

EC10. The secondary study’s context is regarding physical human-robot interaction (except papers on robot-advisor).

Research goal, research questions, research method, time range used to select papers, amount of accepted papers,

Extraction and main findings.

@i
—

Scopus = 1,212 papers
WoS =392 papers

Database search

"= Duplicate papers

Y

Included: 1,287 papers
Excluded: 317 papers

2 "= Title and abstract

Secondary Studies: 120 papers
Primary Studies: 1,167 papers

’ "= Full-text of secondary studies
Included: 22 papers
Excluded: 98 papers

Fig. 1. Overview of papers screening for the tertiary study.

First, we analyzed only each paper’s title and abstract. Out of 1,287, we identified 120 secondary studies and
excluded 1,167 papers as primary studies (EC4) for our tertiary study. Then, applying the inclusion and exclusion
criteria on the full texts, we selected 22 papers for data extraction and analysis.



IV. FINDINGS: WHERE WE ARE

Out of 22 selected secondary studies, eight were published in 2023, six in 2022, four in 2021, two in 2020, and
only one in 2014. We noted a gap between 2014 and 2020, when the number of secondary studies became an
increasing trend (20 publications from 2020 to 2023), indicating a resurgence of interest related to reliance on XAl
systems. We also highlighted that the small number of papers for 2024 (only one) is acceptable since we did our
search on January 31st.

Twelve (12) of 22 studies focus on specific application domains related to XAl (see Table Il), where the most cited
domains are intelligent systems and recommender systems.

TABLE Il

SECONDARY STUDIES ACCORDING TO APPLICATION DOMAINS
Application Domain # Studies | References
Intelligent systems 3 26]-[28
Recommender systems 3 29]-31
Autonomous driving 2 32], [33
Healthcare 2 34], [35
Intelligent decision support systems 1 36
Judgmental forecasting 1 37
Total 12

Most secondary studies (15) do not explicitly define a time range and the number of analyzed papers. Thus, it is
not possible to assert paper coverage across them. Fourteen (14) studies presented the number of papers selected
and analyzed, varying from 13 to 97 publications.

Regarding the type of method applied, most secondary studies (16) did not follow any systematic approach; two
did a SLR [28], [38]; another two conducted a SLR with snowballing procedures [39], [40]; one applied only the
snowballing [27]; and one did a scoping literature review [41]. Most studies (12) were published as journal articles,
followed by six conference papers, two workshop papers, and two book chapters. We also noted that most journal
articles (11) are non-systematic literature reviews.

Regarding the research goals, we observed that secondary studies focus on different perspectives to navigate
the XAl field, which we divided into five categories, as follows: Application Domains includes studies on how to
apply explainability in a specific domain [29]-{31], [35]; overview of a specific domain related to XAl [32], [36], [37];
effectiveness of user interfaces in a specific domain [33]; and overview related to trust in a specific domain [34]. Design
and Evaluation with studies regarding implementation and evaluation of explainable models [38]; design goals and
evaluation methods in XAl [42]; human-centered evaluations [43] and user studies in XAl [44]; Transparency and Trust
includes studies on elements influencing transparency in machine learning systems [45]; factors influencing trust in
XAl systems [41]; and the relationship between transparency and trust in Al [46]. Approaches and Methods presents
studies on approaches to personalizing explanations in intelligent systems [27]; existing approaches in human-
centered XAl [39]; explanation delivery methods, interface modalities, and potential risks with explanations [28]; and
overview on a specific kind of method in XAl [47]. Human-Al Interaction includes studies on users’ characteristics
who interact with intelligent systems [26] and Al system communication for end-users [40].

A. RQ1: Reliance-Related Discussions

Since the terms “trust” and “reliance” are interchangeably used in the literature [15], we searched for what
secondary studies have discussed on trust calibration (also known as appropriate reliance). In general, the studies
point out the importance of trust in XAl systems and how explanations may influence user’s trust. For instance,
Buschek et al. [26, p. 19] stated that “trust has been recognized as a crucial aspect of interaction with intelligent
systems” and provides questions related to trust in their explainability user questions, such as “can | trust this model?”
and “should [ trust this prediction?”.

Horvat et al. [38, p. 2] define trust as “the user’s confidence that a model will act as intended.” Khoozani et al. [47, p.
4] argue that it is “a multifaceted concept that includes technical knowledge, transparency, and ethical considerations.”
Sperrle et al. [43, p. 552] stated that the model’s trustworthiness is different from the explanation’s trustworthiness
since “a model that performs poorly may be considered untrustworthy, but an explanation of that model may still be
highly accurate and considered trustworthy.” User’s trust in the algorithm is associated with a reliance on the system
[32], [42], and explanation capabilities can increase trust and reliance [35]. Only one secondary study discusses a
definition for reliance, focusing on the context of judgmental forecasting [37, p. 103]: “the extent to which forecasters
decide to follow forecast suggestions provided by computers based on statistical analyses.”



Sperrle et al. [43] and Rong et al. [44, p. 2108] draw attention to the persuasive power of model explanations:
“the capacity to convince users to follow model decisions despite its correctness.” They argue that good explanations
should calibrate user’s trust, i.e., trust only correct advice and distrust it otherwise. Naiseh et al. [28] stated that
over-trust and under-trust are potential risks coming from explanations. Over-trust means “a high agreement rate to
wrongly made decisions,” whereas under-trust represents “a low agreement rate to correct decisions” [44, p. 2108].
Trust calibration is important to enhance user engagement and avoid misuse, disuse, and abuse of the system [41].
Misuse means “a higher reliance than deserved by a system”; disuse is defined as “a reliance in a system that is
lower than appropriate given the actual system performance”; and abuse refers to “a poor design and implementation
of automation, disregarding its effects on human operators” [37, p. 105]

Naiseh et al. [28] discuss solutions to reduce over-trust (or over-reliance), such as interactive explanations,
personalized explanations based on the user’s personality, and uncertainty. However, they argue that existing solutions
to reduce over-trust need further research to investigate the relationship between trust, certainty level, cognitive styles,
personality, and liability, as well as to take into account usability and user experience factors, for instance, timing,
level of details, user feedback, and the explanation evolution. They also see over-trust as a property that emerges
over time since “users may over-trust a system due to cognitive anchoring and overconfidence bias when it proves
correct in many previous occasions” [28, p. 8].

Naiseh et al. [28] suggested that under-trust is associated with the user’s personality, and explanations should be
designed according to natural human interaction patterns to approach trust as people would in real contexts. They
discuss that providing more details in an explanation may not necessarily increase trust, and explanations that use
information derived about users could generate algorithm disillusionment for them. Zerilli et al. [46] also stated that
information overload (i.e., excessive transparency) could cause under-trust, and poor or confusing explanations can
generate algorithm aversion.

Take way from RQ1. Good explanations provide trust calibration to enhance user engagement and avoid
misuse, disuse, and abuse. Persuasive power is a property of explanations that may lead to over-trust.
Cognitive anchoring and overconfidence bias may cause over-trust, which can be approached, for instance,
through interactive explanations and error presentation. Information overload may cause under-trust, which is
associated with the user’s personality and can be mitigated through natural human interaction patterns.

B. RQ2: Explanation Designs and Reliance

To answer RQ2, we searched for empirical findings on the relationship between explanations and appropriate
reliance. Rong et al. [44] found a mixed effect of explanations on user’s trust, in which half of the analyzed papers
validate that explanations positively impact trust, but the other half cannot confirm the same hypothesis. They also
found that explanations improved trust based on simulated data but not with real-world data for an autonomous
driving task, as well as minimal evidence that feature-based explanations help increase appropriate trust, whereas
they did not find it for counterfactual explanations. This finding reinforces the argument that empirical evidence on
this topic is inconclusive [15], [48].

Morandini et al. [41] observed that low-fidelity explanations, low usefulness perceptions, and fear or discomfort
can decrease trust. They also found that Partial Dependence Plot (PDP) and Local Interpretable Model-agnostic
Explanations (LIME) have high levels of agreement among participants, revealing an increased trust, contrary to
Shapley Additive Explanations (SHAP), which had less effectiveness.

Regarding concept-supported reasoning for explaining black-box decisions, Khoozani et al. [47] observed that
experts or decision-makers tend to trust the model’s decisions because its reasoning matches their domain knowledge
and expectations. Mohseni et al. [42] also noted that providing explanations of facts contributes to a higher user’s
trust and reliance on a clinical decision-support system.

Laato et al. [40] found an increased trust in explanations provided by virtual agents compared, for instance, with
only text- or voice-based explanations, and Alvarado-Valencia and Barrero [37] observed that textual explanations
increase trust in system advice. These authors also argue that explanations are influenced by their informative
value, which depends on the wording and format to deliver the explanation. In this sense, Naiseh et al. [28] found
that autonomously delivered explanations (i.e., when the system has the autonomy to define the time and context
to deliver the explanation) help trust calibration and avoid over- and under-trust situations.

Regarding trust calibration, Mohseni et al. [42] found that presenting model prediction confidence scores to users
affects calibrating trust. Morandini et al. [41] observed that visual explanations help users calibrate their trust by
providing additional, trusted information without over-trusting the system. Naiseh et al. [28] also noted that users



with a high need for cognition faced under-trust issues with explainable recommendations, whereas explanations
increased trust in users with a low need for cognition.

Take way from RQ2. Explanations delivered autonomously and visual explanations contribute to trust
calibration. Textual explanations and those provided by virtual agents increase trust, whereas low-fidelity
explanations can decrease it. PDP and LIME showed an increased trust compared to SHAP explanations.

C. RQ3: Reliance Impact Factors

To answer RQ3, we searched for empirical findings regarding other factors (beyond explanations) impacting
appropriate reliance. In this context, Alvarado-Valencia and Barrero [37] present a set of impact factors associated with
reliance in the context of judgmental forecasting, divided into factors that increase reliance (related to a decrease in
attention paid to tasks): increased task complexity, high system reliability, increased workload, and increased system
experience; factors that decrease reliance: low system reliability, increased human accountability, negative attitudes
toward the system combined with extreme subjective norms, and experience in the task; and factors that help an
adequate reliance level: higher computer self-efficacy and updated performance information of the system. Another
study [46] observed that metainformation about low-reliability automation has a risk of generating over-trust since
higher trust ratings measure it; however, meta-information about high-reliability automation indicates an opposite
effect. We found only these two secondary studies that provide evidence on reliance impact factors, which focus on
the automation context and do not take into account the recent advancements in the XAl field, which began in 2017
(cf. [23]).

Take way from RQ3. Research in automation suggests system reliability, task complexity, and experience,
either with the system or in the task, as factors that modulate reliance, whereas providing system performance
information and a higher computer self-efficacy contribute to an appropriate reliance.

V. DiscussioN: WHERE WE CAN Go

We found no study characterizing reliance on explainable user interfaces. Most studies (16) also do not focus on
understanding what and how explanations affect appropriate reliance. Only two studies presented a research goal
related to the effects coming from explanations, but regarding a broad view of trust, and focused only on empirical
studies in XAl [41] or user study design for XAl research [44].

Beyond the choice of explanation method, we need to identify to what extent other factors can impact user’s
reliance, such as environmental, human, and technical factors, contextual information, timing, framing, and training.
Despite the existing solutions, for instance, to reduce over-reliance [28], there is a lack of investigations on their
suitability according to quality-in-use attributes (e.g., usability and user experience) and different explainability needs,
as well as what explanation format is adequate for each usage scenario. For instance, existing studies (e.g.,
Szymanski et al. [49]) primarily focus on assessing user understanding and satisfaction with different explanation
formats but do not investigate their impact on user’s reliance. Thus, there is a need to understand how to tailor
different explanation formats (e.g., static, interactive, textual, and visual [20]) to support the appropriate reliance of
end-users. It is also necessary to focus on what type of explanation designs are proper for different user contexts
and needs, Al tasks, and XAl systems types, providing a conceptual mapping on the interplay between explainable
user interfaces and appropriate reliance.

According to Bertrand et al. [19], certain types of bias lead to over-reliance (e.g., confirmation, automation, and
recognition bias). Identifying what biases are linked to under-reliance and dealing with these biases as another
type of impact factor helps clarify the arguments on inconclusive evidence about appropriate reliance. Therefore, it
still lacks a complete characterization of reliance concerning its concepts, related elements/attributes, explanation
designs, and impact factors.

What is missing. A complete identification of reliance relation with different types of explanation designs,
reliance attributes, and impact factors on reliance in order to better support the design of XAl user interfaces
aware of reliance issues, as well as empirical studies regarding quality-in-use attributes and how to personalize
explanations according to the end-users.



VI. FINAL REMARKS

This paper has presented a tertiary study on reliance issues in the context of XAl-assisted decision-making
systems. We concluded that although several studies have explored trust/reliance issues in XAl systems, there
is still a lack of in-depth research into the particularities of reliance that should be considered in the design of
explanations in user interfaces looking to provide the appropriate reliance to the non-expert user on Al.

We analyzed the threats to the validity of our study according to [50]. Formalizing an adequate protocol and data
extraction by peer review and consensual meetings mitigate construct, internal, and conclusion validity. However,
potential threats to external validity exist, as we considered only two databases (Scopus and Web of Science). These
databases are widely used for SLRs and cover several publishers in computer science. Thus, we consider the results
sufficiently representative and have decided to accept this threat.

Our ongoing work continues this investigation by analyzing the 1,167 primary studies looking for factors (design,
human, or others) that have an impact on reliance in XAl-assisted decision-making, types of explanation designs
used to provide reliance in this context, and how to evaluate explanation designs regarding reliance in XAl-assisted
decision-making.
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