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Abstract

The fundamental paradigm of context-aware computing has
lead to a diversity of conceivable context-based applica-
tions. In order to support these applications, efficient and
scalable context management platforms have become ut-
terly important. In this paper we propose a layered refer-
ence model that encapsulates suitable abstractions to tackle
the complexity of context management in mobile ad-hoc net-
works. For each layer, we outline strategies and mecha-
nisms we have developed to manage context information ef-
ficiently so that it can readily be used by context-based ser-
vices and applications in these networks. In addition, we
discuss refinements of the current model that we currently
investigate, which are related to data semantics such as con-
text quality and expressive location models, performance
enhancement by adaptation, and aspects regarding the inte-
gration of ad-hoc context management with infrastructure-
based systems leading to a hybrid system structure.

1 Introduction

The paradigmof context-aware computing refers to the abil-
ity of applications and services to carry out their tasks de-
pending on context information. Such information may
comprise any aspect considered relevant to the respective
entity, such as the status of an application’s graphical user
interface or a tourist’s whereabouts in the city over time.
Due to the variety of conceivable context-based applica-
tions and their potential use in large-scale scenarios, sup-
port for these applications by means of scalable services
that carry out frequent tasks based on context information
is needed. Some of these tasks comprise the processing of
spatial queries, observation of real-world events, and com-
putation of routes for user navigation.

In the past years a number of platforms have been un-
der development that target at the efficient and scalable
management of context information primarily in fixed com-
puter networks [1, 8, 11]. The pervasiveness of mobile de-
vices and their capability to form mobile ad-hoc networks
(MANETs) suggests autonomous context management also
in these networks. Until now, an integrated approach for
scalable context management addressing algorithmic as-
pects from the routing layer up to the service layer in mobile
ad-hoc networks has not been sufficiently addressed.
The contribution of this paper is, therefore, a reference

model for the implementation of context management in
MANETs. The proposed model comprises three major lay-
ers, each of which addresses a specific part of the overall
complexity of context management: core storage, update
processing, and context services. The functionality of each
layer is published via interfaces that can be exploited by
context-based services and applications. For each layer, we
highlight parts of our own implementation in order to show
how the overall referencemodel can be implemented to pro-
vide efficient context-management in MANETs. We fur-
ther state current research directions that we address within
the Nexus project [8], whose goal is to implement and pro-
vide context models on a global scale. Specifically, these
issues comprise data semantics, including context quality
and expressive location models, performance enhancements
through adaptation, and ultimately, concepts for integrating
the ad-hoc contextmanagement system into a hybrid system
structure.
The rest of this paper is structured as follows. In the

next section we discuss related work, followed by a sum-
mary of key requirements related to context management
in MANETs in Sec. 3. Our reference model is introduced
in Sec. 4 together with selected implementation aspects of
each of the model’s layers. Our current research on model
and implementation refinements is described in Sec. 5, be-
fore we conclude the paper in Sec. 6.
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2 Related Work

Let us first consult two recent surveys on context-aware sys-
tems [1, 11] to discuss the spectrum of existing approaches
with respect to context management in MANETs. Specif-
ically, the authors of [1] have devised a layered concep-
tual architecture that captures the design space from sen-
sors and raw data retrieval over preprocessing and stor-
age/management up to the layer of context-based applica-
tions. The large part of considered systems in line with
this abstract model, e.g., MobiPADS [2], Mobile Gaia [4],
ACAN [10] or CORTEX [13], capture a wide range of
context-related objectives. These systems, however, are
context-dependent rather than context management systems
for a broad spectrum of different context-based services.
Systems supporting more generic context management

for diverse context-based services and applications are
the framework of mobile context management in [3] and
Nexus [8]. While [3] provides context dissemination for
more specialized applications, it does not provide an inte-
grated reference model to tackle the complexity of context
management in MANETs more generally. Nexus, on the
other side, is the only system that provides a general ap-
proach to contextmanagement for a broad range of services.
However, it is infrastructure-based and does not handle the
special characteristics of wireless multihop networks.

3 Requirements

An adequate reference model for context management in
mobile ad-hoc networks requires the consideration of a
number of key requirements. We have identified the fol-
lowing three groups of requirements, related to system per-
formance, context information, and functional properties.
Requirements related to system performance relate to

more general aspects of the overall system and in particular
to the inherent characteristics of mobile ad-hoc networks:

(1) Communication efficiency of the overall system as key
to the feasibility of a complexmanagement system and
the maximization of overall quality of service

(2) Resilience to dynamic and potentially weak topologi-
cal structures, as well as independence from strict as-
sumptions that are based on topological connectivity
and low node population (network density)

(3) Resilience against significant node mobility on various
mobility levels, such as pedestrian and vehicular traffic
in typical urban context-aware scenarios

(4) Enforcement of spatial coherence [7], that is, retaining
context information at dedicated locations in the net-
work to enable efficient processing of functional fea-
tures in the first place, in particular, of location-based
services (e.g. spatial queries, events)

Requirements related to context information address
the specific characteristics of context information itself:

(5) Ability to manage significant amounts of context in-
formation as required by the diverse context services

(6) Ability to efficiently process dynamic context informa-
tion in order to provide sufficient data quality over time
for optimum user experience

(7) Support for rich data semantics by considering context
quality such as the accuracy of location information, as
well as expressive hybrid location models combining
geometric and symbolic location information

Functional requirements are derived from the view of
context-based applications and services:

(8) Functionality of service, that is, provide the most rele-
vant services within the reference model to in turn sup-
port context-based applications to a large extent

(9) Generic interfaces for interaction between context-
based services and applications on one side and more
fundamental context management facilities on the
other side to allow cross-layer optimizations

(10) Adequate abstractions within the interfaces for integra-
bility purposes, in particular, with hybrid system struc-
tures to form hybrid context management systems

4 Reference Model

Our referencemodel is targeted at MANETs that are formed
by spontaneous communication between large numbers of
autonomous wireless devices (nodes). Nodes in the net-
work may issue data updates and queries (e.g. spatial range
queries), and take the role of a data server to store a por-
tion of the overall context information. We assume that data
objects (e.g. modelled vehicles) each possess a number of
attributes (e.g. location) and meta data (location accuracy).
Fig. 1 depicts the reference model that we have derived

from the requirements. In the following, we will describe
in more detail each layer together with selected implemen-
tation details to show the suitability of the overall manage-
ment approach. Integrative aspects with respect to hybrid
system structures, as indicated on the left-hand of the figure,
is under current research and will be discussed in Sec. 5.

4.1 Core Storage

The core storage layer performs fundamental tasks related
to data storage in MANETs. At the base is the abstraction
of data servers each storing a subset of the context infor-
mation. Storage follows the location-centric storage (LCS)
paradigm [7], where a data subset is stored at servers located
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Figure 1. Reference Model

near a geometric location in the network, which enables ef-
ficient location-based services in the first place. Tasks per-
formed at the core storage layer include forwarding updates
and queries from clients to servers for processing. This
layer is also responsible for maintaining spatial coherence
by means of data migration, that is, keeping data in close
proximity to its geometric location over time.

The functionality of the core storage layer is published
to the upper adjacent layer via the core storage interface.
By this interface, updates and queries may be passed down
to the core storage layer, which will in turn propagate each
update and query to the correct server. At the target server,
control is handed back to the upper layer, in order to cor-
rectly execute updates and evaluate queries based on the
specific semantics of the context information (cf. Sec. 4.2
and 4.3). The core storage layer also connects to the routing
layer, as it naturally relies heavily on routing and dissemi-
nation primitives for model management (e.g. data forward-
ing) as well as system management (e.g. data migration).

Core storage addresses system performance require-
ments (1) to (4) on the basic level. That is, it alleviates
the impact of node mobility and dynamic network topolo-
gies on storage performancewhile at the same time ensuring
efficient data forwarding by maintaining spatial coherence.
Since the core storage layer has no knowledge about the
context data’s semantics, it may perform only generic opti-
mizations based on the interplay between routing and dis-
semination strategies. However, it provides location-centric
storage, which is already tailored to the functional require-
ments of context-based services and applications.

Implementation: In [6] we present algorithms for efficient

forwarding of updates and queries to data servers. For that
purpose, we have introduced the concept of bidirectional
perimeter routing (BPR [6]). In contrast to unidirectional
perimeter routing as used, e.g., in greedy perimeter state-
less routing (GPSR [9]), a perimeter is traversed in both
directions. At the same time, we introduce an indirection
scheme that decouples the storage of context information
on a dedicated server from the actual reference geometric
location. This is in contrast to data-centric storage over
GPSR [12], where data is stored directly at a home node
determined based on full perimeter traversals. Complemen-
tary, we provide migration strategies in [7] and show that
spatial coherence can be effectively maintained under the
typical characteristics of MANETs.
Due to the core storage layer’s key role in efficiency and

appropriateness of context management, we have developed
an analytical model that allows us to assess the performance
spectrum within which our core storage approach performs
well in comparison to alternative conceivable approaches.
For that, we consider a square area A = 1200 m × 1200 m
with 600 nodes moving randomly at a speed of 1.5 m/s.
Each node located in the square S = 400 m × 400 m cen-
tered in A updates its location at a rate of 0.3 updates per
second according to each considered approach. We assume
that every node inA queries for all updated location objects
every 60 seconds, totalling 10 queries per second.
Fig. 2 shows the communication costs required for a

number of approaches: global and cell-based replication
where all data is stored on nodes in A and S, respectively;
global and cell-based partitioning, where each data object is
stored on the originating node only, and retained within S

by migration in the case of cell-based replication; DCS over
GPSR according to [12], and our own approach, LCS over
BPR. In Fig. 2.a, with increasing update frequency, repli-
cation is eventually outperformed due to the fact that each
update has to be replicated at flooding costs either in the
whole region, or inside the cell S. In Fig. 2.b, a variation in
the query frequency shows the same effect with respect to
data partitioning whose performance degrades rapidly, be-
cause each query must be processed by referring to a large
number of nodes. The core storage’s optimum performance
range highlighted in both figures corresponds well to the
requirements of typical context services that we consider.
For additional performancemeasurements based on sim-

ulative methods of the core storage approach we would like
to refer to [6] and [7].

4.2 Update Processing

The layer of update processing contains the necessary func-
tions to propagate updates from clients to the relevant data
servers. Updates may, for example, contain the information
captured by sensors from the environment by a client, or a
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Figure 2. Performance spectrum. a. update frequency. — b. query frequency.

client’s own position information acquired by a locally in-
stalled GPS device. At this layer, the semantics of the con-
text information are known, thus updates can be executed on
the local database. For example, an existing copy of a data
object can be overwritten by a new update if the incoming
information is more current.
Knowing the data semantics allows to define additional

optimizations that were not possible on the storage layer.
For instance, the update frequency can be reduced to a level
where the location accuracy requirements of applications
are still satisfied. Such quality requirements can be spec-
ified by context-based services and applications via the up-
date processing interface, which are then taken into account
by the update processing component. In addition, this inter-
face allows services to subscribe to particular context infor-
mation (context subscription) for their specific needs that is
not available through existing updates already. For exam-
ple, a meeting event may require the location information
of two distant objects, which would normally not be stored
on a single data server. These kinds of interactions are spe-
cial parameterizations in contrast to data exchange, which
we have indicated with special arrows in Fig. 1.
Implementation: Currently, we have implemented the pro-
cessing of updates for location information [5]. This infor-
mation is particularly useful as a use case for other types
of dynamic context data, which frequently involve simi-
lar dynamics and quality models, e.g., in the form of two-
dimensional probability distributions.
In addition to the update processing mechanism in [5],

we illustrate the concept of context subscriptions in Fig. 3.
Data server DS1 takes the role of a subscriber and issues
two subscriptions to DS2 to request the location information
of particular objects: one subscription for data object o2’s
location whenever o2 is located inside of region R1, and
one for objects of type pedestrian that are located inside of
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region R2. When DS2 stores object information matching
any of these filters, DS2 will forward the object’s position to
DS1, which will in turn be able to process, e.g., a meeting
event involving this object and some other object already
stored at DS1. Also in this forwarding process, we fully
consider optimizations based on dead reckoning to achieve
a more efficient processing of these additional subscribed
updates. This approach is applicable to many other kinds of
context data supported in a specific context model.

4.3 Context Services

Context services refers to the third level of our context man-
agement reference model. In Fig. 1, we have exemplarily
included services for query processing and event observa-
tion, which are two of the most frequently demanded ser-
vices in context-based applications.
By accessing the context management system through

the update processing and core storage interface, these ser-
vices are decoupled from the specific characteristics of the
mobile ad-hoc network. Through the former interface, ser-
vices are able to parameterize update processing for opti-
mizations based on context quality and additional required
updates, as discussed in Sec. 4.2.
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Implementation: We have devised algorithms for process-
ing spatial queries, namely, probabilistic range and nearest
neighbor queries [5]. In the proposed algorithms, we are
able to process queries based on extended location seman-
tics, which model inaccurate position information as ob-
tained from typical GPS devices.
In this paper, we present selected results for the observa-

tion of spatial events in MANETs. Fig. 4 shows the success
rate in observing the onEnterArea event (object enters geo-
metric region) and the onMeeting event (two objects meet
at a given distance) as a function of the number of registered
events. In light of the quality constraints that are inherent
to any method of position acquisition, observation accuracy
is sufficiently high to be used in typical civilian scenarios,
even for a large number of registered events.

5 Current Research

Based on experience with our reference model in Fig. 1 and
its implementation we have identified a set of issues we are
currently investigating in order to enhance the performance
and value of our context management system.

5.1 Data Semantics

Up to this point only geometric location information and
its inaccuracies were modelled. Currently two main exten-
sions, with respect to data semantics, are investigated.
First, the context management system needs to support

a variety of different location models in order to reflect dif-
ferent location systems and to increase the expressiveness
of the modelled data. This implies support for symbolic as
well as complex hybrid location models. Particularly, this
requires new routing mechanisms as well as management

of location model data in the ad-hoc network. Our refer-
ence model provides the appropriate structuring that allows
to break up the complexity of this task.
Second, the system needs to provide context data as well

as meta data to describe the quality (e.g. accuracy) of the
data provided by the system. This allows to estimate the re-
liability of the system’s returned results. To realize this con-
cept, we develop proper quality metrics and mechanisms to
adapt update processing in order to provide the data with
defined quality. The extension of the data semantics sup-
ported by the system is highly challenging, with impact on
all layers of the reference model.

5.2 Adaptation

For a more complex set of concurrently running context
services, efficiency of the overall system is the most criti-
cal issue. Therefore, despite the already realized adaptation
mechanisms (data migration, context subscription), adap-
tivity needs to be exploited on a broader scale.
With the support of rich data semantics as described

in Sec. 5.1, the system can adapt its update processing
mechanism to run at reduced update frequencies also for
other types of context data besides location information
(Sec. 4.2). This will in turn lead to an overall increase of
system efficiency. In addition, the concept of context sub-
scriptions can be similarly generalized to adapt to more in-
dividual functional requirements of certain context services
over time, while the core functionality of the data manage-
ment reference model is retained.

5.3 Hybrid System

The current state of our context management system sup-
ports pure ad-hoc system structures, which we plan to bring
together with infrastructure-based networks to form a hy-
brid context management system.
Assisted ad-hoc refers to a system where the context data

is retained only on the nodes in the ad-hoc network. How-
ever, infrastructure can be used to improve performance and
quality of service. The motivation to support this concept
is due to restrictions of MANETs which can lead to situa-
tions that simply cannot be resolved. For example consider
a node trying to access data stored in a different network
partition than its own. Such disconnections between parti-
tions can be overcome by relying on the infrastructure for a
specific action, which would lead to inaccessible data in a
pure ad-hoc network otherwise.
In the case of full hybrid model management both, an

infrastructure-less and infrastructure-based system are in-
tegrated in order to achieve an efficient and robust overall
system. It is expected to combine the advantages of the iso-
lated approaches allowing for the infrastructure-based por-
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tion of the system to access context data that is stored in the
infrastructure-less part of the system and vice versa.
Suitable abstractions are required based on which an in-

tegration can be achieved. Fig. 5 shows the hybrid system
structure of the Nexus [8] platform. Applications access
context data through the federation which abstracts from
the diversity and distribution of different data providers. A
MANET is abstracted as just another type of context server
and accessed via a proxy adaptor which in turn connects to
the data storage servers in the infrastructure-less part of the
network. Thereby, the MANET can be accessed on the dif-
ferent interfaces indicated on the left-side of Fig. 1, transfer-
ring raw or semantically enriched data between both types
of network structures.

6 Conclusions

In this paper we proposed a reference model for con-
text management that supports the development of context-
based services and applications in mobile ad-hoc networks.
By introducing three layers, each of which addresses a par-
ticular portion of the overall complexity, the model allows
optimizations of individual algorithm components and at
the same time a view of the interrelations across the over-
all contextmanagement functionality. Interfaces connecting
adjacent layers allow services and applications exchange
data with data storage and parameterize update processing
to adapt the system to individual application needs.
Current work within the Nexus project focuses on addi-

tional research topics, including the consideration of con-
text quality and methods of adaptation to further increase
overall system performance. The ultimate goal is the in-
tegration of the ad-hoc context management system into a
hybrid system structure such as the Nexus architecture to
provide a comprehensive context model on a global scale.
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