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ABSTRACT

This paper presents research using simulation to explore the sensitivity of the network lifetime of a wireless
sensor network (WSN) under the constraint to maintain a chosen coverage percentage when different aspects
of the node model are included. Specifically, we begin with a simple sensor node that can transition between
an Awake mode and a Sleep mode, dependent on meeting the coverage constraint with a simple battery
model that expends energy when the node is in the Awake mode. We then compare this network behavior to
when the battery model includes battery recovery behavior. We conclude that while the difference between
the behaviors is small, they are significant enough to warrant the inclusion of a more sophisticated battery
model when modeling wireless sensor networks.

1 INTRODUCTION

A wireless sensor network (WSN) is a set of sensor nodes that can be used to monitor some situation.
These nodes share data through wireless connections, with the goal being to have the data collected to be
analyzed somewhere else. The nodes can be all of the same type, or the network can be a heterogeneous
mix of multiple different kinds of nodes. A network can consist of only a few nodes or of several hundred
or thousand nodes. A common usage for sensor networks is to do observance of the area to detect activity
of some kind. This may be in an environmental capacity to monitor weather and wildfire behavior (Douglas
et al. 20006), water quality (Ailamaki et al. 2003), or numerable other natural occurrences. WSNs have
also been applied to underwater applications for exploration and data collection (Akyildiz, Pompili, and
Melodia 2005). Another use for WSNs is for structural monitoring to detect damage to buildings, bridges
and large transports (Xu et al. 2004). Intrusion detection (Arora et al. 2004) is also a common application
for WSNGs.

Modeling WSNss is a useful practice to decide on the desired set-up of a real system. One can explore
parameter setting changes and quickly see the effect on the network behavior and lifetime. But in doing
so, a modeler must decide what aspects of the real system to include in the model. Excessive detail can
lead to unnecessary work in the analysis. Law and Kelton (2000) provide guidelines for determining the
amount of detail to include. The details should directly relate to the specific issues being studied, but more
details should be included if they affect the validity or credibility of the model.

The simplest sensor node has two main modes, Awake and Sleep, a protocol for deciding when to
switch between modes, and a battery that determines how long a sensor can work. The simplest battery
model is a drainage of power over the time that a sensor is in the Awake mode, which can be improved
by including battery recovery, which occurs when the node is in the S1eep mode, either at a constant rate
or at a variable rate dependent on the rest of the state of the node.

This paper explores the sensitivity of the network lifetime of a detection sensor network to the inclusion
of more complex information in a node model. The network constraint used is that a coverage percentage,
or the number of sensors in the Awake mode, must be maintained. The focus here is how including different
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aspects of the node, specifically relating to the battery, into the model affect the outcome of the simulation.
The aspects of interest are including, or not, battery recovery, and simple or more complex rules for such
recovery. Model exploration is done with the Mobius program (PERFORM 2011). The sensor node model
specifics come from Ren et al. (2005) while the more sophisticated battery model comes from Jongerden
et al. (2010).

This paper continues as follows: Section 2 discusses related work and the Mdbius modeling tool.
Section 3 defines the model for a wireless sensor node and network used in this paper. Section 4 presents
the simulation study results and Section 5 provides a brief summary of this work.

2 RELATED WORK
2.1 Modeling Wireless Sensor Networks

Ren et al. (2005) examine the detection probability for different network coverage percentages with
varying densities and node activation probabilities. They use their simulation experiments to define and
test an analytical model that can be used to test the quality of object detection under different network
conditions and scheduling protocols, finding that a random protocol for when a node transitions between
the two modes provides the best lifetime. Lu et al. (2009) examine how to maximize network lifetime
while maintaining quality of service, as defined by coverage and connectivity. They examine modifying
a sensor’s transmission and sensing ranges to save energy, under the assumptions that all sensors are
connected and any target is within the maximum sensing range of at least one sensor. They find that the
more adjustable the ranges are, the longer the network lifetime. Chiasserini and Garetto (2004) propose a
sensor network model to examine energy consumption, network capacity and data delivery. They verify
their model through both numerical analysis and simulation. One finding from their research is that as
the data delivery delay decreases, the energy consumption increases. Cao et al. (2005) propose a protocol
for node sleep scheduling in order to maximize network lifetime while satisfying coverage constraints.
They also find that decreasing the detection delay also decreases the lifetime, but show that their optimized
schedule, where nodes calculate their own wake-up times based on the schedules of neighboring nodes,
performs better that either synchronized or random transitions between the two modes. However, none of
these consider battery recovery in their models. Niyato, Hossain, and Fallahi (2007) analyze and compare
different sleep/wake strategies for solar-powered nodes to optimize node lifetime, with a battery model that
allows recovery, but do not consider network behavior. Their assumptions include that energy consumption
occurs at a constant rate and the time/energy spent on switching between modes is negligible and therefore
can be ignored. Jongerden et al. (2010) consider the parameter settings for maximizing the battery lifetime,
instead of network lifetime. They find that by using the recovery effect to gain more power for the battery
has a significant effect on the lifetime. They also find that there is a natural bound on the lifetime that no
scheduling protocol can surpass.

2.2 Mobius Modeling Tool

The modeling research conducted for this research was done using the Mobius (Deavours et al. 2002)
modeling framework. Mobius was developed to integrate several modeling formalisms, as well as multiple
solvers. It can support Stochastic Activity Networks (SANs), Performance Evaluation Process Algebras
(PEPAs), Stochastic Petri Nets (SPNs), Markov processes and queuing networks, and allows a model to be
composed of all the different types. It offers both simulation and numerical analysis of Markov processes.
Submodels can be composed into larger models, with the ability to share data between submodels. We
expand further on the terminology of Mdbius, since this is the framework chosen for the research presented
here.

In Mobius, the base unit is an atomic model. As a simple example, we consider a basic two-state
node with two state variables, Awake and Sleep, and two states, (s and Ug, that indicate if the system
is up (ua(2,8) = (1,0)) or down (us(a,S) = (0,1)). There are two events, going to sleep (ToSleep) and
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Figure 1: The Mobius atomic model of (a) a single sensor node, and (b) the battery, with (c) the Mdbius
composed model of multiple nodes under a Rep/Join composition.

waking up (ToAwake), where ToSleep can only occur in state Uy (the unit is up) and ToAwake can
only occur in state Us (the unit is down). Where these events can occur, we have a sleep transition rate of
as, a wake transition rate of oy, with a4, s > 0, and the transition value to be the opposite state. That
is, in state U4, the node transitions to the sleep state with rate o5, and the new state becomes [ig.

An atomic model within the SAN formalism used in Md&bius is shown in Figure 1(a). In the SAN, the
place primitive, pictured as a solid circle, represents the state of the model as an integer that can be modified
as the state changes. For instance, the place Awake represents whether a unit is working (value equals 1)
or not (value equals 0), with the opposite values for the place S1eep. A third state variable, NumAwake,
is used by the full system to share the number of nodes, or submodels, in the system that are in the Awake
state with all nodes in the system. It should be noted that in state p4, us(NumAwake) has values between
1 and n (where n is the number of submodels in the system) while in state ug, us(NumAwake) has values
between 0 and n— 1. Places can be of more complex data types such as user-defined structures or arrays
in addition to primitive types like integer and floating point. The other places in the model are used in
connection with the battery model, which is discussed later.

The transitions between states are controlled by the activity primitive, shown as a thick vertical line.
Transition rates can be the rate of an exponential distribution that models the time the node stays in a
state, but Mobius supports a variety of distributions that a modeler can chose from to describe time delays.
Another SAN primitive, output gates, depicted by the right arrows, allows the modeler to also specify
complex state changes, described through C++ code. In the example above, the transition from state Awake
to Sleep performs a decrement of Awake, increment of Sleep, and decrement of NumAwake. All
submodels in the full system of the same type will share the place NumAwake since they will all contribute
to how many of the submodels are in the Awake state. These places can also be used to calculate measures
of interest (e.g., how often and for how long a submodel is in the sleep mode). The final SAN primitive,
input gates, depicted by the left arrows, allows conditions to be set for when an activity can fire. In this
model, they are used to condition the transitions to occur such that the desired coverage percentage is
preserved, as well as considering the state of the battery, as discussed later.

For models with a large number of places and transitions, it is useful to apply some structuring
mechanism or composition operations for SANs. Here, we use a composition operation to construct a
larger model with n submodels. Figure 1(c) shows how we make use of the Mobius Rep/Join composition,
which provides a composition operator, Rep, to instantiate n copies of the submodel to build an aggregate
model. The other composition operator, Join, connects two submodels without replication. All instances
can share a user-given set of state variables/places, (e.g., NumAwake). We could then build this into a
larger model through the use of another Rep or Join operator. Alternative composition methods are so
called action synchronization and graph composition, see (Deavours et al. 2002) for details.

In Mobius, measures of interest (such as the probability of the submodel being in the Awake state) are
defined through reward variables. We can define a performance variable, numAwakeProb, to return the
value of the place NumAwake at either a specific moment in time (transient analysis) or on average (steady
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state analysis). Once the model is fully defined through the atomic model, composed model, and reward
measurements, Mobius allows a modeler to solve for the reward measurements either through numerical
analysis, with the accompanying state space generation, or discrete-event simulation. More information
about all of these procedures and formalisms can be found in (Deavours et al. 2002) or through the program
website (PERFORM 2011).

3 MODEL DESCRIPTION

The goal of this study is to examine the influence of the inclusion of various aspects of the battery into the
model on the overall system behavior. We specifically consider the constraint of network coverage and the
performance measure of network lifetime. We use a simple sensor node with the two modes as previously
described, modeled in a network of 100 nodes.

3.1 Sensor Node

For this research, we expand the node introduced in the previous section to include the battery model to
follow what is used in Ren et al. (2005). For the experiments done here, a node has a period for its
Awake-Sleep cycle with an active_ratio for the fraction of the period spent in the Awake mode. Thus,
the transition rate from the Awake mode is period * active_ratio, which is modeled with an exponential
distribution with a mean of the rate inverse and the transition rate from the S1eep mode is period * (1
- active_ratio), again modeled with an exponential distribution with a mean of the inverse of the rate.
The exponential distribution is chosen because it guarantees that the rates will be positive and it allows
numerical analysis to be done on the associated Continuous Time Markov Chain, if desired. The exponential
distribution is a simple non-negative distribution In addition to modeling the transitions from a S1eep mode
to an Awake mode, we also want to model the battery level. The battery model is shown in Figure 1(b).
The place BatteryLevel holds the battery level, which is depleted only when the node is in the Awake
mode (controlled by the input gate Battery_IG) at a rate of energy_rate (controlled by the activity
Battery_Act). This means that given an initial battery level of max_battery, if the node never goes to
sleep, the battery will be depleted in max_battery / energy_rate time units. This time is extended by the
amount of time the node spends in the sleep mode. The output gate Battery_OG ensures that when the
battery is depleted, the node automatically goes to the Sleep mode. In the node model, the transition
from Sleep to Awake is conditioned first on the battery level being greater than O (controlled by the input
gate ToAwake_IG), so a fully depleted battery becomes an absorbing state. Once all nodes have reached
this state, the system is in a final, failed state. The transition from Awake to Sleep is conditioned on
the requirement that at least the coverage percentage of nodes remains awake (controlled by the input gate
ToSleep_IG). That is, if the coverage requirement is not met, then the node remains awake for another
time period (as defined by the transition rate). Similarly, the transition from Sleep to Awake is further
conditioned on not needing more than the coverage percentage of nodes awake (controlled by the input
gate ToAwake _IG). That is, if the coverage requirement is met, the node will remain in the sleep mode.
The place PhaseLevel tracks the phase of the node, which relates to the time the node spends in the
Awake mode.

Jongerden et al. (2010) show that when modeling batteries, including the recovery effect, or the
phenomenon that batteries recharge when not in use or when in low usage, affects the lifetime of a battery.
According to Jongerden et al. (2010), the simplest recovery model is to allow a constant recovery effect,
but further detail can be added to reflect the fact that the weaker the battery, the less recovery occurs. In the
model used here, the recovery activity and gates control battery recovery, which can only occur in the sleep
mode if the battery has not been fully depleted. That is, the input gate Recovery_IG puts the condition
on the Recovery activity so the activity is only enabled when Sleep equals 1 and BatteryLevel is
not zero, since power is needed to make power, and BatteryLevel is less than the maximum charge,
since this is the limit on the amount of power that the battery can hold. The recovery rate is also an
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Table 1: Average network lifetime for nodes with no battery recovery, simple battery recovery, and
phase-based battery recovery for increasing required coverage percentages.

Cov. % || No | Simple | Phase |

60 64.22 | 65.58 | 76.76
70 58.93 | 60.02 | 68.36
80 54.27 | 54.73 | 60.76
90 50.43 | 50.52 | 54.04
100 46.08 | 4592 | 46.49

exponential distribution with either the constant mean or with the state-dependent value. Both the phase
level and battery recovery aspects of the model are used in later experiments.

Since the node and the battery models are defined in separate atomic models, to form a complete node
we must join the two parts of the unit. In connecting a node model and a battery model through the Join
operator, all places in each model are shared since this is information both parts of the unit need to access
and change. For instance, when the battery activity fires, the BatteryLevel must be decremented, but
if that puts the level at 0, the battery has died, so the node must be put to sleep and the total number of
nodes that are awake must also be decremented, so the places Awake, NumAwake, and Sleep are all
given new values.

3.2 Sensor Network

The simplest way to specify the network is with the Rep/Join operator as in Figure 1(c). The Join operator
connects the two parts of the node as described above. The Rep operator then holds the information on the
number instances of sensor nodes. For an initial state of the network, we have chosen to compare when
all nodes start in the Awake mode, all nodes start in the S1eep mode, or having exactly the coverage
percentage of the nodes start in the Awake mode. This simple model ignores spatial aspects, ignores
communication and assumes that the only dependence across nodes is the current level of coverage.

4 RESULTS

The following results are calculated through simulation, run 1000 times to gain a 95% confidence interval.
The maximum battery level for each node set at 30 with an energy_rate of 1, while the period is 1.1 with
an active_ratio of 0.5.

4.1 Coverage Percentage under Different Initial Conditions

Figure 2 show the network lifetime for the various starting conditions. First, Figure 2(a) shows results from
setting all nodes to start in the Awake mode, while Figure 2(b) comes from experiments where all nodes
start in the S1eep mode. We also tested the initial condition where some nodes start in the Awake and
the rest in the S1eep mode, based on the desired coverage percentage. In the first two cases, it can be
seen that the network lifetime is the same regardless of the initial condition of the nodes in the network.
The results for the mixed starting mode are not included here to reduce the redundant figures. Since the
initial state of the network does not affect the overall network affect, for all future simulations, we use the
initial state of all nodes being in the Awake mode. In Table 1, the first column lists the expected value for
the lifetime of the network for the chosen coverage percentages with no battery recovery. We use these as
base values for comparison to the models that include more information.
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Figure 2: Expected number of nodes in the Awake mode given the starting condition that all nodes start
in (a) the Awake mode or (b) the Sleep mode.

4.2 Coverage Percentage with Battery Recovery

Figure 3(a) shows the results for experiments on a network of nodes that incorporate battery recovery,
measured by the expected number of nodes in the Awake mode. The results shown are for the simplest
recovery effect, which shows a slight increase in the network lifetime. The second column of Table 1 lists
the expected network lifetime for the chosen coverage percentages with this simple recovery. The increase
in the network lifetime is less than 2% over the model with no recovery, so the inclusion of a simple battery
recovery model does not change the outcome of the network study. One point of interest that can be seen
in these results, and all others, is that with a higher required coverage percentage, more nodes will spend
all or nearly all of their time in the Awake mode, so there is little or no recovery and the lifetime of the
network is dependent on the energy level of a node.

Figure 3(b) shows the results for experiments that incorporate a more realistic battery recovery. As
before, battery recovery occurs only when the node is in the S1eep mode, but the amount of recovery is
dependent on the phase of the node p, and the current battery level, b. The phase of a node is defined by
the amount of time spent in the Awake mode, as measured by the energy spent by the battery. Thus, as the
battery is depleted, the phase increases. When the battery is nearly full, the phase level will be low. The
longer a node remains in the Awake mode, the more the battery is depleted and the higher the phase level.
Once the node goes to the S1eep mode, the phase and battery levels determine the recovery amount, r,
as defined by (Chiasserini and Rao 2001):

r — eSN(N=b)=gc(p)

where N is the maximum battery level and gy and g¢ are parameters dependent on the recovery properties
of the battery. The expected lifetime of the network for the chosen percentages are listed in the third column
of Table 1. For coverage percentage of 80, there is a 13% change in the calculated network lifetime, which
shows that this simple inclusion can have a large impact on the study results.

4.3 Coverage Percentage with Battery Recovery and Modified Sleep Schedule

Modeling with the more refined battery model introduces the desire to schedule the transition to the Sleep
mode based on the time spent in the Awake mode. That is, the longer a node stays awake, the more likely
it is to transition. Therefore, we condition the Awake-Sleep transition on either the coverage percentage
being met (as what has been done for the above results) or by the phase level reaching a specified maximum
value. Given a maximum battery level of 30, we examine the network behavior for a maximum phase level
of 5, 10, 15, and 20. Higher phase level results are not included here because when the maximum phase
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Figure 3: Expected number of nodes in the Awake mode given the starting condition that all nodes start
in the Awake mode and allowing battery recovery during the Sleep mode (a) at a constant rate (simple
recovery) or (b) at a rate dependent on the phase and battery level.

Table 2: Average network lifetime for nodes with phase-based battery recovery and phase-driven sleep
schedule for various maximum phase levels and increasing required coverage percentages.

Cov. % | Max =5 | Max =10 | Max = 15 | Max = 20
60 93.55 87.72 85.33 84.83
70 82.59 75.92 74.29 73.31
80 72.31 65.76 64.22 63.69
90 68.85 57.63 55.66 55.94
100 68.05 55.11 50.29 49.51

level nears the maximum battery level, the network lifetime values are within 2% of each other. Figure 4
shows the network behavior through the expected number of awake nodes under the chosen coverage
percentages, while Table 2 lists the expected network lifetime for the other four maximum phase levels
examined.. Maintaining a low phase-level, or shortening the amount of time spent in the Awake mode,
which allows for greater battery recovery, increases the expected network lifetime by nearly 40% over the
simple recovery model. This is because with a low maximum phase, more state switching is required,
which means more time is spent in the S1eep mode, which means more recovery time. So, we find again,
that a simple inclusion of additional information in the battery model can have a large impact on the study
results. We also find that with a high coverage percentage (> 90%), nodes will quickly reach maximum
phase level, and so we see in the results a quick drop in the expected number of nodes in the Awake
mode. However, the system then tries to increase the number of Awake nodes to meet the percentage
requirements, so we see a brief rise in this number, until nodes begin to lose all power, the recovery amount
becomes smaller, and the network descends to a failed state.

4.4 Coverage Percentage with Greater Variance

Figure 5 shows the results for experiments on modifying the variance of the transitions between the Awake
and Sleep modes on the expected number of nodes in the Awake mode. High variance in a sensor
network becomes interesting when there are unreliable links between the sensors (Halgamuge et al. 2009).
The variance for the exponential distribution is 3.3, with a mean of 1.8181. To increase the variance in the
transition rates between the two modes, a hyper-exponential distribution was used to increase the variance
by factors of approximately 100 and 1000, which leads to a high index of dispersion. For both variance
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Figure 4: Expected number of nodes in the Awake mode given the starting condition that all nodes start
in the Awake mode, allowing battery recovery during the S1eep mode, and scheduling sleep when the
phase level reaches (a) 5 or (b) 10 or (c) 15 or (d) 20).
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Figure 5: Expected number of nodes in the Awake mode given the starting condition that all nodes start
in the Awake mode and allowing greater variance, (a) times 100 and (b) times 1000, on the mean time to
sleep.

changes, the behavior is similar to the original experiments. This suggests that even under extreme variance,
the network is stable in its behavior.

5 CONCLUSIONS

The objective of this paper was to explore the sensitivity of the network lifetime of a wireless sensor network
to the inclusion of different modeling aspects. By combining the different parts of a WSN, and comparing
the expected network lifetime, we conclude that simple model behaviors can be included and have a large
impact on the network lifetime. Specifically, when modeling a WSN, while a common assumption is to
use a simple battery model that has only energy depletion, the inclusion of battery recovery can lead to as
much as a 40% increase in the expected network lifetime. Another observation we have made is that there
seems to be two phases to the network behavior. The first phase is while the required coverage percentage
can be met and the second phase is the time while the percentage cannot be met, but not all nodes have
completely lost power. This is where the impact of the different kinds of models can be seen best. The
length of the first phase is dependent on both the coverage percentage and the recovery that can occur
while the second phase is dependent on the amount of energy the nodes have left once some nodes begin
to die, which is also dependent on the ability of the nodes to have energy recovery during the first phase.
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