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RANDOM FINITE-DIFFERENCE DISCRETIZATIONS OF THE
AMBROSIO-TORTORELLI FUNCTIONAL WITH OPTIMAL
MESH-SIZE*
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Abstract. We propose and analyze a finite-difference discretization of the Ambrosio—Tortorelli
functional. It is known that if the discretization is made with respect to an underlying periodic lattice
of spacing J, the discretized functionals I'-converge to the Mumford—Shah functional only if § < ¢, €
being the elliptic approximation parameter of the Ambrosio—Tortorelli functional. Discretizing with
respect to stationary, ergodic, and isotropic random lattices we prove this I'-convergence result also
for 6 ~ &, a regime at which the discretization with respect to a periodic lattice converges instead
to an anisotropic version of the Mumford—Shah functional. Moreover, we show that this scaling is
optimal in the sense that it is the largest possible discretization scale for which the I'-limit is of
Mumford—Shah type. Finally, we present some numerical results highlighting the isotropic behavior
of our random discrete functionals.
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1. Introduction. The minimization of the Mumford—Shah functional has been
introduced in the framework of image analysis as a simple and yet powerful variational
method for image-segmentation problems (see, e.g., [9, 11, 31, 36]). In this field, a
main task consists in detecting relevant object contours of (possibly distorted) digital
images. Representing a gray-scale image on a domain D C R? as a function g : D —
[0, 1] encoding at each point of D the gray-level of the image, a “cartoon” version of
g is obtained by minimizing in the pair (u, K) the functional

(1) / \Vu|2dx+ﬁHd_1(K)+7/ lu — g|* da.
D\K D

In this setting K C D is a piecewise regular and relatively closed set with finite
(d — 1)-dimensional Hausdorff measure H9~!, the function u belongs to C(D \ K),
and 8 and ~ are nonnegative parameters. Loosely speaking, the minimization of the
above functional results in a pair (u, K) where u is smooth and close to the input
image ¢ outside a set K whose H? '-measure has to be as small as possible. In this
sense K may be interpreted as the set of contours of the “cartoon” image u, or in
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other words the set of relevant object contours of g. Besides being a simple model
for image segmentation (in this case the relevant space dimension is d = 2), the
Mumford—Shah functional has applications also in higher dimensions. The case d = 3
is particularly important for its mechanical interpretation, as the functional coincides
with the Griffith’s fracture energy in the antiplane case (see [16]).

A weaker formulation of the problem was proposed in [5] and led to the intro-
duction of the space SBV of special functions of bounded variation on which the
Mumford—Shah functional is defined as

2) M) = [ [VuPdo+ 5S4 [ - gl da,

In this new setting the functional depends only on the function w, and the role of
K is now played by S, the set of discontinuity points of u, so that a solution of the
original problem can be obtained by proving regularity of the pair (u, K), where u is a
minimizer of MS and K = S, (see [26] for a recent review on this research direction).
The Mumford—Shah functional belongs to the family of so-called free-discontinuity
functionals, whose variational analysis has been initiated in [4], and it is the object
of many papers in recent decades (see, e.g., the monograph [6] and the references
therein).

It turns out that minimizing the Mumford-Shah functional numerically is a dif-
ficult task mainly due to the presence of the surface term H9~'(S,). Hence, sev-
eral kind of approximations have been proposed (cf., e.g., [7, 8, 19, 29, 34]). Among
them, the most popular is perhaps the one introduced by Ambrosio and Tortorelli
n [7, 8]. Given a small parameter € > 0 and 0 < 7. < ¢ the elliptic approximation
AT, : WH2(D) x W12(D) — [0, +00] is given by

3)
— 2 2 B (v—1)? 2 2
AT (u,v) = | (v +n)|Vul*de+ = [ ————+¢|Vo|*de+v | |u—g|*dz.
D 2Jp € D

It is well-known that as € — 0 the family AT. approximates the Mumford-Shah
functional in the sense of I'-convergence (cf. [7, 8]). Since the functionals AT, are
equicoercive this implies that, up to subsequences, the first component u. of any
global minimizer (uc,v.) of AT, converges to a global minimizer u of MS. The sec-
ond component v. is a sequence of edge variables that provides a diffuse approxi-
mation of S,. The functionals AT, being elliptic, finite-element or finite-difference
schemes can be implemented. On the one hand, € should be taken very small in order
to be sure that the diffuse approximation of S,, produces almost sharp edges. On
the other hand, to guarantee that finite elements/differences still approximate the
Mumford—Shah functional, former mathematical results assumed the mesh-size used
in the discretization step to be infinitesimal with respect to e (see [12, 15]). More-
over, in [10] Bach Braides, and Zeppieri have proven that such a condition is indeed
necessary to obtain the isotropic surface term H?~1(S,) in the T-limit when using a
finite-difference discretization on a square lattice (see also [20] for a similar result con-
cerning the Modica—Mortola functional). Dropping the fidelity term ~ [, |u — g|*dz,
which does not affect the I'-convergence analysis, we briefly describe their result. For
dc > 0 such that lim. 6, = 0, in [10] the authors considered functionals defined for
u,v:0.Z°ND — R as
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(4)  E.s.(u,v) :% 37 adu(iy? u(d) —u@@)|” 3 5;1M

i,j€86.24ND i€8.22ND
‘i—j‘=55

1 a|v() —v() [*
+3 Z el |~

i,j€8.2ND
|i_j|:5€

In [10, Theorem 2.1] it has been proven that the I'-limit of E. 5. depends on ¢ :=

lim._,(d:/€) according to the following scheme:

- if £ =0, then I'-lim, E, 5, is the Mumford-Shah functional (2),

-if £ > 0 and d = 2, then I'-lim, F, 5. is an anisotropic free-discontinuity

functional,
- if £ = +o0, then I'-lim, E. s_ is finite only on W1 2(D) where it coincides with
Jp IVul* da.
The case £ = 0 has also been considered in the recent paper [24], where the authors
prove a similar result in dimension d = 2 and d = 3 for finite-difference discretizations
of Ambrosio—Totorelli-type approximations of the Griffith functional in the context of
brittle fracture. The scheme above points out that this discretization works only for
a very fine mesh-size J. < ¢, while it approximates only an anisotropic version of the
M S functional for 6. ~ . However, an approximation at a scale d. ~ ¢ is preferable,
since it has a lower computational cost with respect to one at a scale 6. < . One
possible way to avoid the emergence of anisotropy in the limit, while keeping the
computational cost low, could be to take into account long-range interactions in the
approximation of the gradient of the edge variable v (similar to the approach in [23] in
the case of the so-called weak-membrane energy) and not only neighboring differences
as done in [10]. Here we take a different approach which draws some inspiration from
the recent results in [35] and exploit the fact that statistically isotropic point sets
have the flexibility to approximate interfaces without any directional bias also in the
case that only short-range interactions are taken into account. More precisely, we
use discretizations on random point sets to circumvent anisotropic limits. Namely,
we replace periodic lattice in (4) by so-called stochastic lattices and then define a
random family of discretizations of the Ambrosio—Tortorelli functional (3) with mesh-
size 0. = € for which we can prove I'-convergence to the isotropic Mumford-Shah
functional almost surely (a.s.). We point out that this is a purely theoretical result
which suggests a possible way to numerically approximate isotropic free-discontinuity
functionals with discrete ones on random grids. In the last section of this paper we
select two specific test images to point out some qualitative differences between a
segmentation based on such an approximation and that based on a nearest-neighbors
discretization of the Ambrosio—Tortorelli functionals on the square lattice. Since the
number of nearest-neighbor interactions in the random lattice is on average larger
than the one in the square lattice (see also section 6), an in-depth comparison of the
two approaches (deterministic and random) should also include possibly long-range
deterministic discretizations. The natural question of the quantitative comparison of
these different approaches is an interesting problem on its own and is out of the scope
of this paper.
We highlight that although the starting point of the present analysis, namely the

discretization on a stochastic lattice, is the same as in [35], the proof of the convergence
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result is quite challenging and requires new ideas. In particular, as we will explain in
detail later, our result needs a fine characterization of the surface energy density in
(10), which turns out to be quite involved as it has to take into account the interaction
of the two variables in the Ambrosio—Tortorelli approximation.

In what follows we give a more detailed description of the results contained in this
paper. Given a probability space (€2, F,P) for each w € Q we consider a countable point
set £L(w) C RY that satisfies suitable geometric constraints preventing the formation of
clusters or arbitrarily large holes (cf. Definition 2.1). Then, given ¢ > 0 we introduce
a random discretization of the functional in (3) as the family of functionals F.(w)
defined on maps u,v : eL(w) N D — R by

(5) Fe(w)(u,v) = FL (w)(u,v) + FZ (w)(v),

where F’(w) and F*(w) denote the bulk and surface terms of the discretization,
respectively. They are defined as
u(ex) — uley) |

€

(6) P =5 Y ey

(z,y)€€E(w)
ex,eyeD

v(ex) — v(ey) ’2

Fi(w)(v) = g Z e Hu(ex) — 1)% + % Z gdtl

ex€eL(w)ND (z,y)€€(w)
ex,eyeD

In the above sums £(w) C L(w) X L(w) denotes a suitable set of short-range edges
(for instance, the Voronoi neighbors; see Definition 2.5 for general assumptions). Our
main result (Theorem 3.5) reads as follows: Assuming the random graph (£,€) to
be stationary, ergodic, and isotropic in distribution (for a precise definition see sec-
tion 2.2) there exist two positive constants ¢y, co such that with full probability the
functionals F.(w) I'-converge to the deterministic functional

(8) Flu) = &1 /D Vul? de + ey (S).

Some remarks are in order:

(i) A point process that satisfies all our assumptions is given by the random
parking process [28, 33].

(ii) The coeflicients ¢; and ¢y are not given in a closed form but can be estimated
by solving two asymptotic minimization problems (see section 3). Moreover,
their ratio can be tuned via the parameter 3 since co is proportional to f3,
while ¢; does depend only on the graph (£,&).

(iii) Our approach requires determining only the Voronoi neighbors but not the
volume of the Voronoi cells or other related geometric quantities. One can also
avoid the determination of the Voronoi neighbors using a k-NN algorithm with
a sufficiently large k (see also the discussion in [35, Remark 2.7]).

(iv) In the definition of the discrete approximation (5), (6), (7), we have taken the
mesh-size equal to . Except for the value of the constant co, the above result
and the analysis of this paper remain unchanged if we consider a mesh-size
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that is only proportional to € (see also Theorem 3.9). Interestingly, this is the
largest possible discretization scale for which the I'-limit is of Mumford—-Shah
type (see Corollary 3.11 and the discussion below).

(v) The addition of a fidelity term of the form

(9) v uler) — goea)P?

ex€el(w)ND

to the discrete approximations F.(w)(u,v) can be analyzed exactly as in [35,
Theorem 3.8] and leads to an additive term ¢z [, |u — g[*dz in the limit
functional, provided the discrete approximation g. of g converges in L?(D).
Moreover, under this assumption the global minimizers of the modified dis-
crete functionals converge in L?(D) to the minimizers of the new limit func-
tional

Fy(u) = F(u) + 03/ lu — g|? da.
D
In this paper we will neglect the fidelity term for the sake of notational sim-
plicity.

We now explain briefly the strategy to prove the approximation result described
above. It consists of two main steps, a first deterministic one and a second stochastic
one. Applying the so-called localization method of I'-convergence together with [14,
Theorem 1], in the first step we show that for a single realization (L(w),E&(w)) the
functionals F.(w) I'-converge up to subsequences to a free-discontinuity functional of
the form

(10) F(w)(u):/Df(w,x,Vu) d:c+/s <p(w,ac,1/u)d7-[d71

u

(see Theorem 3.2). Based on this integral representation, in the second step we es-
tablish a stochastic homogenization result (Theorem 3.4), which states that for a
stationary and ergodic graph (L£,&) the whole sequence (F.(w)) I'-converges a.s. to
the functional

(11) F(u):/thom(Vu)dm—i—/S ©Ohom (V) dHIL

In contrast to (10) the densities fhom and @pom in (11) do not depend on x and are
deterministic. Moreover, assuming that in addition the graph (£, &) is isotropic, one
can show that also from and ¢pem are isotropic, which finally allows us to write the
I-limit in the form (8).

We highlight that a crucial step in this procedure consists in proving that a sep-
aration of bulk and surface contributions takes place in the limit. More precisely, we
show that the bulk density f(w,-,-) in (10) coincides with the density of the I'-limit
of the quadratic functionals u — F?(w)(u, 1) defined in (6), while the surface density
o(w,-,+) is determined by solving a wu-dependent nonconvex constrained optimiza-
tion problem involving only the surface contribution F?(w) (see Remark 3.3). Such a
separation of energy contributions in the characterization of the surface density has
already been a major issue in [10]. There the authors use a geometric construction to
show that in dimension 2 the discrete bulk energy can be neglected in the formula of
the surface integrand (cf. [10, Theorem 5.10]). This explicit construction is, however,
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not feasible for a stochastic lattice. Instead our approach is more abstract. It makes
use of a weighted coarea formula (cf. Lemma 4.11) that works both in the case of sto-
chastic and deterministic lattices and in any dimension. Hence the characterization of
©(w, -, +) can be seen as one of the main novelties in this paper. Moreover, it is a key
ingredient in the proof of the stochastic homogenization result. More in detail, it leads
to the definition of a suitable subadditive stochastic process that can be analyzed as in
[3, 18, 21] via ergodic theorems and finally to the almost sure existence of the I'-limit
as in (11).

The above integral representation can be extended to the case where the dis-
cretization parameter J. is only proportional to . More in detail, we show that for
dc = Le with £ € (0,+00) the volume integrand in (10) remains unchanged, while
the surface integrand depends on the ratio ¢ and blows up linearly as ¢ — 400 (cf.
Theorem 3.9). This indicates that as in the deterministic case considered in [10], the
stochastic discretization of the Ambrosio—Tortorelli functionals on a scale §, > ¢
cannot converge to a functional that is finite on SBV (D) \ W12(D). Indeed, this is
shown in Corollary 3.11. In that sense the discretization of the Ambrosio—Tortorelli
functionals defined in (5) can be interpreted as optimal since it approximates the
Mumford—-Shah functional at the largest possible discretization scale.

The paper is organized as follows. In section 2 we introduce the notation used
throughout the paper, before presenting the general results in section 3. The lat-
ter section contains our main approximation result, Theorem 3.5, together with the
integral-representation result and the stochastic homogenization theorem mentioned
above, which we consider to be of independent interest for the reader. In particular, we
also present here the asymptotic minimization formula characterizing ¢(w, -, ) and we
discover a natural relation between our discrete Ambrosio—Tortorelli functionals and
weak-membrane energies. The proofs of the general results are carried out in sections
4 and 5. Section 4 contains the proof of the integral-representation result and the
asymptotic formulas for the integrands, while the stochastic homogenization result is
proven in section 5. Finally, in section 6 we briefly explain how to use our approx-
imation result in practice, i.e., we describe the construction of a suitable stochastic
lattice. We also include some numerical results based on an alternating minimization
scheme highlighting the different behavior of the discrete functionals in (4) and (5)
regarding (an)isotropy.

2. Setting of the problem and preliminaries.

2.1. General notation. We first introduce some notation that will be used
in this paper. Given a measurable set A C R? we denote by |A| its d-dimensional
Lebesgue measure and by H*(A) its k-dimensional Hausdorff measure. We denote by
14 the characteristic function of A. If A is finite, # A denotes its cardinality. Given
an open set O C R?, we denote by A(O) the family of all bounded, open subsets of O
and by Af(O) the family of bounded, open subsets with Lipschitz boundary. Given
A e AR(O) and § > 0 we set

D5 A = {x € R%: dist(x,DA) < 6}.
For z € R? we denote by |z| the Euclidean norm. As usual B,(xq) denotes the open
ball with radius o centered at zo € RY. We write B, when z¢ = 0. Given v € S971,

we let 11 = v, s, ..., g be an orthonormal basis of R and we define the cube Q, as

(12) Qu={z€eR: |(z,13)| <1/2 foralli=1,...,d},
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where the brackets (-,-) denote the scalar product. Given zo € R? and o > 0, we set
Q. (xo, 0) = xg + 0Q,. We also denote by H,(z) the hyperplane orthogonal to v and
passing through z¢. If 2o = 0 we simply write H,,.

For p € [1,4+00] we use standard notation LP(D) for the Lebesgue spaces and
WLP(D) for the Sobolev spaces. We denote by SBV (D) the space of special functions
of bounded variation in D (for the general theory see, e.g., [6]). If w € SBV(D) we
denote by Vu its approximate gradient, by S, the approximate discontinuity set of u,
and by v, the generalized outer normal to S,, and u™ and u~ are the traces of u on
both sides of S,,. Moreover, we consider the larger space GSBV (D), which consists
of all functions u € L'(D) such that for each k& € N the truncation of u at level k
defined as Tpu := —k V (u A k) belongs to SBV (D). Furthermore, we set

SBV?*(D) :={u € SBV (D) : Vu € L*(D) and H*(S,) < +oo}
and
GSBV?*(D) := {u € GSBV(D) : Vu € L*(D) and H*"!(S,) < 400}.

It can be shown that SBV?(D) N L>°(D) = GSBV?(D) N L*>(D).

For zg € R?, v € $%7!, and a,b € R we define the function uZ?, : R — R as

(13) us? (z) == {a if (z — zo,v) >0,

ro.r b otherwise.

Moreover, for xg,¢ € R? we denote by u,, ¢ the affine function defined as

(14) Uag () := (€, — o).

Finally, the letter C stands for a generic positive constant that may change every time
it appears.

2.2. Stochastic lattices. Throughout this paper we let €2 be a probability space
with a complete g-algebra F and probability measure P. We call a random variable
L:Q — (RYHN a stochastic lattice. A realization of the stochastic lattice will be
denoted by £(w) and we also refer to it as a stochastic lattice. The following definition
essentially forbids clustering of points as well as arbitrarily big empty regions in space.

DEFINITION 2.1 (admissible lattices). Let L be a stochastic lattice. L is called
admissible if there exist R > r > 0 such that the following two conditions hold a.s.:

(i) dist(z, L(w)) < R for all z € R%;

(ii) dist(z, L(w) \{z}) > for all z € L(w).

Remark 2.2. We also make use of the associated Voronoi tessellation V(w) =
{C(®)}2er(w), Where the (random) Voronoi cells with nuclei x € L(w) are defined as

Clx):={2€R?: |z —x|<|z—y| forallyec L(w)}.

If £(w) is admissible, then [3, Lemma 2.3] yields the inclusions Bz (z) C C(x) C Bg(z).

Next we introduce some notions from ergodic theory that build the basis for
stochastic homogenization.

DEFINITION 2.3. We say that a family of measurable functions {1, },czd¢,7: : Q@ —
Q, is an additive group action on Q if
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To=1d and Ty 4. =Tz 0Ty forall 21,29 € Ze.
An additive group action is called measure preserving if
P(r,B) =P(B) forall BEF, zcZ"

Moreover, {7,}.cza is called ergodic if, in addition, for all B € F we have the impli-
cation

(.(B)=B foralzcZ¥ = TP(B)e{01}.

DEFINITION 2.4. A stochastic lattice L is said to be stationary if there exists an
additive, measure preserving group action {T.},cza on Q such that for all z € 74

LoT, =L+ z.

If in addition {7,},cza is ergodic, then L is called ergodic, too.
We call L isotropic if for every R € SO(d) there exists a measure preserving
function Tp, : Q@ — Q such that

Loty =RL.
In order to define gradient-like structures, we equip a stochastic lattice with a set

of directed edges.

DEFINITION 2.5 (admissible edges). Let £ be an admissible stochastic lattice and
E C L2. We say that € is a collection of admissible undirected' edges if for alli,j € N
the set {w € Q: (L(w)i, L(w);) € E(w)} is F-measurable and

(i) there exists M > R such that a.s.

(15) sup{|z —y|: (z,y) € E(w)} < M;
(i) the Voronoi neighbors N'(w) are contained in €(w), i.e.,
(16)  N(w) :={(z,y) € L(w)*: HHC(x)NC(y)) € (0,+00)} C E(w).

If L is stationary or isotropic, we say that the edges € are stationary or isotropic if
Eor,=E+(2,2) for all z € Z¢ or Eo 1l = RE for all R € SO(d).
For every x € L(w) we also set E(w)(x) :=={y € L(w): (z,y) € E(w)}.

Enlarging M if necessary, by Remark 2.2 we may assume without loss of generality
that

(17) sup #E(w)(x) < M.
reL(w)

2.3. Discretized Ambrosio—Tortorelli functionals. In order to define the
discrete approximation of the Ambrosio—Tortorelli functional (3) we scale a stochastic
lattice by the same small parameter € > 0. Given a fixed bounded Lipschitz domain
D C R? and two functions u, v : e£(w) N D — R we define the localized discretization
on an open set A € A(R?) by

(18) FE(W)(uvva) = Fab(w)(uvU’A) +F;(W)(Ua‘4)a

1One can also consider directed edges as done in [35] but then the arguments get more intricate.
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where the bulk and surface terms are defined as
2

1 u(ex) — u(ey)
b — d 2
(19) F2(w)(u,v, A) :== 3 E e%v(ex) —
(z,y)€€(w)
ex,eycA
and
(20)

F@ea =21 Y e -1l Y e o) - o)
ex€el(w)NA (z,y)e€(w)
ex,eycA
respectively. If A = D we write simply F.(w)(:,-) for Fr(w)(:,-, D).
In order to recast our approximation problem in the framework of I'-convergence
(we refer the reader to [17, 25] for a general overview of this topic), we will identify
discrete functions with their piecewise constant interpolations on the Voronoi cells of
the lattice, that is, with functions of the class

PCY = {u:R? 5 R: ey is constant for all z € L(w)}.

With a slight abuse of notation we extend the functional to F.(w) : L(D) x L*(D) x
A(D) — [0, +0o0] by setting

Fo(w)(u,v,A) fu,vePC: 0<v<1,
+00 otherwise.

(21) F(w)(u,v, A) := {

3. Presentation of the general results. In this section we present the main
results of the paper.

3.1. Integral representation and separation of bulk and surface con-
tributions. Our first main result is stated below in Theorem 3.2. It shows that
for every admissible lattice £ the discrete functionals defined in (21) I'-converge (up
to subsequences) in the strong L*(D) x L'(D)-topology to a free-discontinuity func-
tional. Moreover, bulk and surface contributions essentially decouple in the limit. More
precisely, the volume integrand coincides with the density of the discrete quadratic
functionals u — F’(w)(u, 1) given by (19), while the surface integrand is determined
by solving a u-dependent constrained minimization problem which involves only the
surface energy F? (cf. Remark 3.3). Note that these results are true pointwise for a
fixed realization of the random graph as long as the realization satisfies the geometric
conditions in Definitions 2.1 and 2.5. In order to give the precise statement of the
theorem we first recall a convergence result for the functionals F’(w)(-,1) (here we
implicitly consider as domain of this functional the set PCZ) which is a direct conse-
quence of [2, Theorem 3] and of the fact that the I'-limit of quadratic functionals is
quadratic, too.

THEOREM 3.1 ([2]). Let L(w) be an admissible stochastic lattice with admissible

edges. For every sequence € — 0 there exists a subsequence e, (possibly depending
on the realization) such that for every A € AR(D) the functionals F? (w)(-,1,A) I'-

converge in the strong L?(D)-topology to a functional F*(w)(-, A) : L?(D) — [0, +00]
that is finite only on W12(A), where it takes the form

b = w, T u X
FMW@—Aﬂ,N)d
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for some nonnegative Carathéodory-function f(w,-,-) that is quadratic in the second
variable for a.e. x € D and satisfies the growth conditions

IR < f(w2,8) < Clel”

We are now in a position to state our first main result.

THEOREM 3.2. Let L(w) be an admissible stochastic lattice with admissible edges.
For every sequence € — 0 there exists a subsequence &, (possibly depending on the
realization) such that for every A € AR(D) the functionals F., (w)(-,-, A) T-converge
in the strong L*(D) x L*(D)-topology to a free-discontinuity functional F(w)(-,-, A) :
LY (D) x LY(D) — [0, 4+0o0] of the form

/f(w,x, Vu) dm+/ o(w,z,v,)dH*™" if u e GSBV?(A),
A SuNA

v=1 ae. in A,
—+o0 otherwise in L' (D)x L' (D),

F(w)(u,v, A) =

where p(w, -, ) is a measurable function and f(w,-,-) is given by Theorem 3.1.

Remark 3.3. Both the integrands ¢(w, -, ) and f(w, -, ) provided by Theorem 3.2
can be characterized by asymptotic formulas. We write them after introducing some

notation. For every A € A(RY), § > 0 and every pointwise well-defined function
u € LS (R?) we denote by PCE 5(u, A) the set

loc
(22) PCs(u, A) := {u € PCY : u(ex) = u(ex) ifex € L(w)NIsA}

of those PC¢-functions whose values agree with those of @ in a discretized d-neighbor-
hood of OA. Then for a.e. zg € D and every ¢ € R? it holds that

f(w,x0,8) = lim o ! Jlim inf{F?, (w)(u, 1, Qe, (%0, 0)): u € PCL rre,, (Usg.e5 Qe (20, 0)) ),

where ug, ¢ is the affine function defined in (14) and M is the maximal range of
interactions in Definition 2.5. Moreover, for every o € D, a € R and v € S9! we
define the class of functions

(23)
:5(u;£u, v(zo,0)) = {uEPC?ﬁ(ugﬁw v(zo,0)) : u(ex)e{a,0} for all z € L(w)}

and we introduce the function

0 if {z — zo,v)| < Me,
24 € =
(24) Vo (7) {1 otherwise.

We also consider the minimization problem

(25) s (ug,, Qu(zo,0))
= inf { F2(@)(v, Qu (w0 p)): v € PCE 312 (05, 1, Qu (a0, 2)),

Tu € 825(us?,, Qulwo, 0))  F2(w)(1,v,Qu (w0, 0)) = 0}.

For every (zg,v) € Dx S9! we then have that the surface density of F(w) in Theorem
3.2 is given by
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(26) p(w,z0,v) = limsup o'~ lim limsup ¢ 5 (ul,, Qv (20, 0)).

0—0 620 ps+too ’ ’
Note that the boundary conditions for v in the definition of (25) are posed on a much
smaller layer than those for u. This is only due to technical reasons in the proof of
Lemma 4.11. Alternatively we could also require that v € PCZ 5 /. (v5, ., Qu(0, 0)),
but this would overburden the notation.

3.2. Stochastic homogenization and convergence to the Mumford—Shah
functional. Our second main result relies on the statistical properties of the lattice
and the edges. More precisely, when £ and £ are stationary we can prove the following
stochastic homogenization result, which shows in particular that in this case the I'-
limit provided by Theorem 3.2 is independent of the converging subsequence and
hence the whole sequence converges.

THEOREM 3.4. Let L be an admissible stationary stochastic lattice with admissible
stationary edges in the sense of Definitions 2.1 and 2.5. Then for P-a.e. w €  and
for every € € R, v € S?=1 there exist the limits

(27)  fhom(w, &) = lim =T inf{FY(w)(u,1,Q(0,1)): u € PCT s (uo e, Q(0,1))},
(28)  Prom(w,v) = lim 17908 3 (ug), Qu (0,1),

where ¢y is defined as in (25). Moreover, the functionals F.(w) I'- converge in the
strong L*(D) x L*(D)-topology to the functional Fhom(w) : L*(D) x L*(D) — [0, 4+00]
defined by

/ Shom (w, Vu) dx+/ Phom (W, v) AR if u € GSBV?(D),
Fhom(w)(u,v) :=¢ "

+o0 otherwise in L' (D)x L' (D).

v=1a.e D,

If in addition L is ergodic, then fuom and ©nom are independent of w.

In order to make the densities fiom and ppom isotropic, we suggest to take as sto-
chastic lattice the so-called random parking process. We refer the interested reader to
the two papers [33, 28]. We recall that the random parking process defines a stochastic
lattice Lrp that is admissible, stationary, ergodic, and isotropic in the sense of Def-
inition 2.4. Moreover, the choice £(w) = N (w) yields stationary and isotropic edges.
We state our result for general stochastic lattices satisfying all these assumptions.

THEOREM 3.5. Assume that L is an admissible stochastic lattice that is sta-
tionary, ergodic, and isotropic with admissible stationary and isotropic edges. Then
there exist constants ci,co > 0 such that P-a.s. the functionals F.(w) defined in
(18) T'-converge with respect to the L'(D) x L(D)-topology to the functional F :
LY(D) x LY(D) — [0, +00] with domain GSBV?(D) x {1}, on which

(29) Flu,1) = cl/ IVul? de + eaH 1 (S,).
D
Remark 3.6. As explained in the introduction, a discrete version of the fidelity

term as in (9) can be added to the functional F.(w) obtaining discrete functionals of
the form

(30) Fl(w)(u,0) = F(w)(wv)+v Y eluler) - go(ex)],
ex€el(w)ND
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where g € L%(D) is a given input datum and g. a suitable discretization of g on
eL(w). The fidelity term leads to an additional term ¢z [}, |u — g|? dz in the I-limit
in (29), where ¢3 > 0 is proportional to the constant 7 in (30). For details we refer
the reader to the analogous result proved in [35, Theorem 3.8] for weak-membrane
approximations.

3.3. Connection to weak-membrane energies. In this subsection we show
how the discretizations of the Ambrosio—Tortorelli functional in (18), (19), and (20)
are related to the weak-membrane energies. In fact, neglecting the second sum in
(20), we can associate a weak-membrane model to the discrete Ambrosio-Tortorelli
functional by optimizing v — F.(w)(u,v) for fixed u (cf. Proposition 3.8). This con-
nection, which we find interesting in itself, also allows us to take advantage of some
of the estimates established in [35] which turns out to be useful in the proof of our
main convergence result.

We first explain what we mean by (generalized) weak-membrane energy. Consider
a bounded and monotone increasing function f : [0, +00) — [0, +00) such that f(0) =
0 and f/(0) = 1. Then, given u : eL(w) — R and A € A(D) we set

u(ex) — uley) ‘2
5

(31) Ga(w)(u,A)::% S oeiple 3

ex€el(w)NA ey€e€(w)(z)NA

In our present random setting these functionals are a special case of those considered
n [35]. While our weak-membrane energies depend on nonpairwise interactions, we
remark that in the context of computer vision they were introduced and studied in
[13, 27, 30] in a simpler form accounting only for pairwise interactions.

For our purpose it will be convenient to consider weak-membrane energies with a
special choice of f. Namely, for a given parameter o > 0 we set fo(¢) := t(1 +t/a)~*
and we notice that f, satisfies all assumptions listed above. We then define G,
according to (31) with f = f,. The following convergence result for the sequence
(Ge,a(w)), which can be compared with Theorem 3.2, is a consequence of [35, Theorem
3.3 and Remark 3.4]. We recall it here for the reader’s convenience.

THEOREM 3.7 ([35]). Let L(w) be an admissible stochastic lattice with admissible
edges E(w) in the sense of Definitions 2.1 and 2.5. For every sequence € — 0 there
exists a subsequence €,, — 0 (possibly depending on the realization) such that for every
a >0 and every A € AR(D) the functionals G-, o(w)(:, A) T-converge in the strong
LY(D)-topology to a free-discontinuity functional Go o(w)(-, A) : LY (D) — [0, 4]
with domain GSBV?2(A) N LY(D), where it is given by

G07a(w)(u,A):/ flw,z, Vu) da:+/ sa(w,x,uu)d’;‘—ldfl,
A SuNA

where f(w,x,£) coincides with the integrand in Theorem 3.1 and the surface tension
can be equivalently characterized by the two formulas

Sa (w7 Zo, V)
= lim sup o' ¢ lim lim sup inf{G, o(W)(u, Qu(xo, 0)) : uEanﬁ(u}cﬁu, Q. (x0,0))}
0—0 =0 n—s4oo

= limsup o' "¢ lim lim sup inf{I. o(w)(w,Q.,(x0,0)): wES;"m(;(u;’OT,},Qy(xm o)},

1
0—0 =0 n—s4oco
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with the energy I, o(w) defined on functions w : eL(w) — {£1} via

Z e P max{|w(ex) — w(ey)| : ey € e€(w)(z) N A}.
ex€elL(w)NA

L o(w)(w, A) == %

In particular, we have sqo(w, zo, V) = asi(w,xo,v) and the following estimates:
1 «
6|£|2 S Q(wwrvg) S C|€|27 6 < SQ(UJ,ZL’,I/) S Co.

In what follows, we show that the Ambrosio—Tortorelli approximation can be
interpreted as a weak-membrane energy G, g, provided we neglect the term containing
the discrete gradient of the edge variable v. Indeed, the following proposition holds
true.

PROPOSITION 3.8. Let L(w) be an admissible stochastic lattice with admissible
edges E(w) and let Ge pg(w) be defined as in (31) with f = fz. Then for all u :
eL(w) = R and A € A(D) it holds that

_ . b B d—1 2
Ge p(w)(u, A) = v:sL(IB)lg[O,l] F2(w)(u,v, A) + 5 Emescz(w)mAE (v(ex) —1)

Proof. Recalling the definition of the bulk term F?(w)(u,v,A) in (19), we can
derive a pointwise optimality condition for the minimization problem, which reads
(neglecting the constraint 0 < v < 1)

el (ex) Z

ey€eE(w)(z)NA

2
u(m)u(ey)' + Bedy(ex) = Be?7t for all exeeL(w) N A.

Rearranging terms we find that for ex € eL(w) N A we have
-1
ul(ex) — uley) ‘

v(ex) = 1+ % Z

ey€e€(w)(x)NA <

so that a posteriori v(ez) € (0, 1] and thus it is a minimizer of the constrained problem
as well. Inserting this formula for v yields the claim after some algebraic manipula-
tions. |

3.4. Discretization with mesh-size proportional to € and optimality of
the lattice-scaling. In this section we present a version of Theorem 3.2 when the
mesh-size is not equal to the elliptic-approximation parameter € but is only propor-
tional to it. More precisely, we let (k.) be a sequence of positive parameters, decreasing
as € decreases and such that lim. k. = 0 and for every u,v € PC‘,‘; we set

(32)  Fup(@)(u,0) = ng(w)(u,v)—kg 3 ng
Kkex€R: L(w)ND

v(kew) — v(Key) ?

Ke

+ E sng
(@,y)€E(w)
KeX,keYED

When k. = le for some ¢ € (0,+00) we have the following integral-representation
result for the functionals F . (w), similar to Theorem 3.2.
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THEOREM 3.9. Let L(w) be an admissible stochastic lattice with admissible edges
E(w) and for a given £ € (0,+00) let F; . (w) be as in (32) with k. = le. For
every sequence £ — 0 there exist a subsequence €, — 0 (possibly depending on the
realization) and a functional Fy(w) : L*(D) x LY(D) — [0, +00] of the form

u

/ flw,z, Vu) dx—i—/ wo(w, x,v,)dHTY ifu € GSBV?(D),
D

v=1a.e inD,

400 otherwise,

such that Fy, .. (w) T-converges in the strong L' (D)x L' (D)-topology to Fy(w). More-
over, the volume integrand f is given by Theorem 3.1 and ¢y(w,-, ) is a measurable
function which satisfies for every xo € D and every v € S the estimate

(33) Blsi(w,z0,v) < pe(w, xg,v) < B (6 + ]\j) s1(w, o, v).

Here M is as in (17) and s1 is the surface integrand of the T'-limit given by Theorem
3.7, which exists upon passing possibly to a further subsequence. In particular, we have

1 4
Zlil-il-’loo z%pf(wv Zo, V) = ﬁSl(w, Zo, V)? 6 S @f(wa Zo, V) S Ct.

Remark 3.10. Although we don’t state it separately, note that the statements of
Theorems 3.4 and 3.5 remain valid for the functionals F ._(w) with k. = fe with
minor modifications in the proof and with surface densities depending on ¢ as in the
theorem above.

Theorem 3.9 shows that the surface density ¢¢(w,z,v) blows up linearly in ¢
when ¢ — +o00. Thus, one expects that (similar to the result in [10, Theorem 2.1(iii)
and Theorem 3.1(ii)]) one cannot approximate the Mumford—Shah (or any other free-
discontinuity) functional by discretizing the Ambrosio-Tortorelli functional via finite
differences on an admissible lattice x.L(w) with k./e — 4o00. In fact, Corollary
3.11 states that in this regime the u.-component of any sequence (ue,v:) with (uc)
equibounded in L?(D) and such that F. ,_(ue,v.) < 400 converges up to subsequences
to some u € W12(D). Thus interfaces are ruled out in the limit.

COROLLARY 3.11 (optimality of the lattice-space scaling). Let L(w) be admis-
sible with admissible edges E(w) and consider a sequence k. > 0 with k. decreasing
as € decreases and lim. r. = 0 such that lim. o %= = +o0. Let I ,,_(w) be as in (32)
and let uge,ve : kKeL(w) — R be such that |ve| <1 and

llucll 2Dy + Fe k. (W) (ue,ve) < C for all e > 0.
Then, up to subsequences, uz — u in L*(D) for some u € W12(D).

Remark 3.12. Under the assumptions of Corollary 3.11 (up to subsequences) the
T'-limit agrees with the one given by Theorem 3.1. Indeed, an upper bound is given by
setting v = 1, while the lower bound is obtained via comparison with weak-membrane
energies G. (w) for any @ > 0 in the case of a limit function v € W12(D). We leave
the details to the interested reader.

4. Separation of scales: Proof of Theorem 3.2, Theorem 3.9, and Corol-
lary 3.11. The main part of this section is devoted to the proof of the integral-
representation result Theorem 3.2.
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4.1. Integral representation in SBV?2. As a first step toward the proof of
Theorem 3.2, using the so-called localization method of I'-convergence together with
the general result [14, Theorem 1] we prove the following preliminary result.

PROPOSITION 4.1. Let L(w) be an admissible stochastic lattice with admissible
edges E(w). Given any sequence ¢ — 0 there exists a subsequence &, (possibly de-
pending on the realization) such that for all A € AR(D) the functionals F., (w)(-,-, A)
[-converge in the strong L*(D) x L' (D)-topology to a functional F(w)(-,-, A) : L*(D)x
LY(D) — [0,+c<]. If u € SBV?(A), then F(w)(u,1,A) can be written as

F)(1.4) = |

hw,z, Vu)dz + / olw,z,ut —u”,v,) dHY,
A

SuNA

where, for xo € D, v € 891, a € R, and £ € R?, the integrands are given by

h(w, x0,&) = limsup 0~ m* (ug, ¢, Qu (0, 0)),

(34) : o 1-d, wy,,a,0
p(w,xo,a,v) = hmsgpg m* (ug,, Qu(To, 0))
o—

with the functions u’, and ug, ¢ defined in (13) and (14), respectively, and the

o,V

function m* (u, A) defined for any u € SBV?(D) and A € AR(D) by
m® (i, A) == inf{F(w)(u,1,A) : u € SBV*(A), u=1u in a neighborhood of OA}.

In order to prove this result we will analyze the localized I'-lim inf and I'- lim sup
F'(w), F"(w) : LY(D) x L*(D) x A(D) — [0, +0c0] of the functionals F.(w), which are
defined as

F'(w)(u,v, A) := inf{lim i(I)lf Fo(w)(ue,ve, A) : ue — v and v, — v in LY(D)},
e—
F"(w)(u,v, A) := inf{limsup F. (w)(uc,ve, A) : u. — u and v. — v in L'(D)}.

e—0

Remark 4.2. Both functionals are L'(D) x L'(D)-lower semicontinuous. More-
over, for any w € L'(D) there exists indeed a sequence w. € PCY such that w. — w
in LY(D).

Our aim is to apply the integral representation of [14, Theorem 1]. To this end,
below we establish several properties of F'(w) and F”(w). The next remark about
truncations allows us to reduce some of the arguments used in the forthcoming proofs
to the case of bounded functions.

Remark 4.3. Let ug,ve € PCZ. For any k > 0 let Tju. denote the truncation of

ue at level k. Then it is immediate to see that F.(w)(Tpue,ve, A) < F.(w)(ue, ve, A)

for any A € A(D). In particular, whenever v € L>°(D) we can compute F’(w)(u, 1, A)

and F"(w)(u,1, A) considering sequences u. € PC such that |uc(ex)| < ||ulloo for

all z € L(w). Moreover, also F’ and F" decrease by truncation in w. Thus, since in

addition both functionals are L!(D)-lower semicontinuous, for all u € L*(D) we have
lim F'(w)(Tyu,1,A) = F'(w)(u, 1, A),

k— 400

lim F"(w)(Tpu,1,A) = F"(w)(u,1, A).

k——+oo

Moreover, since F.(w) is invariant under translation in u, we deduce that also both
F'(w)(-,1,A) and F"(w)(-,1, A) are invariant under translation in w.
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We next show that F"'(w) is local.

LEMMA 4.4 (locality). Let A € A®(D). If u,a € L*(D) and u = @ a.e. on A,
then F"(w)(u,1,A) = F"(w)(a, 1, A).

Proof. Due to Remark 4.2 there exist sequences (ue, ve), (e, 0:) € PCY x PCZ
converging to (u,1) and (@, 1) in L'(D) x L*(D), respectively, and such that

limsup Fe (w)(ue, ve, A) = F”(w)(u, 1,A4), limsup F.(w)(te, 0, A) = F//(w)(ﬂa 1, A4).

e—0 e—0

Define u?,v? € PCY by their values on eL(w) as

ul(ex) = 1 a(ex)us(ex) + (1 — 1 4(ex))i (c2),
v(ex) = 1 a(ex)v(ex) + (1 — L a(ex))v(ex).

Using that |0A| = 0 and the equi-integrability of u., ., ve, and 0., one can show that
u? — % and v? — 1 in L'(D). Then by definition

F"(w) (@, 1, 4) < limsup F.(w)(u?,v?, A) = limsup F. (w)(uc,ve, A) = F"(w)(u, 1, A).
e—0 e—0

Exchanging the roles of u and @ we conclude. ]

The next lemma provides a lower bound for F’. We also obtain equicoercivity
under an additional equi-integrability assumption.

LEMMA 4.5 (compactness and lower bound). Assume that A € A%(D) and wue,
ve € PCY are such that

sup F.(w)(ue, ve, A) < 400.
€

Then ve — 1 in LY(A). If u. is equi-integrable on A, then there exists a subsequence
(not relabeled) such that u. — w in L'(A) for some u € GSBV?(A). Moreover we
have the estimate
1
- (/ |Vau|? dz + HEH(S, N A)) < F'(w)(u,1,A)
€ \Ja
for some constant ¢ > 0 independent of w, A, and u.

Proof. Since 0 < v, < 1, boundedness of the energy and Remark 2.2 imply that
ve — 1 in L'(A). Moreover, due to Proposition 3.8 we have

F.(w)(ue,ve, A) > min  Fr(w)(ue,v, A) > G g(w)(ue, A).

vieL(w)—[0,1]

Hence the compactness statement and the lower bound on the I'-liminf are a direct
consequence of the corresponding result for weak-membrane energies (cf. Theorem 3.7
or [35, Lemma 5.6]). d

As a next step we prove the corresponding upper bound for F”(w).

LEMMA 4.6 (upper bound). Let u € L*(D). There exists a constant ¢ > 0
independent of w and u such that for all A € AR(D) with u € GSBV?2(A) it holds
that

F'"(w)(u,1,4) < ¢ (/A |Vau|? dz +HH (S, N A)).

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 07/12/24 to 137.250.100.44 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

RANDOM DISCRETIZATIONS OF THE A-T FUNCTIONAL 2291

Proof. We compare the functionals with weak-membrane energies in the sense
of an appropriate upper bound. To this end, let v : e£(w) — [0,1] and fix an edge
(z,y) € E(w). We assume without loss of generality that v(ez) < v(ey). Then

[v(ex) — v(ey)| = v(ey) — v(ex) < 1 —v(ex),

so that |v(ez) — v(ey)|? < (v(ex) — 1)2. From (17) we then conclude that

S e en) —veyP <2 Y e (ofem) — 1)
(w,y)€E(w) ex€eL(w)NA
ex,ey€eA

In particular, applying Proposition 3.8, for every u : e£(w) — R we deduce the upper
bound

i F, A
v:s[(rful)lg[O,l] E(W)(U7 v )

. B(1+ M) d—1 2
< min F(w u,v,A) + ——= € viex) —1
Lo | F @), )+ S X e -

= Gepaan (W)(u, A).

Hence the statement follows by comparison with the upper bound for weak-membrane
energies (cf. Theorem 3.7 or [35, Lemma 5.7]). Note that any sequence of optimal
v.’s will convergence to 1 since the energy remains bounded for any target function
u € GSBV?(A). 0

The following technical lemma establishes an almost subadditivity of the set func-
tion A — F"(w)(u, A).

PROPOSITION 4.7 (almost subadditivity). Let A, B € A%(D). Moreover let A’ €
AR(D) be such that A’ CC A. Then, for all u € L*(D),

F"(w)(u,1, A UB) < F"(w)(u, 1, A) + F"(w)(u, 1, B).

Proof. Let A,A’,B, and u be as in the statement. It suffices to consider the
case where both F”(w)(u,1, A) and F”(w)(u,1, B) are finite. Moreover, Remark 4.3
allows us to restrict to the case u € L (D). We choose sequences (u, ve), (te, ) €
PCY x PCY both converging to (u,1) in L'(D) x L'(D) and satisfying

(35)
limsup F. (w)(ue, ve, A) = F"(w)(u, 1, A), limsup F.(w) (@, 9, B) = F"(w)(u, 1, B).
e—=0 e—0

In view of Remark 4.3 we may further assume that ||uc|co, ||@cllcc < ||t|loo. Hence,
since also 0 < v, 9. < 1 we actually have (ug,v.), (e, 0) — (u,1) in L*(D) x L?(D).

For fixed N € N we now construct a sequence (&, 0.) € PCZ x PCL converging
to (u,1) in L?(D) x L?(D) such that

(36) lirsnjélp F.(w) (e, e, A UB) < (1 + f/,) (F"(w)(u,1,A) + F"(w)(u, 1, B))

for some constant C' > 0 depending only on A, A’, B, and u. Then the result follows
by the arbitrariness of N € N. We will obtain the required sequence (., ?:) by a
classical averaging procedure, adapting the construction in [10, Proposition 5.2] to a
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stochastic lattice. To this end we first need to introduce some notation. We consider
an auxiliary function w. € PC defined as

we(ex) := minf{v.(ex), Ve (ex)} for every ex € eL(w) N D.

In particular, w. — 1 in L'(D). Moreover, we fix h < dist(A4’, A°) and for every
ie{l,...,N} we set

h
A; = A: dist(z, A’ M
{:I:E ist(z, )<2N}’

and we also introduce the layer-like sets
Sii={r e AUB:dist(v, Aiy2 \ A;i_3) < 2Me}.
For every ¢ € {2,...,N} let ©; be a smooth cut-off function between the sets A;_;

and A;, i.e., ©;=1on A;_1,0; =00n R\ A4;, and ||[VO;|/o < %.
For every i € {4,..., N —2} we now define a pair (4%, 9%) € PCY x PCY by setting

0 (ex) == O;(ex)uc(ex) + (1 — ©;(ex)) i (ex)
and

0, _o(ex)ve(ex) + (1 — O;_a(ex))we(ex) if ex € eL(w) N Aj_a,
0l (ex) = we (ex) if ex € eL(w) N (Aip1 \ 4i2),
Oit2(ex)we(ex) + (1 — Oj42(ex))0e(ex) ifex € eL(w)N (D \ Aig1).

Note that for fixed i € {4,..., N — 2} we have (a.,9?) — (u,1) in L?(D) x L*(D) by
convexity. Moreover, we can estimate F.(w)(at, ¢, A’ U B) as
(37) F.(w)(it, 02, A"U B)

< FE(W)(UJEaUEa Ai—S) + Fs(w)('&&'[)e’ B \ Ai-‘r?) + Fs(w) (ﬂévﬁz‘a S;)
< Fs(w)(u57veaA) + Fs(w)(ﬂavﬁ&B) + Fs(w) (ﬁl b S;)

€)7er

Hence, in view of (35), estimate (36) follows if we can show that the last term on the
right-hand side of (37) can be bounded by C/N for a suitable choice of i. We start
estimating the bulk term. First observe that for every pair (z,y) € £(w) it holds that

g (ex) — iz (ey) = O;(ex)(ue(ex) — us(ey)) + (1 — Oi(ex))(a(ex) — e (ey))
(38) +(@i(ex) — Bi(ey))(us(ey) — ue(ey))-

In addition, for every ex € eL(w) N D the properties of the cut-off function ©; imply
that

0L (ex)O;(ex) < we(ex) and 9l(ex)(1 — Oi(ex)) < B.(ex).

Thus, using the mean-value theorem for ©; and the convexity inequality (a+b+c)? <
3(a? + b% + ¢?), from (38) we obtain

b2 (ex)? .

<3 (115 (ex)?

iie () — @ (ey) ' >

€

N? ~
+ Cﬁ\ue(éfy) — e (ey)|?
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for every pair (z,y) € £(w) with ez, ey € S. Summing the above estimate over all
such pairs (x,y) we infer that

(39) F2(w) (@, 8L, 52) < 3(F£(w> (e, ve, S2) + F2 () (e, 02, S2) )
+ CON? Z e u. (ey) — e (ey))?.
ey€eL(w)NSE

Next we consider the surface term. Since the function z ~ (x — 1)? is convex, we
obtain from the definition of ¢} that

(40) (02(ez) —1)* < (ve(ex) — 1) + (Ve (ew) — 1)*.

For the finite differences, observe that we can equivalently write

we () = O;_a(ex)ve(ex) + (1 — ©;_a(ex))we(ex) if ex € eL(w) \ Ai—a,
: O;p2(ex)we(ex) + (1 — Oi42(ex))0.(ex) if ex € eL(w) N Ajtq.

Then, by the analogue of formula (38), we can estimate
[0 (ex) — te(ey)* < 3 (|ve(ex) — ve(ey)* + [0e(e2) — Te(ey)* + Jwe(ex) — we(ey)[?)
+ C%zﬁzlvs(fy) — Te(ey)
where we used that the distance between the sets R?\ A;; and A; 5 is of order

% > Me to reduce the number of possible interactions with respect to the case-by-
case definition of 7. Inserting the elementary inequality

[we(e2) — we(ey)|* < max {|v=(ex) — ve(ey)[?, [0=(ex) — O=(ey)|*},
the above estimate can be continued to
(41) |0 (e2) — Ve (ey)|* < 4 (Jve(ex) — ve(ey)* + [:(e2) — Te(ey) )
+ C]Z—;EQ\vg(fey) — b (ey)
Combining (40) and (41) and summing over all pairs (z,y) € £(w) gives

F2 ()(0%, 82) < 4 (F2(@)(ve, 82 + F2 ()0, 8D)) + CN%e > e lua(ey) - d(ey))”
ey€eL(w)NSE
Combining the above inequality with (39) then yields
Fe(w)(ag, @éa Sé) <4 (Fa(w)(usa Ve, Sé) + Fe(w)(te, O, S;))
(42) +CON* > e (Jueley) — tc(ey) + elve(ey) — Be(ey) ).

ey€eL(w)NSE

We eventually notice that for every 4,5 € {4,..., N —2} we have S:NS? = () whenever
li—j| > 5 and & > 0 is small enough. Moreover, for i € {4..., N —2} we have S’ C B
and S! CC A. Thus, summing (42) over i € {4,..., N — 2} and averaging, we find
i(e) € {4,..., N — 2} satisfying

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 07/12/24 to 137.250.100.44 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

2294 ANNIKA BACH, MARCO CICALESE, AND MATTHIAS RUF

N-—-2
Fufw) (a9, 8190) < o 37 Fuw) (i, L, 5%)
=4
C
< N(FE(W)(umUsa A) + F.(te, 0, B)) + CN||ue — IN‘EH%Z(A) + CNellve — 5€||%2(A)v

where we used Remark 2.2 to pass from the sum to the integral norms. Since u. and
e have the same limit in L?(D) and 0 < v, 9. < 1, thanks to (35) we obtain the

required sequence satisfying (36) by setting (t, 0¢) := (ﬂé(s),ﬁé(e)). d
The next lemma is a standard consequence of Proposition 4.7 and Lemma 4.6. A
proof can be found, for example, in [35, Lemma 5.9].

LEMMA 4.8 (inner regularity). Letu € L'(D). Then for any A € AR(D) it holds
that

F"(w)(u,1,A) = sup F"(w)(u,1,4").
A'CCA

Now we are in a position to establish the main result of this subsection.

Proof of Proposition 4.1. Having at hand Remark 4.3 and Lemmata 4.4, 4.5, 4.6,
and 4.8 as well as Proposition 4.7, the well-known arguments on how to apply the
general integral-representation theorem [14, Theorem 1] in order to conclude can be
found, e.g., in [35, Proposition 5.2]. |

4.2. Characterization of the bulk density. In this subsection we argue that
the function h given by Proposition 4.1 agrees with the density of the I'-limit of the
sequence of discrete quadratic functionals u +— F?(w)(u, 1, D) defined in (19).

PROPOSITION 4.9 (characterization of the bulk density). Let &, and F(w) be
as in Proposition 4.1. Then the I'-convergence result of Theorem 3.1 holds along the
sequence &, and for a.e. xo € D and every & € RY it holds that

‘B1|h’(w7x07£) = L1)1—>IHO QidF(w)(ufo»fa laBQ(mO)) = |B1|f(wax07£)7

where f(w,-,-) is an (equivalent) integrand of the T'-limit of Fé’n (w)(+,1,D) (cf. The-
orem 3.1).

Proof. The first equality characterizing the function h, which does not rely on
the discrete functionals, but only on the structure and growth of the continuum limit,
can be proven as in [35, Lemma 5.11]. Hence we only prove the second inequality. By
Theorem 3.1, upon passing temporarily to a further subsequence (not relabeled), we
may assume that the sequence F? (w)(-,1, D) I-converges to some integral functional
F®(w)(-, D) with density f(w,-,-). Fix g € D satisfying the first equality.

Since v. = 1 is an admissible phase-field for any trial recovery sequence of the
affine function u,, ¢ and F.(w)(u, 1, B,(z0)) = F2(w)(u, 1, B,(xo)) for every u € PCY,
we deduce that

0 () (tzy 6,1, Bylo)) < |Bl|f F(w, &) dr.
BP(IU)

In order to prove the reverse inequality, note that due to Proposition 3.8 we have

0~ Fe(w)(u, v, By(w0)) > 0™ G p(w)(u, By(20))-
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Hence, possibly passing to a further subsequence, we obtain that

QidF(w)(uxo,& 17B9(x0)) > Qid - shgo ng,,g(w)(uxmg,Bg(a:o))

- \Bﬂé L fmgds

where the last equality follows from Theorem 3.7 and the fact that u,, ¢ € WL (R?).
Using the uniform local Lipschitz continuity of f in the third variable (which is a
consequence of the quadratic dependence and local boundedness) one can pass to the
limit in p by Lebesgue’s differentiation theorem except for a null set independent of

&, which yields

lim o™ T (W) (tao .6, 1, By(20)) = | Bul f(w, 20, €)
for a.e. zg € D and every £ € R%.

Hence we proved the claim along the chosen subsequence. In particular, along any
subsequence of &, the I-limit of F’(w)(-,1, D) is uniquely defined by the integrand
h(w,x,€), so that the I-limit along the sequence €, exists by the Urysohn-property
of I'-convergence, although the integrand might differ on a negligible set depending
on the subsequence. 0

4.3. Characterization of the surface density. Having identified the bulk
term, we now show that the surface integrand ¢(w, z, a,v) can be computed with the
discrete functional Fy(w) restricted to functions « taking only the two values a and
0 and functions v that vanish on all couples (ex,ey) where u jumps. This implies in
particular that along such sequences F?(w)(u,v) = 0, so that F.(w)(u,v) = F5(w)(v).
Nevertheless the variable u enters the procedure in the form of a nonconvex constraint
(ct. (25)).

We first study the asymptotic minimization problems given by Proposition 4.1
and their connection to boundary value problems for the discrete functionals F.(w).
As a first step, we compare the two quantities

(43)
mgé(@,@,A) = inf{F.(w)(u,v,A) : (u,v) € PC?)(;( A) x PCE me(U, A}
m® (1, A) = inf{ F(w)(u, 1, A) : uw € SBV?(A), u = @ in a neighborhood of A},

where the limit functional F(w) is given (up to subsequences) by Proposition 4.1 and
PCZ s5(u, A) is as in (22). Along the subsequence €, provided by Proposition 4.1 we can
prove the following result about the asymptotic behavior of m 5(%,7,Q) on cubes
Q = Q. (zo, 0) when first €, — 0 and then 6 — 0.

LEMMA 4.10 (approximation of minimum Values). Let €, and F(w) be as in
Proposition 4.1. Then, for u%?, as in (13) and v5, , given by (24), it holds that

Nz To,V

( zo wQV(xOv ))*hr%l;g}rnfme 6( mo v mngV(xO’ ))

—}thmsupm (;(um0 Vs IO vy Qu(xo, 0))
—0 n—s4oo

with the cube Q,(xg, ) defined in (12) and the succeeding line.

Proof. By monotonicity the limits with respect to ¢ exist. To reduce notation, we

replace €, by ¢ in what follows and write @ = Q, (zo, 0). Moreover, we set @ := uf‘cooy
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and v := vg . For every ¢ > 0 let u. € PCS5(4,Q) and v. € PCZ (e, Q) be
such that m¢ ;(a, e, Q) = Fe(w)(ue,ve, Q). Note that these minimizers exist as the
optimization problem is finite dimensional. Due to Remark 4.3 we can assume without
loss of generality that |u.(e2)| < |a| for all z € L(w). Testing the pointwise evaluation
of the functions # and v, as competitors for the minimization problem, we see that

for € small enough

(44) Fe(w)(ue, ve, Q) < Fe(w)(u, 0, Q) < F2(w)(v:, Q) < C,
where in the second inequality we used the implication

(45)

W) £ S0 o) = {“” — )

ey — xo,v) = 0e(ex) = Ve(ey) =0,

lex —ey| < Me
|

INIA

ex —ey| < Me

and the last bound in (44) follows from counting lattice points in an 2Me tubu-
lar neighborhood of the hyperplane H,(z(). Hence Lemma 4.5 yields that, up to
a subsequence (not relabeled), u. — u in L'(Q) for some u € SBV?(Q) (recall
the L>-bound) and v. — 1 in L'(Q). Using Remark 2.2, we infer that v = % on
(R \ Q) + Bs(0). Consequently u is admissible in the infimum problem defining
m®(u, Q) and the I'-convergence result of Proposition 4.1 yields

m¥(u,Q) < F(w)(u,1,Q) < lirrtinf F(w)(ue,ve, Q) < 1imainf m¢ (4, e, Q).

As § > 0 was arbitrary, we conclude that m® (4, Q) < lims_,o lim inf, mgé(ﬂ, Ve, Q).

In order to prove the second inequality, for given 6 > 0 we let u € SBV?(D)
be such that v = @ in a neighborhood of 9Q and F(w)(u,1,Q) < m*(4,Q) + 0.
By Remark 4.3 we can also assume that u € L°°(D). Due to I'-convergence we find
Ue,ve € PCY converging to u and 1 in L?(D) (again we rely on Remark 4.3) and such
that

(46) lim Fy(w)(ue,ve, Q) = F(w)(u, 1,Q).

e—0

Our goal is to modify both sequences such that they attain the discrete boundary
conditions. The argument is closely related to the proof of Proposition 4.7, so we just
sketch some parts. Since u = % in a neighborhood of 9Q, we find equally oriented
cubes Q' CC Q" CC @ with

(47) u=u onQ\Q".

Fix N € N. For h < dist(Q’,0Q") and i € {1,..., N} we define the sets

Q; = {x €Q: dist(z,Q) < 22?\7}

and consider an associated cut-off function ©; € C°(Q;,[0,1]) such that ©; = 1 on
Qi—1 and ||[VO;|ee < %. Set w. = min{v., .} and define u’,v: € PCY by

il (ex) = O;(ex)uc(ex) + (1 — O;(ex))u(ex)
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and

O;_2(ex)ve(ex) + (1 — ©;_9(ex))we(ex) if ex € eL(w) N Qi—2,
Ug(ex) == { we(ex) ifex € eL(w) N (Qit1 \ Qi—2),
O, ro(ex)we(ex) + (1 — Opa(ex))ve(ex) ifex € eL(w)N(D\ Qit1)-
Since we may assume that up\g = @, by (47) we have that ul — w in L'(D).
Moreover, also v: — 1 in LY(D) for all i € {4,..., N — 2}. Setting S¢ := {z € Q :
dist(z, Qi12 \ Qi—3) < 2Me}, the energy can be estimated via
Fe(w)(ag, 02, Q) < Fe(w)(ue, ve, Qims) + Fe(w)(@, Te, Q \ Qiy2) + Fe(w)(ag, 02, S7)
(48) < Fe(w)(ue, ve, Q) + F2 (w)(0:,Q\ Q') + Fe(w) (i, 02, S2),
where we used again (45). The behavior of the first term in the last line is controlled

by (46). In order to bound the second one, note that the structure of v, (cf. (24)) and
Remark 2.2 imply that

F¥w)(0:,Q\ Q) < Ce® ' {ex € eL(w)NQ\ Q' : dist(ex, H, (20)) < 2Me}
(19) < C11Q\ Q)1 Hy (o) + Bane=(0)].

Since the set (Q \ Q') N Hy(xo) admits a (d — 1)-dimensional Minkowski content that
agrees (up to a multiplicative constant) with the Hausdorff measure of the closure,
we conclude that

(50) limsup 7 (w) (0., Q \ Q') < CHIH(Q\ Q") N Hy (o)),

e—0

where we used that HY1(0Q N H,(z¢)) = 0. For the last term F.(w)(al,9%,S?) in
(48) one can use the same arguments already used to prove (42) in order to show that
FE(W)(ﬂéa @27 Sé) <C (Fe(w)(UEa Ve, 52) + Fe(w)(u, ve, SZ-))
+ CN? Z e (Jue(ex) — u(ex)® + elve(ey) — v-(ey)?).

ey€eL(w)NSE

By construction we have St N SJ =0 for |i — j| > 5 and S cC Q\ Q' fori € {4,...,
N —2}. Averaging the previous inequality we find an index i(e) € {4,..., N —2} such
that

N-—-2
Y i i 1 Nio~i Qi
Fo)(@i, 009, 519) < = 3" F()(@, oL, 57)
=4
C s B —
S N(FE(O‘})(UEaUE;Q>+Fg(w)(UE)Q\Q))
+CN (||ue — a.|3 +l|lve — v ||? .
€ ellL2(Q\Q") € ellL2(Q\Q’)

Due to (47) we have that u. — 4. — 0 in L?(Q \ Q'). Moreover, il )( x) = ule
and 19 = Ve(ex) for all ex € eL(w) N Q \ Q", so that al® e PCL 5(u,Q) a
nd

51 € PCe me(Ve, Q) for all €,6 > 0 small enough. Hence from (46), (48), a
we deduce that

x)
nd
(50)

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 07/12/24 to 137.250.100.44 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

2298 ANNIKA BACH, MARCO CICALESE, AND MATTHIAS RUF

lim sup mZ 5 (@, v, Q) < limsup F;(w) (29), 514 | Q)

< (1 n fj) (¥ (@, Q) + 0+ HI(Q\ @) N Hy (20))).

As 6 > 0 was arbitrary, the claim follows letting first § — 0, then N — +oo0 and
finally Q' 1 Q. 0

Our next aim is to provide a simplified form of the discrete minimization problem
that is suitable for subadditivity estimates. To this end we will compare the two quan-
tities m¥ 5 (u%,,, v5, > Qu(wo, 0)) and ¥ s(u%?,, Q, (20, 0)) given by (25). Namely, we
show that we have the following equivalent characterization for the surface density.

LEMMA 4.11 (construction of a competitor for Lpzé). Let €, — 0. Then, for all
20 €D, alla € R, and all v € S41 it holds that

limsup o'~ lim limsup ¥ 5(us?,,, Qy (x0, 0))

0—0 =0 n—4oo

T 1—d 1: : w a,0 €

= lim sgp 0 }13%) hszrup msm(;(uzo’y, Var s v(o, 0)).
o— n—-+00

Remark 4.12. The condition F’(w)(u,v,Q,(z0,0)) = 0 in the definition of
cp‘;é(ugzgy,Ql,(xo, 0)) implies that the latter is independent of the jump opening a.
More precisely, for every a € R we have @§5(u;6(3y, Q. (x0,0)) = s (uglc’o({w Q. (o, 0)).
Thus, combining (34) with Lemmata 4.10 and 4.11 above, we obtain that the surface
integrand ¢ in Theorem 4.1 is given by

@(wa Zo, @, V) = @(Wa Lo, la V) = lim sup Qlid lim lim sup gpgn,é(ualr;ho,l/v U;E,m Ql/ (1'0, @))
0—0 =0 ns+o0o

for zo € D, a € R, and v € S%1.

Proof of Lemma 4.11. Note that it suffices to bound the left-hand side from above
by the right-hand side. To reduce notation, we set ), := @, (¢, 0) and write ¢ instead
of g,. If a = 0, then both sides are zero. Thus we assume that a > 0 (the case a < 0
can be treated similarly). Fix (ue,v:) € PCEs(ul’,,Qp) X PCE (V5 Q,) such
that

(51) Fo(w)(ue, ve,Q,) < Co® ™,
@0 and v, = v In

which exists at least for small ¢ taking, for instance, u. = ug’, 0.
particular, 0 < v. < 1. In what follows we construct sequences . € S 5(“%5(),1/’ o)
and 0. € PCE yr.(v5, > Qp) such that

(52) > be(en)fiic(ex) — dc(ey)* =0
(2,9)EE(W)
ex,ey€Q,

and which have almost the same energy. We fix nn € (0,1/2) and consider the set of
points

L, (n) :={ex € eL(w)NQ,: ve(ex) > n}.
For t € R we define

L, (t) :={ex € eL(w)NQp: us(ex) >t}
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To reduce notation, we also introduce the set
Re(t) :=={(z,y) € E(w) : ex € QN Ly (t), ey € Qp \ Ly_(t) or vice versa}.

Observe that for (z,y) € £(w) with ez, ey € Q, we have (x,y) € R.(t) if and only
if t € [uc(ex),uc(ey)) or t € [uc(ey),us(ex)). Hence for such (z,y) the following
coarea-type estimate holds true:

/ Ve (e2) [ (z.p)er. )y dE < [0z (e2)[[uc(ex) — uc(ey)].
0

Summing this estimate, we infer from Holder’s inequality that

/ e11 [y (e2)| dt
O

z,y)ER:(t)

< Z Ed‘ya(gggﬂ‘w’

(2.0) €€ () c
ET,EYEQ,
2
d 1 d 2 UE(E.Z‘) - ug(ay) 2
<CAHELw)NQ)E | Y etufeay?]telE) ZelE)
(z,y)€E(W)
ex,ey€Q,

The last sum is bounded by the energy, while for £ = £(p) small enough the cardinality
term can be bounded via #(eL(w)NQ,) < C(pe~1)%. Hence in combination with (51)
we obtain

/ Z e o (ex)| dt < Co* 3.
O (@y)er.(®)

From this inequality we deduce the existence of some t. € (0, a) such that

(53) Z e o, (ex)| < Ca'ot .
(z,y)ER:(tc)

Define @, and . by its values on eL(w) setting

U (Ew) — 0 if Ue (Ex) S tsa
T e ifue(en) >t

b (ex) = 0 if (z,y) € Re(t:) for some ey € eL(w),
) EREE (ex) otherwise.

As t. € (0,a), the boundary conditions imposed on u. imply that the function .
satisfies . (ex) = u$y), (ex) for all ex € eL(w) N I5Q,, so that 4. € S5(us’,, Q,) as
claimed. Moreover, whenever dist(ez,R?\ Q,) < Me, then for all ey € eL(w) with
(z,y) € E(w) we have dist(cy, R*\ Q,) < 2Me < §. Hence the boundary conditions on
u. are active and (z,y) € R.(t.) implies that |{(ex — ¢, V)| < Me, so that v.(ex) = 0.
Consequently 9.(ex) = ve(ex) and therefore 0. € PC. ne(v5, ,,Q,). In order to
verify condition (52), observe that for any pair (z,y) € £(w) with ez,ey € Q, we
have @.(ex) # u.(ey) if and only if (z,y) € R(t:), so that by its very definition
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ve(ex) = 0. Hence (52) holds true. Next we estimate the energy difference. Recall that
0 < v, v < 1. We first estimate the energy term involving the discrete gradients of
¥e. Consider first the case when 0.(cx) = 0 # v.(ez) and ¥.(ey) = ve(ey). Then we
have

|V (ex) — ﬂS(Ey)‘Q

= [v(ey)?
_ [ nlvten) —valey)P + (14+3) * ifea ¢ Lo (),
|1 if dex’ € eL(w) : (x,2") € Re(te)-

The symmetric conclusion holds true when we exchange the roles of  and y. In all
remaining cases we have |U.(ex) — Uc(ey)| < |v-(ex) — v (ey)|. Hence we obtain the
global bound

Yo e Mu(er) —v(ey)P < (L4m) Y e ueew) — veley)

(z,y)€€(w) (z,y)€E(w)
ex,ey€Q, eT,ey€Q,
+ Cne® ' # (eL(w) N Qp \ Lo, (n))
(54) + C’sd_l#{(x,y) € R:(t:): ex € L,_(n)}.

Next we bound the “single-well” term. Since the function x — (x — 1)? is 2-Lipschitz
on [0,1], we obtain

1 if ey € eL(w) : (z,y) € Re(te),
((ex) ~1)° < § (ve(ea) ~ 12 429 i ex € L) NQy \ Ly, (1),
(ve(ex) — 1)2 otherwise.

Summing this estimate over all ez € eL(w) N Q, and adding the result to (54), we
infer from (51) that

Fe(w)(te, e, Qp) < Fe(w)(ue, ve, Q) + Cn9d71 + Cﬁadfl# (eL(w) N Qg \ L. (1))
(55) + Ce 1 #{(2,y) € Re(t.) : ex € Ly (1)}
We claim that the last three terms can be made small relatively to ¢! by choosing

the order of limits as in the statement. On the one hand, note that since n € (0,1/2)
we have by (51)

(56) et H (LW NQ\ Lo () <C Y e ve(ew) — 1) < Co'
ex€eL(w)NQ,

On the other hand, since ve > 0, from (53) we deduce

(57)

el {(x,y) € Re(te) : ex € L, (n)} < Z e, (e)| < Cniagdfé'

(z,y) €ER: (ts)

Inserting (56) and (57) in (55) we obtain the estimate

S|

- _ 1 1
Ql_dFe(w)(umvanQ) < Ql dFe(W)(uavvaan) +Cn+ C%Qé

Taking the appropriate infimum on each side, then letting first ¢ — 0, then § — 0
and ¢ — 0, we conclude by the arbitrariness of n > 0. 0
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Gathering Proposition 4.1, Proposition 4.9, Lemma 4.10, and Lemma 4.11 we can
now prove Theorem 3.2.

Proof of Theorem 3.2. Let L(w) be an admissible lattice with admissible edges
and let €,, and F'(w) be the subsequence and the functional provided by Proposition
4.1. Thanks to Proposition 4.9 we know that along the subsequence ¢, also the func-
tionals F? (w)(-,1, A) T-converge to F’(w)(-, A) for every A € A%(D) with F*(w)
given by Theorem 3.1. Combining Propositions 4.1 and 4.9 we then deduce that for
every A € AR(D) and every u € SBV?(A) we have

F(w)(u,1,A) = / flw,z, Vu)dx + / o(w, z,ut —u",v,)dHI,
A S.NA
where f(w,-, ) is given by Theorem 3.1 and ¢(w, -, -, -) is determined by the derivation
formula (34). Moreover, Lemma 4.10 together with Lemma 4.11 ensures that the
surface integrand ¢ does not depend on the jump opening v — u~ (see also Remark
4.12). In fact, for every A € A®(D) and every u € SBV?2(A) we obtain

69 F@LA) = [ fen Voot [ gl dit
A SuNA

where p(w, -, +) : Dx 8971 — [0, +00) is given by the asymptotic formula (26). Finally,
using a standard truncation argument (see, e.g., the proof of [35, Theorem 3.3| for
more details), thanks to Remark 4.3 we deduce that formula (58) extends to the whole
GSBV?(A). a0

4.4. Optimality of the lattice-space scaling. We close this section by prov-
ing Theorem 3.9 and the optimality of the lattice-space scaling.

Proof of Theorem 3.9. Let L£(w) be an admissible lattice with admissible edges
&(w) and for every € > 0 let F; _(w) be as in (32) with k. = {e for some ¢ € (0, +00).
It is convenient to rewrite the energy as

Fo o (w)(u,v) = F,SE (W) (u,v) + FZ y(w)(v),

where
s _B d—1 2 1 d—1 2
L@@ =50 Y R k) 4 Y R () — ol
KeTERe L(w)ND (z,y)€E(w)
KeZ,keYED

It is then easy to see that Lemmata 4.4-4.8 are satisfied also for the functionals F;

with the constant ¢ in Lemmata 4.5 and 4.6 depending on ¢. As a consequence, Propo-
sition 4.1 holds for F; .. and yields a limit functional Fy(w). Moreover, Proposition
4.9 remains unchanged if F, is replaced by F; ,_. Finally, Lemmata 4.10 and 4.11 are
still valid for mg’,m¢, 5, and ¢, 5, where for every § > 0, mg and msz s are as in
(43) with Fy(w) instead of F(w) and F. . instead of I, and @2, 5 is as in (25) with
F!(w) and F; s(w) replaced by F} (w) and F? '¢(w), respectively. Moreover, S¢'s and
PCZ 5 are replaced by Sy 5 and PCK 5 Thus, argumg as in the proof of Theorem 3.2
we obtain the required 1ntegra1 representation of Fy(w) on GSBV?(D), where now
the surface integrand ¢y (w, -, ) can be equivalently characterized by the formulas

®r (w7 Zo, V) = lim sup Q glm lim sup ms ) (u;’oo,uv U;g?lfv Qll (:1703 Q))

0—0 —0 ns+4co
1-d 1,0
= limsup o*~“ lim limsup ¢, 5 (uwo’y, Qu(w0,0)) .
0—0 020 pstoo
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Notice that thanks to the separation of scales only the surface integrand ¢g(w, -, )
may depend on the ratio ¢, while the volume integrand f(w,-,-) is independent of ¢.

In order to verify the estimate in (33) we use again the connection to weak-
membrane energies. To this end let &, be a subsequence such that F ., (w) I-
converges to Fy(w) and set &, := k., = le,. Upon passing to a further subsequence
we can assume that also G, o (w) T-converges for every a > 0. Let (z9,v) € RYx 971
and for § >0, ¢ > 0 arbitrary let (u,v) be admissible for m¢ , s(uy.?,, vin . Q, (20, 0))-
Clearly, u is admissible for the minimization problem

inf{Gw, 5e(w)(u, Qu(z0,0)) : u €Sy 5 (ugy Qul@o, 0))}-
Moreover, due to Proposition 3.8 we have
FEmNn (w)(u7 v, Qu($07 Q)) > Gmn,ﬁé(uy Qu (-7307 Q))

Hence, passing to the infimum and taking the appropriate limits in n, §, and g, thanks
to Theorem 3.7 we deduce that

e(w, o, V) > spe(w,xo,v) = fls1(w, xo, V).

We continue proving the upper estimate in (33). For 6 > 0, o > 0 fixed we choose
w: kpL(w) = {£1} admissible for the minimization problem

{100 ()0 Qulin,0) w0 € 2, (ki Qulin, )

and we observe that the u-component of the pair (u,v) € PC; x PC) defined as

(k) 1 ifw(kpx) =1,
U(kpx) =
0 if w(kyz) =—1,

o) = 4 0 max{wlenz) —wlsny)l: sny € i€ (w)(2) 1 Qu (0, 0)} =2,
e 1 otherwise

belongs to Sy 5( xo ., @u (20, 0)). Moreover, arguing as in the proof of Lemma 4.6 we
obtain

R < (4 ) X s el - 12

FnTERR L(W)NQL (20,0)

(w)(w, Qu (0, 0))-

I
o B+ TE)

However, in general v is not admissible for ‘P‘E),“e,a(ui:bo,w Q. (z0, 0)) due to the bound-

ary conditions. Nevertheless, F? (w)(u,v) = 0, hence using only the boundary con-
ditions of u we can argue as in the first part of the proof of Lemma 4.10 to show
that

mté) (ui:)oo,w V(x07 )) < hmlan Z(w)(anu(anQ))~

n—-+oo

Since w was arbitrarily chosen, passing to the infimum and taking again the appro-
priate limits in n, §, o finally yields

we(w, g, v) < SB(H%)(TU"TO’ v)=0 (EJr Aj) s1(w, o, V). O
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Eventually we prove Corollary 3.11.

Proof of Corollary 3.11. Let L(w) be an admissible lattice with admissible edges
&(w) and suppose now that k. is such that k./e — 400 as ¢ — 0. Note that by
Proposition 3.8, for every ¢ > 0 there exists e, > 0 such that for every € € (0,&,) we
have

O FL @)ty Y s nleer) — 1) 2 G ofw) (u).

Kex€ke L(w)ND

Since u. is bounded in L?(D), the compactness result for weak-membrane energies
(cf. [35, Lemma 5.6]) yields that up to a subsequence, u. — u in L*(D) for some
u € GSBV?(D) N L*(D). It remains to show that u € W12(D). To do so, we prove
that the sequence (Tju) is bounded in W2(D) uniformly with respect to k, then
we may conclude by letting k& — +4o00. Thanks to Theorem 3.7, up to passing to
a further subsequence (not relabeled), we can assume that G_ ¢(w) I-converges to
Gy(w). Thus, the growth conditions for the integrands in Theorem 3.7 imply that

Cz/ q(w, zx, Vu)dx+/ s@(w,x,yu)d”fld*l > l/ |Vu|2d:c+£7{d71(5u)
D s CJp C

u

for every £ > 0, so that H4~'(S,) = 0. In particular, for every k& > 0 we have
HI1(Sr,.) = 0 and sup,, [|[VTxul/z: < ||Vul|2 < C. Since Tyu € SBV (D) N L>(D)
and u € L?(D) this implies that (Tju) is bounded in W2 (D) uniformly with respect
to k and we conclude. |

5. Stochastic homogenization: Proof of Theorems 3.4 and 3.5. In this
section we prove Theorem 3.4. In particular we establish the existence of the limit
defining Ypom in (28). Similar arguments have already been used by the second and
third authors in [3, Theorem 5.5], [18, Theorem 5.8] (see also [21, sections 5 and
6]). The main step consists in defining a suitable subadditive stochastic process (see
Definition 5.1 below), which then allows us to apply the subadditive ergodic theorem
which we recall in Theorem 5.2 below. To this end, we first need to introduce some
notation.

For every a,b € Z9 1 with a; < b; for i = 1,...,d — 1 we define the (d — 1)-
dimensional interval [a,b) := {z € R : q; <z; <b; fori=1...,d— 1} and we set
T:={la,b): a,b€Z% 1 a;<b;fori=1,...,d—1}.

DEFINITION 5.1. A discrete subadditive stochastic process is a function p: T —
LY () satisfying the following properties:
(i) (subadditivity) for every I € T and every finite partition (Ix)kex C Z of I
a.s. we have

,U,(I,UJ) < Z N(Ikvw);

keEK

(ii) (boundedness from below) there holds

inf{llll/ﬂ,u(f,w)dﬂj’(w): IGI} > —00.

We make use of the following pointwise subadditive ergodic theorem (see [1, The-
orem 2.4]).
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THEOREM 5.2. Let u : T — LY(Q) be a discrete subadditive stochastic process
and let Iy, := [—k, k)?~1. Suppose that there exists a measure preserving group action
{72 },eza—1 such that p is stationary with respect to {7,},cza—1,i.e.,

forall I € T, forall z € 247 . pu(I+ z,w) = (I, T.w) a.s.
Then there exists a function ® : Q — R such that, for P-a.e. w,
kgrfoo Hd_l(fk) - (I)(UJ)
As a first step toward the proof of Theorem 3.4 we prove the following proposition.

PROPOSITION 5.3. Let L be an admissible stochastic lattice that is stationary with
respect to a measure preserving additive group action {7,},cge with admissible, sta-
tionary edges in the sense of Definitions 2.1 and 2.5. Then there exist Q C Q with
P(Q) =1 and a function Yhom : Q x S¥=1 — [0, 400) satisfying

Phom(w,v) = lim #'79%% 1/ (ug, Qu(0,1))

t——+oo

for every w € Q and every v € S41. Moreover, we have 'rz(fl) =0 for every z € 74
and

(59) Qphom(Tzwa V) = @hom(w? V)

for every z € Z4, w € Q, and v € §I-1.

In order to prove Proposition 5.3 above we will use several times the following
lemma.

LEMMA 5.4. Let z,2' € R%, t,#' >0, and v € S%~1 be such that the cubes Q,(z,1),
and Q,(Z',t") satisfy the following conditions:

(i) Qu(z,t) CQu(Z, 1), (ii) dist(0Q.(2,1),0Q. (', 1) > 2M, (iii) dist(z', H,(2)) < 2

Then there exists a constant ¢ > 0 such that
(s, Qu(z ) < o ar (Ut Quiz,t)) +c(lz — 2| + [t — ) ()2

Proof. To shorten notation let us set Q@ = Q,(z,t) and Q' = Q,(#,t'). Let us
choose a pair (u,v) € Si‘jM(ui:& ) % PC‘iM(v;V,Q) satisfying F?(w)(u,v,Q) = 0

and F7(v,Q) = ¢f 5(ul), Q). Thanks to (i) we can extend u to a function @ €

SfM(ul’O ") by setting a(z) := ui}?y(m) on L(w)NQ \ Q. We now construct a

z'vo
function o € PCY 1, (v}, Q') satisfying F{(w)(@, 0, Q") = 0. To this end we introduce
some notation. We denote by

S,(2,2) == {x € RY: min{(z,v), (¢, 1)} < (z,v) < max{(z,v)(z',v)}}
the stripe enclosed by the two hyperplanes H,(z) and H,(z"). Moreover, the sets
L,(z) = {z e R:: |(z — z,v)| < M}, L,(Z) :={zeR%: |(x - 2/,v)| < M}
are the layers of thickness 2M around H,(z) and H,(z’). Finally, we set
U,(z,2") = 8S,(2,2)UL,(2) UL,(z).

Notice that for any pair (z,y) € £(w) with at least one point not contained in ¢ and
t(x) # u(y) one of the following conditions is satisfied:

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 07/12/24 to 137.250.100.44 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

RANDOM DISCRETIZATIONS OF THE A-T FUNCTIONAL 2305

F1c. 1. The two cubes Qu(z,t) and Qu(2',t') and in gray the set (Uy(z,2') NOpQ) U (Lu(2') \ Q).

(a) ifx € Qand y € Q' \ Q, since |z — y| < M we have z,y € U,(z,2") N Oy Q;

(b) if z,y € Q" \ Q, then @(x) # u(y) implies that x and y lie on two different
sides of the hyperplane H,(z'), hence z,y € L, (z).
This motivates us to define ¥ on L£(w) by setting

v(z) ifze@\ (U(z2)NouQ),
o(z) =<0 if 2 € (Uy(2,2)NOMQ) U (L,(2')\ Q),
1 otherwise

(see Figure 1). Observe that thanks to (ii) we have o € PCY (v} ,,Q"). Moreover,

by construction FP(w)(@,9,Q’) = 0, thus ¢ is admissible for e M(uii?y,Q’ ) and it
remains to show that

(60) FY () (5,Q) < F{(w)(v,Q) +c(lz = 2| + [t = /()%

then the result follows from the choice of the test pair (u,v).

In order to prove (60) we first notice that for any x € L£(w) N Q by definition
we have 9(x) # v(z) only if x € U,(z,2') N Oy Q. Similarly, for (z,y) € £(w) with
z,y € Q we have |0(x) — 0(y)| # |v(z) — v(y)| only if at least one point belongs to
(Uu(z,2')) N Oy Q. Thus, thanks to (17) we immediately deduce

(61) F{(w)(®,Q) < F{(w)(v,Q) + C# (L(w) N Uy (2,2") N O Q).

The remaining contributions can be estimated in the same way. In fact, for any x« €
Lw)N(Q'\ Q) we have (0(z) —1) #Oonly if z € U, (2,2")NOnQ or x € L, (') \ Q.
Finally, any pair (z,y) € £(w) with at least one point belonging to @’ \ Q only gives
a contribution if at least one point belongs to U,(z,z') N Q@ or to L, (') \ Q. In
combination with (61) this yields

FY(w)(0,Q") < FY(w)(v,Q) + C# (L(w) N Uy(2,2") N0 Q)
+C# (Lw)NL,(Z)NQ"\ Q)
(62) < Fi(w)(0,Q) + CH¥ Y (U, (2,2)NdQ) + CH¥ L (H,(Z)NnQ'\ Q),
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where to obtain the second inequality we have used Remark 2.2 and (iii). Finally,
since

HETH(Un(2,2") N 0Q) < el = 't972,

HIH(H ()N QN Q) < ez — &'+ [t =) ()",

we obtain (60) from (62) upon noticing that by hypotheses ¢ < ¢'. d
Having at hand Lemma 5.4 we now prove Proposition 5.3.

Proof of Proposition 5.3. For definiteness we specify the orientation of the cube
Q.. Given v € S9!, we choose the orthonormal basis as the columns of the orthogonal
matrix O, induced by the linear mapping

(z,v+eq)
z—= S [lv+eal?
—x otherwise.

(v+eq)—x ifveSit\{—e4},

The proof is divided into several steps.

Step 1. Eristence of pnom(w,v) for rational directions v € S™1 N Q?. Let v €
S9=1NQ% then O, € Q¥ is such that O,e; = v and the set {Ove;:j=1,...d—1}
is an orthonormal basis for H,. Moreover, there exists an integer m = m(v) > 4M
such that mO,(z,0) € Z? for every z € Z4~!. We show that there exists a set Q¥ C
Q) of probability one such that the limit defining @pom(w,v) exists for all w € QY.
To this end, we define a suitable discrete stochastic process (depending on v) that
satisfies all the conditions of Theorem 5.2. We start with some notation. For every
I={a1,by) x - X [ag_1,ba_1) € T we define the set I; C R? as

b — as
I :=mO,(int I X (—Smax, Smax)), Where spax := max M

i=1,...d—1 2

and we define a stochastic process p : Z — L*(Q2) by setting

(I, w) :=inf {Ff(w)(v, Ia): v € PCY (v Ia) + Fu € S pr(ub, 1a), FY(w)(u, v, Ia) = o}
+ CL H2(01),

where C,, > 0 is a constant to be chosen later. Note that here we have chosen the same
width for the boundary condition imposed on u and v. Let us prove that p(l,-) €
L'(Q). Using the measurability of £ and & (cf. Definition 2.5), one can show that for
fixed u,v € PCY (interpreted as deterministic vectors (u,v) € RN x [0,1]N) and A > 0
the function

(I, w) = Ff(w)(v, 1) + C, 1Y 2(01) + AFY (w) (u, v, 1)
2 Y (@ - ub @ + @) - v, (@)2)

z€L(w)NIg
dist(z,014) <M

+A Z dist?(u(z), {0,1})

zeL(w)NIqg

is F-measurable. Minimizing over the first & components of the vectors u and v (while
fixing the others to zero) preserves measurability and when k¥ — 400 we infer that
w > infy, 4, a0 (L, w) is measurable. Sending then A — +o00 we finally conclude that
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also w — p(I,w) is measurable as the pointwise limit of measurable functions. In order
to show integrability, note that the function v(l)vl, is admissible in the minimization
problem defining p(f,w) (see also (45)) and, similar to the counting argument used
to derive (49), one can show that

(63)  wullw) < Ff@)(vh, o) + CuldD) < CH* (140 H,) + C, (1)

uniformly in w, so that u(l,-) € L>°(£).

We next prove the stationarity of the process. To this end, for every z € Z4~1 we
set z¥, := mO,(z,0) and we define a measure preserving group action {7,},czi-1 by
setting 7, := 7_.» , where {7.},czq is as in the statement. Note that for every I € 7
and every z € Z4! we have (I — z)q = Ig — 2%,. Moreover, since z%, € H, NZ% and
L is stationary with respect to {7,},czq¢, we have

v e PC“f,M (v(l)yl,, (I — z)d) — v,()=v(—2z) € PC%A“} (’Ué,y, Id),

u € 8¢ (ugly, (I = 2)a) == ua() = ul- = 21,)) € ST37 (gl La)-

Applying once more the stationarity of £ and the edges £ we also obtain the identities
FE(w)(v, (I —2)q) = F{ (Fow)(vs, Ig) and FP(w)(u, (I — 2)q) = F?(F.w)(u., I4), which
yields u(I — z,w) = p(I, 7.w), and hence the stationarity of the process.

Since p(I,w) > 0, it remains to prove the subadditivity of the process. To this
end, let I € 7 and let (I*)%_; be a finite family of pairwise disjoint (d — 1)-dimensional
intervals with I = |J¥_, I'. For fixed i € {1,. .., k} we choose (u,v") € S¢ s (ugh, I8) %
PCY 1 (v§,,, 1)) such that FP(w)(u’,v*,I%) = 0 and

p(I',w) = Ff(w) (W', 1)) + C,H2(AI).

Note that also the d-dimensional intervals I} are pairwise disjoint. This allows us to
define a pair (u,v) € SfM(u(l]:g,Id) X PCY 1 (05, 1a) by setting

() ut(x) if z € I, for some 1 < i < k,
u(x) ==
:g (z) otherwise,

(@) = vi(z) if x €I} for some 1 <i <k,
. ,(z) otherwise.

Since mO,, (int I x (—1/2,1/2)) C int ULIZ and m > 4M, thanks to the boundary
conditions satisfied by (u,v) we have

k k
FY(w)(u,v, 1) = F(w) (u,uint UI;), Fy(w)(v, I3) = FY(w) (v,int UICzl)

Let us show that FP(w)(u,v,int Ule I') = 0, so that v is admissible for p(I,w). Since
by construction F{(w)(u,v, I) = 0 for every i € {1,...,k}, it suffices to show that for
any (z,y) € E(w) with # € T and y € T, for some i # j we have v(z)?|u(z) —u(y)|*> =
0. To this end, we notice that for such a pair (z,y) we have dist(x, 0;) < |z —y| < M,
so that u(ex) = u(l)g(x) and v(z) = v ,,. Similarly u(y) = ué:?,(y) and v(y) = vg,,(y).
In particular, |u(z) — u(y)| # 0 if and only if 2 and y lie on different sides of the

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 07/12/24 to 137.250.100.44 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

2308 ANNIKA BACH, MARCO CICALESE, AND MATTHIAS RUF

hyperplane H,. Since |z — y| < M this implies |(z,v)| < M, so that v(z) = 0. We
conclude that indeed F?(w)(u,v,I;) = 0. Moreover, by the definition of v we have

k k
w) (v,int UI{;) SZF w) (v, I
i=1

Jé] 1
o 3 | Ce@-res Y @) - )P
1<i#j<k e€Tin D (z, y)eg(wj)
EI’,yEI

Fixi,j € {1,...,k}, i # j, and let & € [} N I3. Then (v(z) —1)2 = (v}, (x) = 1)2 £ 0
only if [{z,v)| < M, so that

(64) dist(z, mO, I* " mO,17) < M.

Further, at the points z € I}, y € Ig such that (x,y) € £(w) v satisfies the boundary
conditions, so that |v(z) —v(y)| = |vg, (x) —vg,, (y)] # 0 only if [(z,v)| < M < [(y,v)]
or {y,v)| < M < |{x,v)|. Since |z — y| < M, in both cases we have |(z, V)|, |(y,v)]| <
2M. Thus, denoting by p, the orthogonal projection onto the hyperplane H,, we
obtain |p,(x) — z|, |p, (y) — y| < 2M. Moreover the segment [p,(z),p,(y)] intersects
the (d — 2)-dimensional set mO, I* N mO, 7 and we deduce that

(65) dist(z, mO,I* "m0, 17) <3M, dist(y,mO,I' "mO,I[7) < 3M.

Gathering (64) and (65) yields the existence of a constant C' = C(R/r,M,m) > 0
such that

k
(66) (0,I0) < Y F()(', I +C > HTHIInT).
i=1 1<ij <k

Since v is admissible for p(I,w), keeping in mind that

HI2OI) = ZHd 0ry- > HT(InTD),

1<i#j<k
from (66) we deduce that

w(I,w) < Ff(w)(v, Ig) + C,H2(OT)

k
<Y I w) +(C=Cy) Y HTEIINT),

1<ij<k

hence the subadditivity follows provided we choose C), > C.

Since the contribution C,H4=2(I) is of lower order with respect to the surface
scaling t%~1, applying Theorem 5.2 yields the existence of a set Q¥ of full probability
and a function ¢pem(w,v) such that for every w € Q" there holds

. 1
(67) $Yhom (w7 V) = hm W 901,JVI (Ué:?” QV(07 2mk)> .

k—+oc0
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Thanks to Lemma 5.4 the passage from the integer sequence (2mk)ren to arbi-
trary sequences is now straightforward. Indeed, let ¢ — 400 be arbitrary and set
ty :=2m|ti], t§ = 2m(|tx] +1). Applying Lemma 5.4 with the cubes Q,(0,) and
Q. (0,£]) then yields

(68) @5 (60, Qul0,6)) < a1 (0,t) + c(t)

Again applying Lemma 5.4 with cubes @, (0,t, ) and @, (0,tx) gives

(69) #2000, 1) < 9% ar (U5, Qu0,47) ) + (b))

Dividing by (t;)?~! and gathering (67), (68), and (69) we get

1 1

limsup ——¢7 3 (0,tk) < Yhom(w,v) < liminf ——= o7 3/(0,2x).
k—+oco tk: k—+oo tk

Since the sequence (t) was arbitrarily chosen we deduce that for all w belonging to

the set of full measure Q := ﬂuesdflrw@d OV, for every v € S4~1 N Q? there exists the

limit

1
(70) @hom(wa V) lim d—1 901 M (U'O Iz Qu (O t))

t—+oo t

Step 2. From rational to irrational directions. We continue by proving that (70)
holds for every w € Q and every v € S?~1. To this end, for every w € Q and v € S¢~!
we introduce the auxiliary functions

1
P(w,v) := limsup = 1cp1 M (uoy,Qy(O t))
t—+00

1
plw,v) = lmint —— % (u,Qu(0.0)),

t—+o0
and we observe that for every w € Qand v e S4-1n Q% we have
(71) P(w,v) = o(w, V) = Phom(w, V).

We now aim to extend this equality to every w € Q and every v € S by density of
Si=1nQ? inASd_l.

Let w € Q and v € S\ Q% As the inverse of the stereographic projection maps
rational points to rational directions, we find a sequence (v;) C S¥~1NQ? converging
to v. In particular, since v # —egy, it follows by the continuity of v — O, that for
fixed n > 0 there exists an index jo = jo(n) such that for all j > jo we have

(1) Quy (0,1~ 1) °C Qu(0,1) °C Quy (0,1 + 1);

(11) diStH (Hl, N BQ, H,jj N Bg) S 7,
where disty; denotes the Hausdorff distance. Using similar argumentb as in the proof of
Lemma 5.4 we aim to compare the two quantities (piM(uO ., @Qu(0,1)) and <p‘f}M(ué:?,J ,
Q., (0, (1 =mn)t)). To simplify notation we set

Q(t) = Qu(oat)7 Q;](t) = Ql/j (Oa (1 - U)t)-

For j > jo and t > 0 we choose a pair (u}, v})eSY’ M(uoy ,Q (1)) < PCY pr(vg,,,,, Q7 (1))

satistying FY(w)(ul, v!, Q(1) = 0 and F{(w)(0l, Q1) = ¢y, (uk, Q1(¢)). More-
over, we observe that thanks to (i) for ¢ sufficiently large we have dist(Q7(t),
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dQ(t)) > 2M. This allows us to extend u} to a function @} € Sy M(UOV,Q( )
by setting u(x) := u(l)?,(x) on L(w) N ( ) \ Q7 (t). We now construct a function
ot € PCY p((v),, Q(t)) satisfying Fb(w) (@ ah, 0%, Q(t)) = 0 and which has almost the
same energy as vé. To this end, we consider the cone

K(v,vj) ={z € RY: (z, v){z,vj) <0},
and we set
Lw):={z € R?: {z,v)] < M}, L(vj) :={z € R%: {z,v;)| < M}.

We denote by U(v,v;) := K(v,v;) UL(v) U L(v;) the union of the three sets above.
We then define o} by its values on £(w) via

o) ifa e QU (U, vy) NonQI(D)),
oi(x) =40 if z € (U(v, vi) N oMQj(t )) U (LV\Q" ).
1 otherwise

(see Figure 2). Let us now verify that F{(w)(af, o, Q(t)) = 0. First observe that for

all z € L(w) NQ7(t) we have o' (z) € {0,v!(2)} and hence F}(w)(al, o}, Q] (t)) = 0 by
hypotheses. Suppose now that (z,y) € E(w) N (Q(t) x Q(t)) with at least one point
belonging to Q(t) \ Q] (t) and @' (z) # @}(y). Then we can distinguish the following
two cases:

(a) x E Q](t) and y € Q(t) \ Q](t): since |z —y| < M we have @’ (z) = u}(r) =
Uo ) 0 (z). Moreover by definition it holds that @’ (y) = uég(y) In particular,
uo v; O (&) # uy%(y). The latter implies that 2,y € U(v, vj), so that of(z) =
o (y ) =0, Wthh yields o} (x)?|at (x) — a5(y)|* = 0.
(b) z,y € Q(t) \ Q(t): then necessarily z,y € L(v), so that o%(x) = v}(y) =0
and we conclude again.
The above discussion shows that o} is admissible for ¢ M(“o v, Q(t)) (note that o

also satisfies the correct boundary conditions). Moreover the same reasoning as in
Lemma 5.4 leads to the estimate

P} ()(#, Q) < FY (@)(v}, Q1(1)+C (M (K (v,15) N 0Q)0)+H* ™ (H, 0 Q1) \ Q] (1))
< Ff(w)(v5, Q1(t) + Cnt? ™!

FI1G. 2. The two cubes Q;](t) and Q(t) and in gray the set U(v,v;) N BMQ;-'(t) U (L(v)\ Q?(t))

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 07/12/24 to 137.250.100.44 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

RANDOM DISCRETIZATIONS OF THE A-T FUNCTIONAL 2311

where the second inequality follows thanks to (ii). Dividing the above inequality by
t?~1 and passing to the upper limit as t — 400, in view of the choice of 1);» we obtain

P(w,v) < limsup td%Ff(w)(f);, Q) < @hom(w,v;) + Cn.
t——+oo

Thus, letting first j — +oo and then n — 0 gives P(w,v) < liminf; ppom(w,v;).
A similar argument, now using the second inclusion in (i), leads to the inequality
lim sup; hom (w, ;) < @(w, ). Hence the equality (71) extends to all » € 597! and
the limit in (70) exists for all directions.

Step 3. Shift invariance in the probability space. Next we find a set QcQon
which ¢(, v) is invariant under the group action {7.},cza for every v € S9~1. Namely,
we define the set

Q= ﬂ Tz(ﬁ),

z€7Z4

which has full measure since 7 is measure preserving. Moreover, as a consequence of
Definition 2.3 every map 7, is bijective, so that for every z € Z? we have 7.(Q) = Q C
(AZ, hence the limit defining ¢pom(T,w, v) exists for every z € Z? and every v € S9-1,
Thus, it remains to prove that phem (7w, ) and @pem(w, V) coincide. To this end it
suffices to show that

(72) @hom(Tzw; V) < @hom(w7 V)

holds for every z € Z¢, w € ﬁ, and v € S971; then the opposite inequality follows by
applying (72) with z replaced by —z and w replaced by T,w.

Let z,w, v be as above. There exists N = N(z) > 0 such that for all ¢ > 0 it holds
that

(73) Q,(0,t) CQu(—2,N +1t), 2M < dist(0Q,(0,t),0Q,(—z, N +1)).

An argument similar to the one used to prove the stationarity of the stochastic process
shows that

1 1 w 1,0
Phom (Tzw, V) = t_l}gloo WWLM (U,Z’w v(—2z, N + t))
1 1 w 1,0
= t_]}:_noo tdf_l(pl’M (U,27V7 v(—2z,N + t))

Moreover, in view of (73) for ¢ sufficiently large the cubes @Q,(0,t) and Q,(—z, N + 1)
satisfy all the conditions of Lemma 5.4. Hence we deduce that

5 ar (1520 Qu(=2 N +6)) < 0% ar (150 Qu(0.8)) + (2] + N)(t + N2,

and we obtain (72) by dividing the above inequality by t4~! and passing to the limit
as t — 400. 0

It is by now standard to show that in the limit defining @nom the cubes @, (0, t)
can be replaced by Q, (tr,tg) with z € R? p > 0 arbitrary. In fact, the following
proposition can be proved by repeating the arguments in the proof of [18, Theorem
5.8] (see also [3, Theorem 5.5]) and applying Lemma 5.4 and Proposition 5.3 above.
We thus omit its proof here.
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PROPOSITION 5.5. Let L be an admissible stationary stochastic lattice with ad-
missible stationary edges in the sense of Definitions 2.1 and 2.5. Then there exists
Q' C Q with P(Y) =1 such that for every w € ' and every x € D, v € S, 0> 0
there holds
(74) Prom(w,v) = 1 _(t0)' =% 5y (ul Qulta ) ),
where Ynom is given by Proposition 5.3. In particular, the limit in (74) exists and is
independent of T and p.

We finally prove Theorem 3.4.

Proof of Theorem 3.4. Combining [2, Theorem 2] and Proposition 5.3 above yields
the existence of a set 2’ C Q with P(Q') = 1 such that for all w € €’ the limit in (28)
exists for every ¢ € R? and every v € S9! and (74) holds true. In addition, [2, Theo-
rem 2] proves the existence of a set of full measure (without loss of generality Q') such
that the limit in (27) exists for every w € €. Moreover, since £ is an admissible sto-
chastic lattice with admissible edges &, for every w € Q' and every € — 0 Theorem 3.2
provides us with a subsequence ¢,, and a functional F(w) : L*(D) x L'(D) — [0, +00]
of the form

F(w)(u,l):/ f(w,x,Vu)dx—i—/ o(w,z,v,)dHYY, uwe GSBVA(D),
D Sau

such that F., (w) I-converges to F(w) in the strong L'(D) x L'(D)-topology. Thanks
to Proposition 4.9 we know that

f(w,20,8) = from(w, &) for a.e. zg € D and every & € R?,

with fhom(w,&) given by (27), where we have used that thanks to [2, Theorem 2]
fhom does not depend on zy. Moreover, combining the asymptotic formula for ¢ in
Proposition 4.1 with Lemma 4.10, Lemma 4.11, and a change of variables yields

(75) ¢(w, z,v) = limsup lim lim sup %g@‘ft 5 (ui‘; vy Qu(tnz, tng)),
0—0 0—0 p—+too ( n@)d ! o e
where t,, = ;1. Since for every fixed § > 0 we have 6t,, > M for t,, sufficiently large,
from (75) and Proposition 5.5 we immediately deduce that ¢(w,z,v) > @nom(w, V)
for every x € D, v € 9~
To prove the opposite inequality we fix o > 0 and 6 € (0, 9). Then a procedure
similar to the one used in the proof of Lemma 5.4 allows us to extend any pair

(ttns0n) € S0 (U100 Qulta ta0 = 8))) X PCE 5y (0] 1.0 Qultns (0 = 6))

to Q, (tnx, t,0) in such a way that v, is admissible for gp“ﬁtn&(ui;&w Q. (thx,ty0)) and

F} () (vn, Qu(ta, tn0)) < FF(w)(vn, Qu(ta, tu(e — 8))) + Ct7714.

Passing to the infimum and dividing the above inequality by (t,0)?"! we obtain

o(w,z,v) < @hom(w,v) by letting first n — +oo and then § — 0. Hence the limit
is determined uniquely independent of the subsequence. The claim then follows from
the Urysohn-property of I'-convergence and the fact that the ergodicity of the group
action makes the functions @nem and fhom deterministic due to (59) and [2, Theorem
2], respectively. d
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Finally, we prove the approximation of the Mumford-Shah functional in the iso-
tropic case.

Proof of Theorem 3.5. Due to Theorem 3.4 it only remains to show that fuom(£) =
c1|€]? and ¢(v) = ¢, for some constants ¢y, co > 0. By Theorem 3.2 the function f is
a nonnegative quadratic form. Reasoning exactly as for the vectorial case treated in
[2, Theorem 9] one can show that ergodicity and isotropy imply f(RE) = f(€) for all
¢ € R? and all R € SO(d). Hence f is constant on S9! and has to be of the form
(&) = c1|€|? for some ¢; > 0.

We next show that @hom (RV) = @hom (V) for all R € SO(d). Recall that 77, denotes
a measure preserving map such that £ o7, = RL for all R € SO(d). Next observe
that by this isotropy property of £ we have the equivalences

w € 8¢ (UG Quw(0,1)) = wo R e ST (ugy, Qu(0,1)),
v EPCE 1y (0 s Qru(0,1)) = vo R € PCIA (0, Qu(0,1).
Moreover, by the joint isotropy of £ and of the edges &, it holds that

FY(w)(u,v, Qry(0,1)) F{](T;%TW)(UOR,’UOR,QV(O,t)),
F () (v, Qro(0,t)) = Fi (Tgrw)(vo R, Qu(0,1)).

Hence, from definition (25) we conclude that

s (455 Qr(0,0)) = 075 (w62, Qu(0,1)))

Since @pom is deterministic by ergodicity, we can take expectations in the asymptotic
formula given by (28) and due to the fact that 7, is measure preserving, by dominated
convergence and a change of variables we obtain

. 1 w a
Phom (Rr) = lim 7_/Q§01,M (uoj(})%vaRu(Ovt)) dP(w)

t—+oo td—1
1 T rw
= t£+oo td 1 /Qsolf%M (uO wQu(O t)) d]P(oJ)
. 1 o
B tlg‘noo tdj /Q Prm <'LL0 v QV(O t)) ]P)( ) = QDhom(V)~
We finish the proof setting ca = ¢nom(e1) > 0. 0

6. Numerical results. We complement the theoretical results proved in the
previous sections with two numerical examples that illustrate the isotropic behavior
of the random discretization considered in this paper.

We start describing how to create the random lattice. The construction of the
random lattice is based on the random parking model with parameter r > 0, which
we briefly describe below. On a fixed bounded domain D one constructs a point set
as follows:

(1) Choose a point x; € D according to a uniform distribution.

(2) For i > 2 choose the ith point z; € D according to a uniform distribution

and accept it if |x; — ;| > r for all j <.
One obtains the so-called jamming limit repeating this process ad infinitum. When the
domain D invades the whole space in a suitable sense (for instance, take the sequence
D, = (—n,n)%), then it was proven in [33, Theorem 2.2] that the corresponding
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jamming limits converge weakly (in the sense of measures) to a point process on the
whole space R?, namely the random parking process in R?. This limit point process
together with the associated Voronoi edges satisfies all the assumptions of Theorem
3.5. In practice, however, one has to work with the finite approximation described
in (1)—(2) above. Nevertheless, using similar arguments as in [28, Lemma 2.5] one
can prove that the I'-limit remains the same provided the random parking model
is constructed on a sequence of rescaled Lipschitz set D’/e with D CcC D’ via the
graphical construction as described in [28, section 2.1].

For standard images we create the random parking process in a finite rectangular
box @ = [0,X] x [0,Y] (usually X and Y are the pixel dimensions of the original
image). We notice that the distance test (2) does not need to be done for all points.
With an auxiliary list we reduce this test to a uniformly bounded number of points in
each iteration step. In this way one can add points until condition (i) in Definition 2.1 is
satisfied inside @) with a sufficiently small R. Even though in the (theoretical) jamming
limit one can ensure that R < 2r, for our purposes, with » = 0.7 in pixel units, it
suffices to ensure that R < 4r. Instead of checking this condition, a more efficient
stopping criterion for creating the random lattice is to stop the iteration process after
a certain number (300 in the following examples) of unsuccessful iterations (cf. Figure
3 for an example). Finally we mention that the stochastic lattice has to be created
just once and can be saved for future usage. After the lattice has been created one
has to compute the Delaunay triangulation in order to obtain the Voronoi neighbors.
In this step we also delete long edges close to the boundary of Q.

In what follows, we compare the number of points and interactions of a dis-
cretization of a (640 x 480)-image with respect Z2 and a realization of L£(w) with
r = 0.7 which was the parameter we used in our examples. Clearly, with Z? one has
640 x 480 = 307, 200 points and the number of interactions per point equals 4 (except
some points at the boundary that we neglect). For the random lattice, the average of
10 realizations yields 320,630 points with a maximal deviation of (—10.893, 45.643).
The average number of interactions per point equals 6 up to boundary corrections of
order 10~%. In Figure 4 we display a typical distribution of the number of interactions
per point. One can conclude that the average number of points does not change signif-
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F1G. 3. A realization of a stochastic lattice with r = 4 on Q = [0,640] x [0, 480].
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Fi1G. 4. The distribution of the number of interactions per particle of a typical realization on
Q = [0, 640] x [0,480] with 7 = 0.7.

icantly when one uses random lattices instead of Z2, while the number of interactions
increases by a factor of 3/2.

Having created the lattice together with the edges one has to define a discrete
version of the original image on the stochastic grid to construct the discrete fidelity
term in (30). To this end, at every point z; we define g.(x;) to be the value at the
pixel obtained by taking componentwise the integer part of the coordinates of x; (of
course other choices are possible).

After this preparation we apply the well-known method of alternate minimization
for the Ambrosio—Tortorelli functionals. For this method, given a starting guess ug
one minimizes the discrete functional with respect to v and finds a first candidate wvg.
Then, for fixed vy one minimizes with respect to v and finds a candidate u;. Note
that each minimization requires solving a linear equation. In the examples presented
below we repeat this procedure until for two iterative solutions wuy, ur41 it holds that
ek — i |/ uel] < 1072,

In what follows we apply the procedure described above to simple but meaningful
test images that help to illustrate the anisotropic behavior of the functionals in (4)
obtained by discretizing AT, on a periodic lattice in contrast to the isotropic behavior
of the discretization on a stochastic lattice in (18). In fact, we present two examples
showing that the discretization on a square lattice prefers jump sets whose normal
has a small supremum norm. Notice that this is also consistent with the results in [10,
Theorem 6.1 and Proposition 7.1]. The first example (Figure 5) is the reconstruction
of differently oriented squares. The tuning parameters are chosen as § = 29.85 and
v = 5000 in the periodic case, while in the stochastic case 8 = 25. We notice that
the lower constant 8 in the stochastic setting makes the weight of the surface term
per lattice cell comparable in both models. In fact it takes into account that the
term (v — 1)? has the same weight in both models, while the proportion between the
gradient term in the square lattice and the gradient term in the stochastic lattice is
2/3. The latter corresponds to the proportion between the number of interactions in
the square lattice and the average number of interactions in the stochastic one.
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E O

Fi1a. 5. Top (from left to right): original image; reconstructed image using the discretization on
a square lattice, corresponding edge variable; bottom (from left to right): reconstructed image using
random discretization, corresponding edge variable.

@
O]

Fic. 6. Top: original image; middle (from left to right): reconstructed image using the dis-
cretization on a square lattice, corresponding edge variable, binary plot of the edge variable with
threshold 0.2; bottom (from left to right): reconstructed image using random discretization, corre-
sponding edge variable, binary plot of the edge variable with threshold 0.2.
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The second example (Figure 6) shows the reconstruction of a circle. For the pe-
riodic functionals the tuning parameters are chosen as 5 = 28, v = 4500, while for
the stochastic ones we chose § = 23. We display in each case the reconstructed image
together with the corresponding edge variable and a binary plot of the sublevelset
{v < 0.2}, the latter one making the anisotropic behavior more evident.
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