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Abstract. In this paper, we study the initial-boundary value problem for the Poiseuille flow of
hyperbolic-parabolic Ericksen-Leslie model of nematic liquid crystals in one space dimension. Due
to the quasilinearity, the solution of this model in general forms cusp singularity. We prove the global
existence of Hölder continuous solution, which may include cusp singularity, for initial-boundary
value problems with different types of boundary conditions.
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1. Introduction

The hydrodynamic theory of incompressible liquid crystals was established by Ericksen [14–16]
and Leslie [27]. The Ericksen-Leslie’s system is written as





ρu̇+∇P = ∇ · σ −∇( ∂W
∂∇n

⊗∇n),
∇ · u = 0,

νn̈ = λn− ∂W
∂n − g +∇ · ( ∂W

∂∇n
),

|n| = 1,

(1.1)

where u is the velocity, n is the director field of the liquid crystal molecules, ρ is the constant
density, P is the pressure, ν is the inertia coefficient of the director n. g and σ are the kinematic
transport and the viscous stress tensor, respectively, which satisfy

g = γ1N + γ2Dn, N = ṅ− ωn,

D =
1

2
(∇u+∇tu), ω =

1

2
(∇u−∇tu),

σ = α1(n
tDn)n⊗ n+ α2N ⊗ n+ α3n⊗N + α4D + α5(Dn)⊗ n+ α6n⊗ (Dn),

where α1, · · · , α6, γ1, γ2 are physical coefficients satisfying (see [8, 27])

γ1 = α3 − α2, γ2 = α6 − α5, α2 + α3 = α6 − α5,

α4 > 0, 2α1 + 3α4 + 2α5 + 2α6 > 0, γ1 > 0,

2α4 + α5 + α6 > 0, 4γ1(2α4 + α5 + α6) > (α2 + α3 + γ2)
2.

If the orientation order parameters of nematic materials are treated as a unit vector n ∈ S
2,

the director, then the Oseen-Frank energy density determines the macrostructure of the crystal
1
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structure ([27])

2W (n,∇n) =K1(∇ · n)2 +K2(n · (∇× n))2 +K3|n× (∇× n)|2

+ (K2 +K4)[tr(∇n)2 − (∇ · n)2],
where Kj , j = 1, 2, 3, are the positive constants representing splay, twist, and bend effects respec-
tively, with K2 ≥ |K4|, 2K1 ≥ K2 +K4.

Successful theories with a wide range of interesting properties have been established for the
equilibrium theory (the elliptic case on n) and the evolutionary theory (the parabolic case on n)
when the inertial effect in (1.1) is neglected, i.e. when ν = 0. See a partial list of references in
[18, 20, 22, 28, 31–34, 36, 37].

However, there are very few studies on the full Ericksen-Leslie system, including the inertial
effect, i.e. when ν = 0. Many fundamental problems including global wellposedness are still wide
open. When one considers a special Oseen-Frank potential W = |∇n|2, which makes the wave
equations on n essentially semilinear, for small data problem, Jiang and his collaborators obtained
a series of existence results on regular solutions [12, 23–26].

In general, the solution of (1.1) might form a finite time singularity even in one space dimension,
due to the quasilinearity in the wave equation of n. See [8] for the formation of finite time cusp
singularity for the Poiseuille flow, and [13] for the formation of cusp singularity in multiple space
dimension. For solutions in multiple space dimension, Chen-Huang-Xu in [9] found another type
of singularity for (1.1) due to the geometric effect, similar as the one for the semilinear wave map
equation.

In [8], the first large data global existence result on the Cauchy problem of (1.1) was established
by Chen-Huang-Liu in [8] for the 1-d Poiseuille flow, where the solution may include cusp singularity.

In this paper, we establish some global existence results for the initial-boundary value problem
of the Poiseuille flow for nematic liquid crystals via the full Ericksen-Leslie model (1.1). More
precisely, for the 1-d Poiseuille flow with u = (0, 0, u)t,n = (sin θ, 0, cos θ)t, the system of u and θ
becomes {

ρut = (g(θ)ux + h(θ)θt)x,
νθtt + γ1θt = c(θ)(c(θ)θx)x − h(θ)ux,

(1.2)

where

g(θ) := α1 sin
2 θ cos2 θ +

α5 − α2

2
sin2 θ +

α3 + α6

2
cos2 θ +

α4

2
,

c(θ) :=
√
K1 cos2 θ +K3 sin

2 θ,

h(θ) := α3 cos
2 θ − α2 sin

2 θ =
γ1 + γ2 cos(2θ)

2
.

See the derivation of this model in [8]. Notice that g(θ), c(θ), h(θ) are smooth with respect to θ,
and g(θ), c(θ), h(θ), g′(θ), c′(θ), c′′(θ), h′(θ) are uniformly bounded.

There are several physically interesting boundary conditions. For the velocity u, we have the
following possible choices. We denote an important quantity

J = g(θ)ux + h(θ)θt.

• Nonslip boundary condition. If the boundary is a solid wall, we can propose the nonslip
boundary condition u = 0 on the boundary. If the boundary is moving, we can also propose
u = f(t) on the boundary with f(t) is a given function with t. This corresponds to the
Dirichlet boundary condition on u.

• Stress-free boundary condition. On the boundary the shear stress is zero. (1, 0, 0)D =
(0, 0, J)t = 0, where (1, 0, 0) is the normal direction of the boundary. This boundary
condition can be seen in the jet with a free boundary. Under the assumption of the Poiseuille
flow, there is no in-flow or out-flow, so the boundary is fixed. This corresponds to the
Neumann boundary condition on u.
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• Navier boundary condition. On the boundary, the shear stress is proportional to the tan-
gential velocity, that is J = −γu. This corresponds to the Robin boundary condition on
u.

For the director n, one can propose the following boundary conditions [35].

• Strong anchoring condition. On the boundary, n is given. This corresponds to the Dirichlet
boundary condition.

• No anchoring condition. ∂W
∂ni,j

νj = 0.

• Weak anchoring condition. ∂WF

∂ni,j
νj +

∂Ws

∂ni
= γni.

In this paper, we will consider all combinations of boundary conditions, excluding the Navier
boundary condition.

1.1. Main result. For simplicity, we only consider a special case when α1 = 0, α5−α2 = α3+α6,
so that g(θ) is a constant α3+α4+α6

2 . Without loss of generality, we assume g(θ) = 1, ν = 1, γ1 =
2, γ2 = 0 and ρ = 1. So h(θ) = 1. Then the system is written as

{
ut = (ux + θt)x,
θtt + 2θt = c(θ)(c(θ)θx)x − ux,

(1.3)

where the function c(·) is a C2 function satisfying

0 < CL ≤ c(·) ≤ CU <∞, |c′(·)| ≤ C1 <∞, (1.4)

for some positive constants CL, CU and C1. In this case, J = ux + θt.
The first equation of (1.3) has constant coefficients. This gives us some technical advantage

than (1.2). In [8], the authors first considered the simplified system (1.3). Later in [10], the global
existence result of Cauchy problem was extended to the general system (1.2). We conject the result
in this paper on (1.3) (Theorem 1.1) still holds for (1.2).

The following global existence theorem on the initial boundary value problem of (1.3) on x ∈ [0, π]
is our main theorem. For the convenience on notations, we choose the domain as x ∈ [0, π]. The
result holds for any bounded domain x ∈ [a, b] by the same proof.

Theorem 1.1. Assume initially

u(x, 0) = u0(x) ∈ H1([0, π]), θ(x, 0) = θ0(x) ∈ H1([0, π]), θt(x, 0) = θ1(x) ∈ L2([0, π]). (1.5)

We consider one of the following boundary conditions:

u(0, t) = u(π, t) = 0,

− ι1θ(0, t) + ι2θx(0, t) = ι3θ(π, t) + ι4θx(π, t) = 0,
(1.6)

or
(ux + θt)(0, t) = (ux + θt)(π, t) = 0,

− ι1θ(0, t) + ι2θx(0, t) = ι3θ(π, t) + ι4θx(π, t) = 0,
(1.7)

where ι1 to ι4 are nonnegative constants satisfying ι21+ ι
2
2 > 0 and ι23+ ι

2
4 > 0. The functions u0(x),

θ0(x) and θ1(x) satisfy the corresponding compatibility conditions at 0 and π, and two additional
conditions:

u′0(x) + θ1(x) ∈ Cα([0, π]), (1.8)

for some α ∈ (0, 1/4), and θ0 are absolutely continuous.
For any given time T ∈ (0,∞), the initial-boundary value problem (1.3)-(1.8) admits a weak

solution (u(x, t), θ(x, t)) defined on [0, π] × [0, T ] in the sense of Definition 1.2. Moreover, the
associated energy

E(t) := 1

2

ˆ π

0
(θ2t + c2(θ)θ2x + u2)(x, t) dx+Bπ(θ(π, t)) +B0(θ(0, t)), (1.9)
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is well-defined for t ∈ [0, T ] and satisfies

E(t) ≤ E(0) −
ˆ t

0

ˆ π

0
((ux + θt)

2 + θ2t )(x, t) dxdt, (1.10)

where B0(θ(0, t)) and Bπ(θ(π, t)) are, respectively, the boundary energies on x = 0 and x = π,
defined as

B0(θ(0, t)) =





ι1
ι2

ˆ θ(0,t)

0
c2(s)s ds, ι2 6= 0,

0, ι2 = 0,

Bπ(θ(π, t)) =





ι3
ι4

ˆ θ(π,t)

0
c2(s)s ds, ι4 6= 0,

0, ι4 = 0.

(1.11)

Next, we define the weak solution. First, the energy equality for the smooth solution is

d

dt

ˆ π

0

1

2
u2 +

1

2
θ2t +

1

2
c2θ2xdx+

ˆ π

0
θ2t + (ux + θt)

2dx−
[
(ux + θt)u+ c2θtθx

]∣∣∣
x=π

x=0
= 0,

d

dt

[
ˆ π

0

1

2
u2 +

1

2
θ2t +

1

2
c2θ2xdx+Bπ(θ(π, t)) +B0(θ(0, t))

]
+

ˆ π

0
θ2t + (ux + θt)

2dx = 0. (1.12)

Definition 1.2. For any given time T > 0, we say (u(x, t), θ(x, t)), defined for all (x, t) ∈ [0, π]×
[0, T ], is a weak solution to the initial-boundary value problem (1.3)-(1.8) if

(i) there hold
ˆ T

0

ˆ π

0

(
uψt − (ux + θt)ψx

)
dxdt+

ˆ T

0
[(ux + θt)ψ]

∣∣∣∣
x=π

x=0

dt = 0, (1.13)

and
ˆ T

0

ˆ π

0

(
θtϕt − (c(θ)ϕ)xc(θ)θx − 2θtϕ− uxϕ

)
dxdt+

ˆ T

0
(c2ϕθx)

∣∣∣∣
x=π

x=0

dt = 0, (1.14)

for any test functions ψ,ϕ ∈ F , where

F :=

{
f ∈ C∞((0, π) × (0, T )) : ∂it∂

j
xf

∣∣∣∣
t=0,T

= 0, ∀ i, j = 0, 1, 2 · · ·
}
, (1.15)

θ ∈ C1/2([0, π] × [0, T ]) ∩ L2([0, T ],H1([0, π])), (1.16)

and

u ∈ L∞([0, T ],H1([0, π])) ∩ L∞([0, π] × [0, T ]), (1.17)

ut ∈ L2([0, T ],H−1([0, π])); (1.18)

(ii) the first and second equations for initial conditions in (1.5) are satisfied pointwise, and the
third equation holds in Lp for p ∈ [1, 2);

(iii) the boundary conditions in (1.6) or in (1.7) are satisfied in L2(0, T ) sense.

We note that the global existence theory for (1.3), is base on earlier work of Bressan-Zheng in
[5] on the variational wave equation. In fact, before considering (1.3), a class of simplified 1-d
wave models only on n were first studied. For example, when n = (cos θ, 0, sin θ)(x, t), x ∈ R, the
variational wave equation satisfies

θtt − c(θ)
(
c(θ)θx

)
x
= 0, θ(x, 0) = θ0(x) ∈ H1, θt(x, 0) = θ1(x) ∈ L2. (1.19)

It is natural to consider the finite energy (H1) initial data. Since H1 →֒ C1/2 in 1-d, which
is not Lipschitz, finite time cusp singularity forms even if initial data are smooth [17]. For the

Cauchy problem (1.19), the existence, uniqueness and Lipschitz continuity of global C1/2 energy
conservative solutions was established by [5, 19], [3] and [1, 2], respectively. Later, these results
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were extended to a wave system with n ∈ S
2 when the Oseen-Frank potential takes its general

form in [6, 7, 11, 39, 40], and another general system in [21]. See existence of dissipative solution
of (1.19) for the Cauchy problem at [4, 38].

Our existence result on the initial boundary value problem also applies to the variational wave
equation (1.19), which is missing for many years.

However, one cannot easily extend the result for the variational wave equation to (1.3) (or (1.2)).
This is because ux has the similar regularity as θt, which maybe unbounded. There is no direct
method to cope with the variational wave equation with an unbounded source term. The key
observation in [8] which helps solving this issue, is to find J = ux + θt ∈ Cα ∩L2 ∩L∞ on (x, t) for
(1.3).

For the initial-boundary value problem, we still use J to rewrite (1.3). Then, for any given
J ∈ Cα ∩ L2 ∩ L∞, we first establish the global existence result on θ(x, t) ∈ L∞(H1), by solving
an initial-boundary value problem of (1.19) with damping and the force term J . In this step, we
need to change the equation into a semilinear system on characteristic coordinates. This method
was first used by Bressan-Zheng in [5], then by Chen-Huang-Liu in [8], for the Cauchy problem.
For the boundary value problem, we need to transform the boundary conditions on (u, θ) in the
original (x, t)-coordinates to conditions on J and other new dependent variables under the new
coordinates. Here we need some new methods to cope with these additional boundary values (see
Subsection 2.5).

The second step is to find a fixed point using the heat equation on J for the boundary value
problem. The difficulty lies in the fact that the source term of the equation on J is only H−1.
One cannot directly use the smoothing effect of the heat equation, but need to first use the wave
equation to change θtt into θxx and other lower order terms. Then one can show the enhanced
regularity on J , since the smoothing effect of heat equation on the source term θxx is much better
than θtt. Different from the Cauchy problem [8], in this initial-boundary value problem, the heat
kernel is expressed as an infinite series by using the image method. Finally we used the Duhamel’s
principle and the Schauder fixed point theorem to prove the existence of a fixed point.

1.2. Structure of this paper. We will first consider the nonslip (Dirichlet) boundary condition
(1.6) on velocity u, in sections 3 and 4. To cope with different types of boundary conditions on θ,
we only need some minor changes in the proof. To avoid a repeat, we propose to only prove the
following mixed boundary conditions.

u(0, t) = u(π, t) = 0,

θ(0, t) = ιθ(π, t) + θx(π, t) = 0,
(1.20)

where ι ≥ 0. This is a special case of (1.6). The functions u0(x), θ0(x) and θ1(x) satisfy the
corresponding compatibility conditions at 0 and π

θ0(0) = ιθ0(π) + θ1(π) = 0, u0(0) = u0(π) = 0. (1.21)

Correspondingly, our results can be stated as follows.

Theorem 1.3. Assume all conditions in Theorem 1.1 hold. For any given time T ∈ (0,∞),
the initial-boundary value problem (1.3)-(1.8) admits a weak solution (u(x, t), θ(x, t)) defined on
[0, π] × [0, T ] in the sense of Definition 1.2. Moreover, the associated energy

E(t) := 1

2

ˆ π

0
(θ2t + c2(θ)θ2x + u2)(x, t) dx+B(θ(π, t)), (1.22)

with B(θ(π, t)) =
´ θ(π,t)
0 ιc2(s)s ds ≥ 0, is well-defined for t ∈ [0, T ] and satisfies

E(t) ≤ E(0) −
ˆ t

0

ˆ π

0
((ux + θt)

2 + θ2t )(x, t) dxdt. (1.23)
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In the proof of Theorem 1.3, we include all necessary techniques to cope with three types of
(Dirichlet, Neumann and Robin) boundary conditions on θ included in (1.6). So all other cases
in Theorem 1.1 with the boundary condition (1.6) can be proved similarly. We leave them to the
reader.

In section 5, we will present a proof of Theorem 1.1 with stress-free (Neumann) boundary con-
dition (1.7).

Remark 1.4. The result is still correct for the general Dirichlet and Neumann boundary on u and
θ, with for example, u(0, t) = f1(t), u(π, t) = f2(t), θ(0, t) = g1(t) and ιθ(π, t) + θx(π, t) = g2(t)
with absolutely continuous f1,2(t), g2(t) functions and C1 continuous g1(t) function. For this case,
when considering the global existence of the wave equations, we replace the boundary conditions on
L0 and Lπ in (2.23) by

z

2
= arctan[2g′1(t)− tan

w

2
], q − 1 + [2g′1(t)− tan w

2 ]
2

1 + tan2 w
2

q = 0, on L0,

w

2
= arctan[tan

z

2
+ 2c(θ)g2(t)− 2ιc(θ)θ], p− 1 + [tan z

2 + 2c(θ)g2(t)− 2ιc(θ)θ]2

1 + tan2 z
2

q = 0, on Lπ,

and replace the boundary energy B(θ(π, t)) in (1.22) by a corresponding form. Moreover, instead
of (3.1), (3.2), the current initial-boundary value problem for the variable J = ux + θt is





Jt − Jxx = c(θ)(c(θ)θx)x − θt − J,
J(x, 0) = J0(x),
Jx(0, t) = f ′1(t), Jx(π, t) = f ′2(t).

(1.24)

Furthermore, replaced (3.48), the initial-boundary value problem for the variable u now is




ut − uxx = θtx,
u(x, 0) = u0(x),
u(0, t) = f1(t), u(π, t) = f2(t).

(1.25)

We can introduce some suitable variables for problems (1.24) and (1.25) to transform them into
homogeneous boundary condition problems, and then use the Green/Neumann functions defined in
Section 3 to express the corresponding weak solutions. The proof is very similar to the cases of the
homogeneous boundary conditions (1.6) or (1.7).

2. Existence of wave equation for any given J = ux + θt

In this section, we show the global existence of Hölder continuous solutions to the initial-boundary
value problem of the nonlinear wave equation in (1.3) for any given J = ux + θt.

2.1. The semilinear system in characteristic coordinates. Let J = ux + θt. The wave
equation in (1.3) reads

θtt − c(θ)(c(θ)θx)x + θt + J = 0. (2.1)

Denote

R := θt + c(θ)θx, S := θt − c(θ)θx, (2.2)

so that

θt =
R+ S

2
, θx =

R− S

2c(θ)
. (2.3)
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By (2.1), the equations in terms of variables (R,S) are




Rt − c(θ)Rx =
c′(θ)

4c(θ)
(R2 − S2)− 1

2
(R + S)− J,

St + c(θ)Sx =
c′(θ)

4c(θ)
(S2 −R2)− 1

2
(R+ S)− J.

(2.4)

Let (x, t) be any point in [0, π] × [0,∞). We define the forward and backward characteristics
x = x±(s;x, t)(s ≤ t) passing through the point (x, t) as follows





dx±(s;x, t)

ds
= ±c(θ(x±(s;x, t), s)),

x±(t;x, t) = x.
(2.5)

We now define the coordinate transformation (x, t) → (X,Y ) on [0, π] × [0,∞). We first specify
this transformation to transform the lines x = 0 and x = π with t ≥ 0 into the lines Y = X with
X ≥ 0 and Y = X − X̃ with X ≥ X̂ , respectively, where

X̃ =

ˆ π

0
(1 +R2

0(z)) dz −
ˆ 0

π
(1 + S2

0(z)) dz, X̂ =

ˆ π

0
(1 +R2

0(z)) dz. (2.6)

Here

R0(x) = θ1(x) + c(θ0(x))θ
′
0(x), S0(x) = θ1(x)− c(θ0(x))θ

′
0(x), ∀ x ∈ [0, π]. (2.7)

Moreover, we set that the segment t = 0 with x ∈ [0, π] is transformed to a piece of curve Γ0 : Y =

φ(X)(X ∈ [0, X̂ ]) defined through a parametric x ∈ [0, π]

X =

ˆ x

0
(1 +R2

0(z)) dz, Y =

ˆ 0

x
(1 + S2

0(z)) dz. (2.8)

It is observed by the initial data (1.5) that the two functions X = X(x) and Y = Y (x) with
x ∈ [0, π] are well defined and absolutely continuous. Moreover, X(x) is strictly increasing while
Y (x) is strictly decreasing. Hence the function Y = φ(X) is continuous and strictly decreasing.
Next for any point (x, t) ∈ [0, π] × (0,∞), we draw the backward characteristic x−(s;x, t) up to
a point P1 on x = π, and then draw the forward characteristic x+(s;P1) up to a point P2 on
x = 0. Repeating the above process, since the wave speed c(θ) ≥ CL, we can reach the segment
t = 0(x ∈ [0, π]) through finite steps by (1.4). Assume that there exists a point Pl on x = 0 or x = π
such that the backward characteristic x−(s;Pl) or the forward characteristic x+(s;Pl) intersects
the segment t = 0(x ∈ [0, π]) at a point P ∗(xP ∗ , 0). It is clear that the points Pi are on x = π
for odd numbers i ≤ l, and on x = 0 for even numbers i ≤ l. See Fig. 2.1 (a) for the illustration.
Denote the coordinate of Pi by (π, ti) if i is an odd number, and by (0, ti) if i is even. The numbers
ti(i = 1, · · · , l) and xP ∗ can be determined sequentially as follows





x−(t1;x, t) = π,
x+(t2;P1) = 0,
x−(t3;P2) = π,
...
x+(tl;Pl−1) = 0, xP ∗ = x−(0;Pl), if l is an even number,
x−(tl;Pl−1) = π, xP ∗ = x+(0;Pl), if l is an odd number.

(2.9)

Then we define the value of X(x, t) by

X(x, t) =X(P1) = Y (P1) + X̃ = Y (P2) + X̃ = X(P2) + X̃

=X(P3) + X̃ = (Y (P3) + X̃) + X̃ = Y (P4) + 2X̃
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= · · · =
{
X(Pl) + kX̃, l = 2k

Y (Pl) + (k + 1)X̃, l = 2k + 1

=





ˆ xP∗

0
(1 +R2

0(z)) dz + kX̃, l = 2k,

ˆ 0

xP∗

(1 + S2
0(z)) dz + (k + 1)X̃, l = 2k + 1.

(2.10)

0

.P

P

P

P P

1

2P

Pl

3

l

* *

P l
l(  =2k)

x

(  =2k+1)

t

π

(a)

π

.

0 * *

P

m

(m=2k+1)

Q

1

2

3

Q

Q

Q

Q (m=2k)Qm

xQ

t

(b)

Figure 2.1. Characteristic curves.

To define the value of Y (x, t), we draw the forward characteristic x+(s;x, t) up to a point Q1 on
x = 0, and then draw the backward characteristic x−(s;Q1) up to a point Q2 on x = π. Similarly,
we can reach the segment t = 0(x ∈ [0, π]) through finite steps by repeating the above process.
Assume that there exists a point Qm on x = 0 or x = π such that the backward characteristic
x−(s;Qm) or the forward characteristic x+(s;Qm) intersects the segment t = 0(x ∈ [0, π]) at a
point Q∗(xQ∗ , 0). Obviously, the points Qi are on x = 0 for odd numbers i ≤ m, and on x = π for
even numbers i ≤ m. See Fig. 2.1 (b) for the illustration. Denote the coordinate of Qi by (0, t̃i) if
i is an odd number, and by (π, t̃i) if i is even. We can determine the numbers t̃i(i = 1, · · · ,m) and
xQ∗ sequentially





x+(t̃1;x, t) = 0,
x−(t̃2;Q1) = π,
x+(t̃3;Q2) = 0,
...
x−(t̃m;Qm−1) = π, xQ∗ = x+(0;Qm), if m is an even number,
x+(t̃m;Qm−1) = 0, xQ∗ = x−(0;Qm), if m is an odd number.

(2.11)

Thus the value of Y (x, t) can be defined as follows

Y (x, t) =Y (Q1) = X(Q1) = X(Q2) = Y (Q2) + X̃ = Y (Q3) + X̃

=X(Q3) + X̃ = X(Q4) + X̃ = (Y (Q4) + X̃) + X̃ = Y (Q4) + 2X̃

= · · · =
{
Y (Qm) + kX̃, m = 2k

X(Qm) + kX̃, m = 2k + 1
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=





ˆ 0

xQ∗

(1 + S2
0(z)) dz + kX̃, m = 2k,

ˆ xQ∗

0
(1 +R2

0(z)) dz + kX̃, m = 2k + 1.

(2.12)

It is easy to note by (2.9) and (2.11) that for the point (x, t) on t = 0(x ∈ [0, π]), the transformation
defined in (2.10), (2.12) reduces to (2.8). Furthermore, according to the construction process of the
transformation (x, t) → (X,Y ), we see that X and Y are constants along backward and forward
characteristic, respectively; that is,

Xt − c(θ)Xx = 0, Yt + c(θ)Yx = 0, (2.13)

from which one has for any smooth function f

ft + c(θ)fx = (fXXt + fY Yt) + c(θ)(fXXx + fY Yx) = 2cXxfX ,
ft − c(θ)fx = (fXXt + fY Yt)− c(θ)(fXXx + fY Yx) = −2cYxfY .

(2.14)

For convenience to deal with possibly unbounded values of R and S, one can introduce the
variables

w := 2 arctanR, z := 2 arctan S. (2.15)

In order to complete the system, we further introduce two key dependent variables

p :=
1 +R2

Xx
, q :=

1 + S2

−Yx
. (2.16)

Then by summing (2.4), (2.13)-(2.16), we acquire a semilinear hyperbolic system with smooth
coefficients for the variables θ,w, z, p, q in terms of the coordinates (X,Y )

θX =
sinw

4c
p, θY =

sin z

4c
q,

wY =
q

4c

{
c′

c

(
cos2

z

2
− cos2

w

2

)
− sinw cos2

z

2
− sin z cos2

w

2
− 4J cos2

w

2
cos2

z

2

}
,

zX =
p

4c

{
c′

c

(
cos2

w

2
− cos2

z

2

)
− sinw cos2

z

2
− sin z cos2

w

2
− 4J cos2

w

2
cos2

z

2

}
,

pY =
pq

2c

{
c′

4c
(sin z − sinw)− 1

4
sinw sin z − sin2

w

2
cos2

z

2
− J sinw cos2

z

2

}
,

qX =
pq

2c

{
c′

4c
(sinw − sin z)− 1

4
sinw sin z − sin2

z

2
cos2

w

2
− J sin z cos2

w

2

}
.

(2.17)

The detailed derivation of (2.17) can be found in Chen-Huang-Liu [8]. In addition, one also has





xX =
1

2Xx
=

1 + cosw

4
p,

xY =
1

2Yx
= −1 + cos z

4
q,





tX =
1

2cXt
=

1 + cosw

4c
p,

tY = − 1

2cYt
=

1 + cos z

4c
q,

(2.18)

which can be achieved by setting f = x and f = t in (2.14). It suggests by (2.18) that

dxdt =
pq

2c
cos2

w

2
cos2

z

2
dXdY. (2.19)
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0

.

X

(X,Y)

L

L

Γ0

0

Y

π

Figure 2.2. The region in the (x, Y ) plane.

2.2. The boundary value problem in the (X,Y ) coordinates. According to the construction
of the coordinate transformation (x, t) → (X,Y ), we know that the segment t = 0(x ∈ [0, π]) is

transformed into a piece of continuous and strictly decreasing curve Γ0 : Y = φ(X)(X ∈ [0, X̂ ]),
which defines in (2.8) by a parametric x ∈ [0, π]. Moreover, the lines x = 0(t ≥ 0) and x = π(t ≥ 0)

are transformed into the lines L0 : Y = X(X ≥ 0) and Lπ : Y = X − X̃(X ≥ X̂), respectively. See
Fig. 2.2.

Since Γ0 is parameterized by the parameter x, we can thus assign the boundary data (θ̄, w̄, z̄, p̄, q̄) ∈
L∞ defined by

θ̄ = θ0(x), w̄ = 2arctanR0(x), z̄ = 2arctan S0(x), p̄ = 1, q̄ = 1, (2.20)

whereR0(x) and S0(x) are given in (2.7) and the boundary values (p, q) come from (2.16). Moreover,
recalling (1.20) yields θt = 0 on x = 0, which implies by (2.3) and (2.15) that R+S = 0 and w+z = 0
on x = 0. On x = π, θx = −ιθ leads to R− S = tan w

2 − tan z
2 = −2ιc(θ)θ.

Hence the boundary values of (w, z) satisfy

w + z = 0, on L0,
w

2
= arctan[tan

z

2
− 2ιc(θ)θ], on Lπ. (2.21)

Furthermore, in view of (2.18), we see that

dx = xXdX + xY dY =
1 + cosw

4
pdX − 1 + cos z

4
qdY,

which indicates by (2.21) and the definitions of L0, Lπ that

0 =
1 + cosw

4
(p − q)dX, on L0, 0 = [(1 + cosw)p − (1 + cos z)q]dX, on Lπ.

Thus the boundary values of (p, q) satisfy

p− q = 0, on L0, p− 1 + (tan z
2 − 2ιc(θ)θ)2

1 + tan2 z
2

q = 0, on Lπ. (2.22)

Summing up (2.20), (2.21) and (2.22), the new boundary value problem in the (X,Y ) coordinate
plane is the semilinear system (2.17) supplemented with

(θ,w, z, p, q) = (θ̄, w̄, z̄, p̄, q̄), on Γ0,
w + z = 0, p− q = 0, on L0,

w

2
= arctan[tan

z

2
− 2ιc(θ)θ], p− 1 + (tan z

2 − 2ιc(θ)θ)2

1 + tan2 z
2

q = 0, on Lπ

(2.23)
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We use Ω to denote the region bounded by t = 0, x = 0 and x = π in the (x, t) plane, and use Ω̃ to
represent its image in the (X,Y ) plane which is bounded by Γ0, L0 and Lπ.

2.3. Local existence of the boundary value problem to the semilinear system. We use

the level lines of X and Y to divide the region Ω̃ into a series of subregions

Ω̃ =
∞⋃

n=0

Ωn,

where Ω0 = Ω0
1 ∪ Ω0

2 ∪Ω0
3 with

Ω0
1 = {(X,Y ) : 0 < X ≤ X̂, 0 < Y ≤ X},

Ω0
2 = {(X,Y ) : 0 ≤ X ≤ X̂, φ(X) ≤ Y ≤ 0},

Ω0
3 = {(X,Y ) : X̂ < X ≤ X̃, X − X̃ ≤ Y ≤ 0},

and Ωn = Ωn
1 ∪ Ωn

2 ∪ Ωn
3 with

Ωn
1 = {(X,Y ) : X̂ + kX̃ < X ≤ (k + 1)X̃, X̂ + kX̃ < Y ≤ X},

Ωn
2 = {(X,Y ) : X̂ + kX̃ < X ≤ (k + 1)X̃, kX̃ < Y ≤ X̂ + kX̃},

Ωn
3 = {(X,Y ) : (k + 1)X̃ < X ≤ X̂ + (k + 1)X̃, X − X̃ ≤ Y ≤ X̂ + kX̃},

for n = 2k + 1(k = 0, 1, 2, · · · ), and with

Ωn
1 = {(X,Y ) : kX̃ < X ≤ X̂ + kX̃, kX̃ < Y ≤ X},

Ωn
2 = {(X,Y ) : kX̃ < X ≤ X̂ + kX̃, X̂ + (k − 1)X̃ < Y ≤ kX̃},

Ωn
3 = {(X,Y ) : X̂ + kX̃ < X ≤ (k + 1)X̃, X − X̃ ≤ Y ≤ kX̃},

for n = 2k(k = 1, 2, 3, · · · ). See Fig. 2.3 for the illustration.

2

L0

πL

Γ0

0

Y

X

Γ

Γ

1

2

3
1

Ω

1 Ω
Ω

1

2Ω0 Ω

Ω

3
0

0

1
1

Figure 2.3. The region Ωn
i .

According to the local existence result of the Cauchy problem in [8], we know that there exists

a small positive number δ2 < min{X̂,−φ(X̂)} such that the problem (2.17) with (θ,w, z, p, q)|Γ0 =
(θ̄, w̄, z̄, p̄, q̄) admits a local solution (θ,w, z, p, q)(X,Y ) on Ω0

2δ2
, where

Ω0
2δ2 = {(X,Y ) ∈ Ω0

2 : dist((X,Y ),Γ0) ≤ δ2}. (2.24)

We next only discuss the local existence of solutions in the region Ω0
1 near point (0, 0), the local

existence result in the region Ω0
3 near point (X̂, φ(X̂)) can be obtained similarly.
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Denote Ω0
1δ2

= Ω0
1 ∩ {X < δ2}. By means of the solution on Y = 0(X ∈ [0, δ2]), we can use

(2.17), (2.18) and (2.23) to construct a map for any point (X,Y ) ∈ Ω0
1δ2

,

(θ̂, ŵ, ẑ, p̂, q̂) = T1(θ,w, z, p, q), (2.25)

where

θ̂(X,Y ) = θ(X, 0) +

ˆ Y

0

sin z

4c
q(X,Y ′) dY ′, (2.26)

ŵ(X,Y ) =w(X, 0) +

ˆ Y

0

q

4c

{
c′

c

(
cos2

z

2
− cos2

w

2

)
− sinw cos2

z

2

− sin z cos2
w

2
− 4J(xm, tm) cos2

w

2
cos2

z

2

}
(X,Y ′) dY ′, (2.27)

ẑ(X,Y ) =− w(Y, 0) −
ˆ Y

0

q

4c

{
c′

c

(
cos2

z

2
− cos2

w

2

)
− sinw cos2

z

2
− sin z cos2

w

2

− 4J(xm, tm) cos2
w

2
cos2

z

2

}
(Y, Y ′) dY ′ +

ˆ X

Y

p

4c

{
c′

c

(
cos2

w

2
− cos2

z

2

)

− sinw cos2
z

2
− sin z cos2

w

2
− 4J(xn, tn) cos

2 w

2
cos2

z

2

}
(X ′, Y ) dX ′, (2.28)

p̂(X,Y ) =p(X, 0) +

ˆ Y

0

pq

2c

{
c′

4c
(sin z − sinw)− 1

4
sinw sin z − sin2

w

2
cos2

z

2

− J(xm, tm) sinw cos2
z

2

}
(X,Y ′) dY ′, (2.29)

and

q̂(X,Y ) =p(Y, 0) +

ˆ Y

0

pq

2c

{
c′

4c
(sin z − sinw) − 1

4
sinw sin z − sin2

w

2
cos2

z

2

− J(xm, tm) sinw cos2
z

2

}
(Y, Y ′) dY ′ +

ˆ X

Y

pq

2c

{
c′

4c
(sinw − sin z)

− 1

4
sinw sin z − sin2

z

2
cos2

w

2
− J(xn, tn) sin z cos

2 w

2

}
(X ′, Y ) dX ′. (2.30)

The points (xm, tm) and (xn, tn) are defined as follows

xm(Z, Y ′) =

ˆ Z

Y ′

−1 + cosw

4
p(X ′, Y ′) dX ′, (Z = X,Y ), (2.31)

tm(Z, Y ′) =t(Y ′, φ(Y ′)) +

ˆ Y ′

φ(Y ′)

1 + cos z

4c
q(Y ′, Y ′′) dY ′′

+

ˆ Z

Y ′

−1 + cosw

4c
p(X ′, Y ′) dX ′, (Z = X,Y ), (2.32)

xn(X
′, Y ) = x(X ′, φ(X ′)) +

ˆ Y

φ(X′)
−1 + cos z

4
q(X ′, Y ′) dY ′, (2.33)

and

tn(X
′, Y ) = t(X ′, φ(X ′)) +

ˆ Y

φ(X′)

1 + cos z

4c
q(X ′, Y ′) dY ′. (2.34)
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It is noticed that (xm, tm)(Z, Y ′) and (xn, tn)(X
′, Y ) have finite partial derivatives in Z and Y ,

respectively.
We denote

V = (θ,w, z, p, q), V̂ = (θ̂, ŵ, ẑ, p̂, q̂),

and

V0(X) = (θ,w, z, p, q)(X, 0), ∀ X ∈ [0, δ2].

Note that the functions (θ,w, z, p, q)(X, 0) are achieved by solving the problem in Ω0
2δ2

. Due to the

result in [8], one knows that the vector function V0(X) is Cα continuous. It is obvious that

θ̂(X, 0) = θ(X, 0), ŵ(X, 0) = w(X, 0), p̂(X, 0) = p(X, 0), (2.35)

and

ẑ(X, 0) =− w(0, 0) +

ˆ X

0

p

4c

{
c′

c

(
cos2

w

2
− cos2

z

2

)

− sinw cos2
z

2
− sin z cos2

w

2
− 4J(xn, tn) cos

2 w

2
cos2

z

2

}
(X ′, 0) dX ′

=z(0, 0) +

ˆ X

0

p

4c

{
c′

c

(
cos2

w

2
− cos2

z

2

)
− sinw cos2

z

2

− sin z cos2
w

2
− 4J(xn, tn) cos

2 w

2
cos2

z

2

}
(X ′, 0) dX ′ = z(X, 0). (2.36)

The relation q̂(X, 0) = q(X, 0) can be checked similarly by (2.30).
Let K1 be a sufficiently large positive constant that only depends on ‖V0(X)‖Cα . Set

K1 =

{
V
∣∣ ‖V (X,Y )‖Cα(Ω0

1δ1
) ≤ K1, (w + z)(X,X) = 0,

(p − q)(X,X) = 0, V (X, 0) = V0(X)

}
, (2.37)

where δ1 ≤ δ2 is a small positive constant and

Ω0
1δ1 =

{
(X,Y ) ∈ Ω0

1δ2
: dist((X,Y ), (0, 0)) ≤ δ1

}
. (2.38)

It is easy to see that V̂ (X, 0) = V0(X) and K1 is a compact set in C0(Ω0
1δ1

) space. To apply

the Schauder fixed point theorem, we only need to show that the map T1 is continuous under C0

norm and maps K1 to itself. By selecting appropriate constants K1 and then δ1, these properties
can be checked based on the facts that J(x, t) is Cα continuous in (x, t) and (xm, tm)(Z, Y ′) and
(xn, tn)(X

′, Y ) have finite partial derivatives with respect to Z, Y . We omit the proof since it is
entirely similar to that in [8].

2.4. Inverse transformation. We recall (2.17) and (2.18) to calculate
(
1 + cosw

4
p

)

Y

=

(
− 1 + cos z

4
q

)

X

,

(
1 + cosw

4c
p

)

Y

=

(
1 + cos z

4c
q

)

X

, (2.39)

which mean that

xXY = xY X , tXY = tY X . (2.40)

Thus two x equations and two t equations in (2.18) are equivalent, respectively. Therefore, we have
by (2.31)-(2.34)

(xm(X,Y ), tm(X,Y )) = (xn(X,Y ), tn(X,Y )) =: (x, t).
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Moreover, if the solution exists, we can define the functions (x(X,Y ), t(X,Y )) based on the region
where (X,Y ) is located. For example, if (X,Y ) ∈ Ω2

1, then

x(X,Y ) =

ˆ X

Y

1 + cosw

4
p(X ′, Y ) dX ′ = π +

ˆ Y

Y+X̄
−1 + cos z

4
q(X,Y ′) dY ′, (2.41)

and

t(X,Y ) =

ˆ Y−X̃

φ(Y−X̃)

1 + cos z

4c
q(Y − X̄, Y ′) dY ′ +

ˆ Y

Y−X̃

1 + cosw

4c
p(X ′, Y − X̃) dX ′

+

ˆ Y

Y−X̃

1 + cos z

4c
q(Y, Y ′) dY ′ +

ˆ X

Y

1 + cosw

4c
p(X ′, Y ) dX ′

=

ˆ X−X̃

φ(X−X̃)

1 + cos z

4c
q(X − X̃, Y ′) dY ′ +

ˆ X

X−X̃

1 + cosw

4c
p(X ′,X − X̃) dX ′

+

ˆ Y

X−X̃

1 + cos z

4c
q(X,Y ′) dY ′. (2.42)

We point out that the map from (X,Y ) to (x, t) constructed above may not be one-to-one mapping.
But the values of θ do not depend on the choice of (X,Y ), that is, if x(X1, Y1) = x(X2, Y2) and

t(X1, Y1) = t(X2, Y2) for two points (X1, Y1) and (X2, Y2) in Ω̃, we have

θ(x(X1, Y1), t(X1, Y1)) = θ(x(X2, Y2), t(X2, Y2)).

To show this assertion, we divide the proof into two cases: Case 1. X1 ≤ X2, Y1 ≤ Y2 and Case 2.
X1 ≤ X2, Y1 ≥ Y2. The proof for Case 2 is identical to that in Bressan and Zheng [5]. For Case 1,
if x(X1, Y1) = x(X2, Y2) = x∗ ∈ (0, π), as in [5], one considers the set

DX∗ := {(X,Y ) : x(X,Y ) ≤ x∗}
and denote by ∂DX∗ its boundary. Due to the facts that x is increasing with X and decreasing
with Y , this boundary is a Lipschitz continuous curve in Ω. Hence we can construct a Lipschitz
continuous curve γ1 connecting points (X1, Y1) and (X2, Y2), which consists a horizontal segment
Y ≡ Y1, ∂DX∗ and a vertical segment X ≡ X2. On γ1, there hold x(X,Y ) ≡ x(X1, Y1) and
t(X,Y ) ≡ t(X1, Y1) by (2.18). Thus we find that

1 + cosw

4
p dX =

1 + cos z

4
q dY = 0,

along γ1, which imply by (2.17) that

θ(x(X2, Y2), t(X2, Y2))− θ(x(X1, Y1), t(X1, Y1)) =

ˆ

γ1

sinw

4c
p dX +

sin z

4c
q dY = 0.

If x(X1, Y1) = x(X2, Y2) = 0 or π, we then use the line L0 or Lπ to replace the boundary ∂DX∗

as before. For instance, if x(X1, Y1) = x(X2, Y2) = π, a Lipschitz continuous curve γ2 connecting
points (X1, Y1) and (X2, Y2) can be constructed by a horizontal segment Y ≡ Y1, Lπ and a vertical
segment X ≡ X2. Due to t(X1, Y1) = t(X2, Y2), one has by (2.18) and the boundary condition
(1 + cosw)p = (1 + cos z)q on Lπ

0 =t(X2, Y2)− t(X1, Y1) = t(X2,X2 − X̃)− t(Y1 + X̃, Y1)

=

ˆ (X2,X2−X̃)

(Y1+X̃,Y1)

(1 + cosw)p

4c
dX +

(1 + cos z)q

4c
dY

=

ˆ X2

Y1+X̃

(1 + cosw)p

2c
(X,X − X̃) dX,



INITIAL-BOUNDARY VALUE PROBLEMS FOR POISEUILLE FLOW OF ERICKSEN-LESLIE MODEL 15

which implies that (1 + cosw)p(X,X − X̃) = (1 + cos z)q(X,X − X̃) = 0 for X ∈ [Y1 + X̃,X2].
Thus we utilize the equations in (2.17) to get along γ2

θ(x(X2, Y2), t(X2, Y2))− θ(x(X1, Y1), t(X1, Y1))

=θ(π, t(X2,X2 − X̃))− θ(π, t(Y1 + X̃, Y1))

=

ˆ (X2,X2−X̃)

(Y1+X̃,Y1)

sinwp

4c
dX +

sin zq

4c
dY = 0.

In addition, one also has

dxdt =
pq

2c(1 +R2)(1 + S2)
dXdY =

pq

2c
cos2

w

2
cos2

z

2
dXdY. (2.43)

We now show that the estimate

E(t) =

ˆ π

0
(θ2t + c2(θ)θ2x)(x, t) dx+ 2B(θ(π, t)) ≤ CE, (2.44)

for t ∈ [0, T̃ ], where CE is a positive constant depending on E(0) and J , T̃ is the existence

time of solution, and B(θ(π, t)) is the boundary energy defined in (1.22). Let Γt ⊂ Ω̃
T̃

be the

transformation of the horizontal segment of t with x ∈ [0, π] in the (x, t) plane, where Ω̃T̃ is the

corresponding region of ΩT̃ = [0, π]× [0, T̃ ] in the (X,Y ) plane. We use (X0,X0) and (Xπ,Xπ− X̃)
to represent the coordinates of the intersection points of Γt and the lines L0, Lπ, respectively.

Denote Ωt = [0, π]× [0, t] and Ω̃t the corresponding region of Ωt in the (X,Y ) plane. Then one has
ˆ π

0
(θ2t + c2(θ)θ2x)(x, t) dx =

ˆ

Γt∩{cosw 6=−1}

1− cosw

4
p dX −

ˆ

Γt∩{cos z 6=−1}

1− cos z

4
q dY

≤
ˆ

Γt

1− cosw

4
p dX − 1− cos z

4
q dY

=

{
ˆ

Γ0

+

ˆ (Xπ,Xπ−X̃)

(X̂,φ(X̂))
−
ˆ (X0,X0)

(0,0)

}
1− cosw

4
p dX − 1− cos z

4
q dY

−
¨

Ω̃t

pq

4c

(
sin

w

2
cos

z

2
+ sin

z

2
cos

w

2

)2

dXdY

−
¨

Ω̃t

pq

4c
J

(
sinw cos2

z

2
+ sin z cos2

w

2

)
dXdY

=

ˆ

Γ0

1− cosw

4
p dX − 1− cos z

4
q dY +

ˆ (Xπ ,Xπ−X̃)

(X̂,φ(X̂))

1− cosw

4
p dX − 1− cos z

4
q dY

−
¨

Ω̃t

pq

4c
cos2

w

2
cos2

z

2

(
tan

w

2
+ tan

z

2

)2

dXdY

−
¨

Ω̃t

pq

2c
cos2

w

2
cos2

z

2
2J

(
tan

w

2
+ tan

z

2

)
dXdY. (2.45)

Here we have used the boundary conditions w + z = 0, p = q on L0. Moreover, recalling the
boundary conditions (2.23) on Lπ arrives at

ˆ (Xπ ,Xπ−X̃)

(X̂,φ(X̂))

1− cosw

4
p dX − 1− cos z

4
q dY

=

ˆ Xπ−X̃

φ(X̂)

(
2 sin2 w

2

4

1 + tan2 w
2

1 + tan2 z
2

− 2 sin2 z
2

4

)
q(Y + X̃, Y ) dY
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=

ˆ Xπ−X̃

φ(X̂)

(
tan2

w

2
− tan2

z

2

)
cos2 z

2

2
q(Y + X̃, Y ) dY. (2.46)

Along Lπ, we have by (2.18) and the boundary conditions (2.23)

dt =
1 + cosw

4c
p dX +

1 + cos z

4c
q dY =

cos2 z
2

c
q dY.

Putting the above into (2.46) and using the boundary condition θx = −ιθ on x = π yields

ˆ (Xπ,Xπ−X̃)

(X̂,φ(X̂))

1− cosw

4
p dX − 1− cos z

4
q dY

=

ˆ t

0
−2ιc2(θ)θθt(π, t) dt = −2

ˆ θ(π,t)

θ(π,0)
ιc2(s)s ds = 2B(θ(π, 0)) − 2B(θ(π, t)). (2.47)

We now insert (2.47) into (2.45) and utilize (2.43) to obtain
ˆ π

0
(θ2t + c2(θ)θ2x)(x, t) dx ≤

ˆ π

0
(θ2t + c2(θ)θ2x)(x, 0) dx+ 2B(θ(π, 0))

− 2B(θ(π, t))− 2

¨

Ωt

θ2t dxdt− 2

¨

Ωt

Jθt dxdt, (2.48)

from which we get

E(t) ≤E(0)− 2

¨

Ωt

θ2t dxdt−
¨

Ωt

2|J | · |θt| dxdt

≤E(0) +

¨

Ωt

|J |2 dxdt ≤ E(0) + J̄(T )πT, (2.49)

which means that

max
0≤t≤T̃

E(t) ≤ E(0) + J̄(T )πT. (2.50)

Furthermore, the inequality in (2.50) indicates that (θt, θx)(·, t) and then (R,S)(·, t) are square
integrable functions in x.

2.5. Global existence of the boundary value problem to the semilinear system. Let
T > 0 be an any fixed time. Denote

ΩT = {(x, t) x ∈ [0, π], t ∈ [0, T ]}.

We use Ω̃T to represent the image of ΩT in the (X,Y ) plane. For any given J(x, t) satisfying

‖J‖Cα∩L∞(ΩT ) =: J̄(T ) <∞, (2.51)

we next extend the local solution constructed in Subsection 2.3 to the whole region Ω̃T . It suffices
to establish the global a priori estimates on p and q.

Lemma 1. Let (θ,w, z, p, q)(X,Y ) be a solution of the boundary value problem (2.17), (2.23) on

Ω̃T . Then there exist two positive constants M and N depending only on the boundary data on
Γ0 and J̄(T ) such that

0 < M ≤ max
(X,Y )∈Ω̃T

{p(X,Y ), q(X,Y )} ≤ N. (2.52)
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Proof. For convenience, we write equations of p and q in (2.17) as

pY = Fpq, qX = Gpq. (2.53)

We first discuss the region Ω0. From (2.53), we know by p = q = 1 on Γ0 and the boundary
conditions on L0, Lπ that p and q are positive on Ω0.

For any point (X,Y ) in Ω0
1, we consider the region Σ0

1 enclosed by a horizontal segment between
(Y, Y ) and (X,Y ), a vertical segment between (X,Y ) and (X,φ(X)), Γ0 and L0. By a direct
calculate, one obtains

ˆ

∂Σ0
1

p dX ′ − q dY ′ =−
¨

Σ0
1

qX + pY dX ′dY ′

=

¨

Σ0
1

pq

2c

(
sin

w

2
cos

z

2
+ sin

z

2
cos

w

2

)2

dX ′dY ′

+

¨

Σ0
1

pq

2c
J

(
sin z cos2

w

2
+ sinw cos2

z

2

)
dX ′dY ′. (2.54)

In view of the construction of Σ0
1, we apply the facts p = q = 1 on Γ0 and p = q on L0 again

ˆ

∂Σ0
1

p dX ′ − q dY ′ =−
ˆ X

Y
p(X ′, Y ) dX ′ −

ˆ Y

φ(X)
q(X,Y ′) dY ′

+

ˆ X

0
1 dX ′ − 1 dφ(X ′)−

ˆ (Y,Y )

(0,0)
p dX ′ − q dX ′

=X − φ(X) −
ˆ X

Y
p(X ′, Y ) dX ′ −

ˆ Y

φ(X)
q(X,Y ′) dY ′. (2.55)

Putting (2.55) into (2.54) yields
ˆ X

Y
p(X ′, Y ) dX ′ +

ˆ Y

φ(X)
q(X,Y ′) dY ′

=X − φ(X) −
¨

Σ0
1

pq

2c

(
sin

w

2
cos

z

2
+ sin

z

2
cos

w

2

)2

dX ′dY ′

−
¨

Σ0
1

pq

2c
J

(
sin z cos2

w

2
+ sinw cos2

z

2

)
dX ′dY ′

=X − φ(X) −
¨

Σ0
1

pq

2c

(
tan

w

2
+ tan

z

2

)2

cos2
w

2
cos2

z

2
dX ′dY ′

−
¨

Σ0
1

pq

2c
2J

(
tan

w

2
+ tan

z

2

)
cos2

w

2
cos2

z

2
dX ′dY ′

≤X − φ(X) +

¨

Σ0
1

pq

2c
|J |2 cos2 w

2
cos2

z

2
dX ′dY ′

≤X̂ + X̃ +

¨

Σ̃0
1

|J |2 dxdt ≤ X̂ + X̃ + J̄(T )πT. (2.56)

Here Σ̃0
1 is the region in the (x, t) plane transformed from Σ0

1. Moreover, if the point (X,Y ) on L0,
that is X = Y , we directly have by (2.56)

ˆ Y

φ(Y )
q(Y, Y ′) dY ′ ≤ X̂ + X̃ + J̄(T )πT. (2.57)
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Now we integrate (2.53) and employ (2.56), (2.57) to acquire

p(X,Y ) =p(X,φ(X)) exp

(
ˆ Y

φ(X)
Fq(X,Y ′) dY ′

)

≤ exp

(
F̃

ˆ Y

φ(X)
q(X,Y ′) dY ′

)
≤ exp

(
F̃ [X̂ + X̃ + J̄(T )πT ]

)
, (2.58)

and

q(X,Y ) =q(Y, Y ) exp

(
ˆ X

Y
Gp(X ′, Y ) dX ′

)
= p(Y, Y ) exp

(
ˆ X

Y
Gp(X ′, Y ) dX ′

)

=p(Y, φ(Y )) exp

(
ˆ Y

φ(Y )
Fq(Y, Y ′) dY ′

)
· exp

(
ˆ X

Y
Gp(X ′, Y ) dX ′

)

≤ exp

(
F̃

ˆ Y

φ(Y )
q(Y, Y ′) dY ′

)
· exp

(
F̃

ˆ X

Y
p(X ′, Y ) dX ′

)

≤ exp

(
2F̃ [X̂ + X̃ + J̄(T )πT ]

)
, (2.59)

where

|F |, |G| ≤ F̃ =
1

2CL

(
C1

2CL
+ 2 + J̄(T )

)
.

Here the assumption (1.4) is applied.
The case (X,Y ) ∈ Ω0

2 can be easily handled. We now discuss the case (X,Y ) ∈ Ω0
3. Consider

the region Σ0
3 enclosed by a vertical segment between (X,Y ) and (X,X− X̃), a horizontal segment

between (X,Y ) and (φ−1(Y ), Y ), Γ0 and Lπ. By Green’s theorem, one also has
ˆ

∂Σ0
3

p dX ′ − q dY ′ =−
¨

Σ0
3

qX + pY dX ′dY ′

=

¨

Σ0
3

pq

2c
cos2

w

2
cos2

z

2

(
tan

w

2
+ tan

z

2

)2

dX ′dY ′

+

¨

Σ0
3

pq

2c
cos2

w

2
cos2

z

2
2J

(
tan

w

2
+ tan

z

2

)
dX ′dY ′. (2.60)

Due to the construction of Σ0
3, we employ the boundary conditions in (2.23) on Γ0 to get

ˆ

∂Σ0
3

p dX ′ − q dY ′ =

ˆ Y

X−X̃
−q(X,Y ′) dY ′ −

ˆ X

φ−1(Y )
p(X ′, Y ) dX ′

−
ˆ φ−1(Y )

X̂
1 dX ′ − 1 dφ(X ′) +

ˆ (X,X−X̃)

(X̂,X̂−X̃)
p dX ′ − q dX ′

=X̂ − φ−1(Y ) + Y − φ(X̂)−
ˆ Y

X−X̃
q(X,Y ′) dY ′

−
ˆ X

φ−1(Y )
p(X ′, Y ) dX ′ +

ˆ X−X̃

X̂−X̃
(p− q)(Y ′ + X̃, Y ′) dY ′. (2.61)

We next estimate the last term in (2.61). Making use of the boundary conditions in (2.23) on Lπ

leads to
ˆ X−X̃

X̂−X̃
(p − q)(Y ′ + X̃, Y ′) dY ′ =

ˆ X−X̃

X̂−X̃
q

[
1 + (tan z

2 − 2ιcθ)2

1 + tan2 z
2

− 1

]
(Y ′ + X̃, Y ′) dY ′
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=

ˆ X−X̃

X̂−X̃

[
1 + (tan z

2 − 2ιcθ)2

1 + tan2 z
2

− 1

]

Γ0

dY ′ +

¨

Σ0
3,1

∂X


q
(
(tan z

2 − 2ιcθ)2 − tan2 z
2

1 + tan2 z
2

)
 dX ′dY ′,

(2.62)

where Σ0
3,1 is the region enclosed by a horizontal segment between (X,X − X̃) and (φ−1(X −

X̃),X − X̃), Γ0 and Lπ. Performing direct calculations, one obtains by system (2.17)

∂X


q
(
(tan z

2 − 2ιcθ)2 − tan2 z
2

1 + tan2 z
2

)
 = ∂X

[
q(−2ιcθ sin z + 2ι2c2θ2 cos z + 2ι2c2θ2)

]

=qX

[
−2ιcθ sin z + 2ι2c2θ2 cos z + 2ι2c2θ2

]
+ zX

[
−2ιqcθ cos z − 2ι2qc2θ2 sin z

]

+ θX

[
−2ι(c′θ + c)q sin z + 2ι2q(2cc′θ2 + 2c2θ)(cos z + 1)

]

=
pq

2c
cos2

w

2
cos2

z

2
(ιΛ1 + ι2Λ2), (2.63)

where

Λ1 = cθ

[
4 tan

w

2
sin2

z

2
+ 2 tan

z

2
− 2 tan

w

2

]
− 4c tan

z

2
tan

w

2

+ c′θ

(
2 + tan2

w

2
+ tan2

z

2
− 6 tan

z

2
tan

w

2

)
− 2cθ sin z

+ 8cθ sin2
z

2
J + 4cθJ cos z + 2cθ sin z + 2cθ sinw − 2c′θ,

and

Λ2 =

[
c′

2c
tan

w

2
− c′

4c
sin z(1 + tan2

w

2
)− 1

2
tan

w

2
sin z − sin2

z

2
− J sin z

]
4c2θ2

+ 8 tan
w

2

[
(cc′θ2 + c2θ)

]

+

[
c′

c

(
sin

z

2
tan

z

2
− cos

z

2
tan2

w

2

)
− 2 tan

w

2
− 2 sin

z

2
− 4J cos

z

2

] [
−2c2θ2 sin

z

2

]
.

Note that the quadratic terms of tan w
2 and tan z

2 appear at most in Λ1,Λ2, and Σ0
3,1 ⊂ Ω0 is a

bounded region. We use (2.43) and the estimate (2.50) to acquire
∣∣∣∣∣∣∣

¨

Σ0
3,1

∂X


q
(
(tan z

2 − 2ιcθ)2 − tan2 z
2

1 + tan2 z
2

)
 dX ′dY ′

∣∣∣∣∣∣∣

=

∣∣∣∣∣

¨

Σ0
3,1

pq

2c
cos2

w

2
cos2

z

2
(ιΛ1 + ι2Λ2) dX

′dY ′

∣∣∣∣∣ . (ι+ ι2)[E(0) + 1 + J̄(T )]T. (2.64)

Here and below, we use A . B to denote A ≤ CB for some uniform constant C. Combining (2.60),
(2.61), (2.62) and (2.64), one achieves

ˆ Y

X−X̃
q(X,Y ′) dY ′ +

ˆ X

φ−1(Y )
p(X ′, Y ) dX ′

≤ X̂ − φ−1(Y ) + Y − φ(X̂) +

ˆ (X,X−X̃)

(X̂,X̂−X̃)
(p − q)(Y ′ + X̃, Y ′) dY ′
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−
¨

Σ0
3

pq

2c
cos2

w

2
cos2

z

2

(
tan

w

2
+ tan

z

2

)2

dX ′dY ′

−
¨

Σ0
3

pq

2c
cos2

w

2
cos2

z

2
2J

(
tan

w

2
+ tan

z

2

)
dX ′dY ′

. X̂ + X̃ + J̄(T )πT + (ι+ ι2)[E(0) + 1 + J̄(T )]T. (2.65)

With similar arguments as (2.58) and (2.59), we can obtain the upper bounds of p(X,Y ) and
q(X,Y ) for all (X,Y ) ∈ Ω0

3. Thus there exist two positive constants M0 and N0 depending only
on the boundary data on Γ0 and J̄(T ) such that

0 < M0 ≤ max
(X,Y )∈Ω0

{p(X,Y ), q(X,Y )} ≤ N0. (2.66)

Thanks to (2.66), there hold

0 < M0 ≤ max
(X,Y )∈Γ1

{p(X,Y ), q(X,Y )} ≤ N0, (2.67)

where Γ1 = Γ11 ∪ Γ12,

Γ11 = {(X,Y ) : X = X̂, 0 ≤ Y ≤ X̂}, Γ12 = {(X,Y ) : X̂ ≤ X ≤ X̃, Y = 0},
which are two boundaries of the region Ω1. For any point (X,Y ) in Ω1, for example, (X,Y ) ∈ Ω1

3,

we consider the region Σ1
3 enclosed by a horizontal segment between (X̂, Y ) and (X,Y ), a vertical

segment between (X,Y ) and (X,X − X̃), Lπ, Γ12 and Γ11. According to the construction of Σ1
3,

one has as in (2.55)
ˆ

∂Σ1
3

p dX ′ − q dY ′ = −
ˆ X

X̂
p(X ′, Y ) dX ′ −

ˆ Y

X−X̃
q(X,Y ′) dY ′

+

ˆ Y

0
q(X̂, Y ′) dY ′ +

ˆ X̃

X̂
p(X ′, 0) dX ′ +

ˆ (X,X−X̃)

(X̃,0)
p dX ′ − q d(X ′ − X̃)

≤N0(Y + X̃ − X̂)−
ˆ X

X̂
p(X ′, Y ) dX ′ −

ˆ Y

X−X̃
q(X,Y ′) dY ′

+

ˆ X−X̃

0
(p− q)(Y ′ + X̃, Y ′) dY ′. (2.68)

The last term in (2.68) can be treated as in (2.62). Hence similar to (2.65), we can acquire
ˆ X

X̂
p(X ′, Y ) dX ′ +

ˆ Y

X−X̃
q(X,Y ′) dY ′

.N0(X̃ + X̂) + J̄(T )πT + (ι+ ι2)[E(0) + 1 + J̄(T )]T =: C0(ι, J̄ , T,N0). (2.69)

Integrating (2.53) and utilizing (2.69) and the boundary conditions (2.23) give

p(X,Y ) =p(X,X − X̃) exp

(
ˆ Y

X−X̃
Fq(X,Y ′) dY ′

)

=
1 + (tan z

2 − 2ιc(θ)θ)2

1 + tan2 z
2

q(X,X − X̃) exp

(
ˆ Y

X−X̃
Fq(X,Y ′) dY ′

)

.q(X̂,X − X̃) exp

(
ˆ X

X̂
Gp(X ′,X − X̃) dX ′

)
· exp

(
ˆ Y

X−X̃
Fq(X,Y ′) dY ′

)

.N0 exp

(
2F̃C0(ι, J̄ , T,N0)

)
, (2.70)
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and

q(X,Y ) =q(X̂, Y ) exp

(
ˆ X

X̂
Gp(X ′, Y ) dX ′

)

.N0 exp

(
2F̃C0(ι, J̄ , T,N0)

)
. (2.71)

The analysis are the same for the point (X,Y ) ∈ Ω1
1 and (X,Y ) ∈ Ω1

2. Hence there exist two
positive constants M1 and N1 depending only on the boundary data on Γ0 and J̄(T ) such that

0 < M1 ≤ max
(X,Y )∈Ω1

{p(X,Y ), q(X,Y )} ≤ N1. (2.72)

Assume that l ≥ 1 is the maximum integer such that

l−1⋃

i=0

Ωi ⊂ Ω̃T ,

and denote

Ω′ = Ω̃T \
( l−1⋃

i=0

Ωi

)
.

We repeat the above process to obtain

0 < Mi ≤ max
(X,Y )∈Ωi

{p(X,Y ), q(X,Y )} ≤ Ni, i = 1, 2, · · · , l − 1, (2.73)

where Mi, Ni are positive constants depending only on the boundary data on Γ0 and J̄(T ). Set

(Xl, Yl) =

{
(X̂ + kX̃, kX̃), l = 2k + 1,

(kX̃, X̂ + (k − 1)X̃), l = 2k,
(2.74)

Then it follows by (2.73) that

0 < Ml−1 ≤ max
(X,Y )∈Γl

{p(X,Y ), q(X,Y )} ≤ Nl−1, (2.75)

where Γl = Γl1 ∪ Γl2,

Γl1 = {(X,Y ) : X = Xl, Yl ≤ Y ≤ Xl}, Γl2 = {(X,Y ) : Xl ≤ X ≤ Yl + X̃, Y = Yl},
which are two boundaries of the region Ωl. Using the same argument as before, one can show that
there exist two positive constants Ml and Nl depending only on the boundary data on Γ0 and J̄(T )
such that

0 < Ml ≤ max
(X,Y )∈Ω′

{p(X,Y ), q(X,Y )} ≤ Nl. (2.76)

By setting
M = min{M0,M1, · · · ,Ml}, N = max{N0, N1, · · · , Nl},

we complete the proof of the lemma. �

2.6. Global existence for the wave equation. This subsection is devoted to verifying that
θ(x, t) constructed above is a weak solution for the wave equation (2.1) on the region ΩT .

We first claim that the function θ(x, t) is Hölder continuous in both x and t with exponent 1/2.
To prove this claim, for any point (ξ, τ) ∈ ΩT , we consider the forward characteristic t 7→ x+(t; ξ, τ).
By construction, this curve is parameterized by the function X 7→ (t(X,Y ), x(X,Y )) for a constant
Y depending on (ξ, τ). Integrating along this forward characteristic from (ξ0, τ0) to (ξ, τ) and using
(2.13), (2.14), (2.17) and (2.18) gives

ˆ τ

τ0

[θt + c(θ)θx]
2(x+(t; ξ, τ), t) dt =

ˆ Xτ

X0

(2cXxuX)2(2Xt)
−1 dX
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=

ˆ Xτ

X0

(2cXxuX)2(2cXx)
−1 dX =

ˆ Xτ

X0

2c
(
p cos2

w

2

)−1 ·
(
p

2c
sin

w

2
cos

w

2

)2

dX

=

ˆ Xτ

X0

p

2c
sin2

w

2
dX ≤ 1

2CL

ˆ Xτ

X0

p(X,Y ) dX ≤ C, (2.77)

where C is positive constant depending only on τ , (ξ0, τ0) is a point on t = 0 or x = 0 satisfying
ξ0 = x+(τ0; ξ, τ), and (x(Xτ , Y ), t(Xτ , Y )) = (ξ, τ), (x(X0, Y ), t(X0, Y )) = (ξ0, τ0). Similarly,
one integrates along the backward characteristic t 7→ x−(t; ξ, τ) from (ξπ, τπ) to (ξ, τ) and noting
X = Const. on this kind of characteristics to acquire

ˆ τ

τπ

[θt − c(θ)θx]
2(x−(t; ξ, τ), t) dt ≤ C. (2.78)

Combining (2.77) and (2.78) and employing the boundary conditions of θ on x = 0, π, we can
obtain that θ(x, t) is Hölder continuous with exponent 1/2. Moreover, it is concluded that all
characteristic curves are C1 with Hölder continuous derivative.

Next we check that
ˆ T

0

ˆ π

0

(
θtϕt − (c(θ)ϕ)xc(θ)θx − θtϕ− Jϕ

)
dxdt+

ˆ T

0
(c2ϕθx)

∣∣∣∣
x=π

x=0

dt = 0, (2.79)

for any test function ϕ ∈ F , where

F :=

{
ϕ ∈ C∞((0, π) × (0, T )) : ∂it∂

j
xϕ

∣∣∣∣
t=0,T

= 0, ∀ i, j = 0, 1, 2 · · ·
}
. (2.80)

To obtain (2.79), we need to show that

0 =

ˆ T

0

ˆ π

0

(
ϕt[(θt + cθx) + (θt − cθx)]− (c(θ)ϕ)x[(θt + cθx)− (θt − cθx)]

− 2θtϕ− 2Jϕ

)
dxdt+

ˆ T

0
2(c2ϕθx)

∣∣∣∣
x=π

x=0

dt

=

ˆ T

0

ˆ π

0

(
[ϕt − (cϕ)x](θt + cθx) + [ϕt + (cϕ)x](θt − cθx)

− 2θtϕ− 2Jϕ

)
dxdt+

ˆ T

0
2(c2ϕθx)

∣∣∣∣
x=π

x=0

dt

=

ˆ T

0

ˆ π

0

(
[ϕt − (cϕ)x]R+ [ϕt + (cϕ)x]S − 2θtϕ− 2Jϕ

)
dxdt+

ˆ T

0
2(c2ϕθx)

∣∣∣∣
x=π

x=0

dt

=

ˆ T

0

ˆ π

0

(
− 2cYxϕYR+ 2cXxϕXS + c′(θXXx + θY Yx)ϕ(S −R)

− 2(θXXt + θY Yt)ϕ− 2Jϕ

)
dxdt+

ˆ T

0
2[c2ϕ(θXXx + θY Yx)] dt

∣∣∣∣
x=π

x=0

. (2.81)

Noting that the identities

1

1 +R2
= cos2

w

2
,

1

1 + S2
= cos2

z

2
,

R

1 +R2
=

sinw

2
,

S

1 + S2
=

sin z

2
,

and

dxdt =
pq

2c(1 +R2)(1 + S2)
dXdY =

pq

2c
cos2

w

2
cos2

z

2
dXdY,
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we use (2.13), (2.16), (2.17) and (2.18) to rewrite the integral in (2.81) as
¨

Ω̃T

(
p sinw

2
ϕY +

q sin z

2
ϕX

)
dXdY +

¨

Ω̃T

{
c′pq

8c2
[cos(w + z)− 1]

− pq

4c

(
sinw cos2

z

2
+ sin z cos2

w

2

)
− pq

c
J cos2

w

2
cos2

z

2

}
ϕ dXdY

+

ˆ (Xπ,Xπ−X̃)

(X̂,φ(X̂))
2c2ϕ

(
sinw

4c
p · 1 +R2

p
− sin z

4c
q · 1 + S2

q

){
1 + cosw

4c
p dX +

1 + cos z

4c
q dY

}

−
ˆ (X0,X0)

(0,0)
2c2ϕ

(
sinw

4c
p · 1 +R2

p
− sin z

4c
q · 1 + S2

q

){
1 + cosw

4c
p dX +

1 + cos z

4c
q dY

}
, (2.82)

which together with the boundary conditions in (2.23) yields
¨

Ω̃T

(
p sinw

2
ϕY +

q sin z

2
ϕX

)
dXdY +

¨

Ω̃T

{
c′pq

8c2
[cos(w + z)− 1]

− pq

4c

(
sinw cos2

z

2
+ sin z cos2

w

2

)
− pq

c
J cos2

w

2
cos2

z

2

}
ϕ dXdY

+

ˆ Xπ

X̂
p sinwϕ(X,X − X̃) dX −

ˆ X0

0
p sinwϕ(X,X) dX, (2.83)

where (X0,X0) and (Xπ,Xπ − X̃) are the points in the (X,Y ) plane transformed from (0, T ) and
(π, T ), respectively. By means of Green’s theorem and boundary conditions, one gets

¨

Ω̃T

(
p sinw

2
ϕY +

q sin z

2
ϕX

)
dXdY

=

¨

Ω̃T

{(
p sinw

2
ϕ

)

Y

+

(
q sin z

2
ϕ

)

X

}
dXdY −

¨

Ω̃T

1

2
[(p sinw)Y + (q sin z)X ]ϕ dXdY

=

ˆ

∂Ω̃T

−p sinw
2

ϕ dX +
q sin z

2
ϕ dY −

¨

Ω̃T

1

2
[(p sinw)Y + (q sin z)X ]ϕ dXdY

=−
ˆ Xπ

X̂
p sinwϕ(X,X − X̃) dX +

ˆ X0

0
p sinwϕ(X,X) dX

−
¨

Ω̃T

1

2
[(p sinw)Y + (q sin z)X ]ϕ dXdY. (2.84)

According to (2.17), we directly compute to achieve

1

2
[(p sinw)Y + (q sin z)X ]

=
c′pq

8c2
[cos(w + z)− 1]− pq

4c

(
sinw cos2

z

2
+ sin z cos2

w

2

)
− pq

c
J cos2

w

2
cos2

z

2
. (2.85)

Inserting (2.84) and (2.85) into (2.83) leads to
¨

Ω̃T

(
p sinw

2
ϕY +

q sin z

2
ϕX

)
dXdY +

¨

Ω̃T

{
c′pq

8c2
[cos(w + z)− 1]

− pq

4c

(
sinw cos2

z

2
+ sin z cos2

w

2

)
− pq

c
J cos2

w

2
cos2

z

2

}
ϕ dXdY

+

ˆ Xπ

X̂
p sinwϕ(X,X − X̃) dX −

ˆ X0

0
p sinwϕ(X,X) dX = 0, (2.86)

which completes the proof of (2.79).
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Moreover, we can repeat the proof process of (2.44) to show that for any t ∈ [0, T ].

E(t) =

ˆ π

0
(θ2t + c2(θ)θ2x)(x, t) dx+ 2B(θ(π, t)) ≤ CE. (2.87)

In sum, there has

Lemma 2. Let T > 0 be any fixed number and J(x, t) be any Cα function over ΩT . Assume that
the assumptions on initial and boundary conditions in Theorem 1.3 hold. Then there exists a weak
solution of (2.1) over ΩT with bounded energy E(t) ≤ CE for some CE depending on E(0) and J .

Finally, for this subsection, we give some comments on the map from J(x, t) to J(X,Y ). As
pointed out in [8], one can use a similar method in Bressan, Chen and Zhang [3] for varia-
tional wave equation to show that the uniqueness of forward and backward characteristics for
(2.1), that is the uniqueness of the (X,Y ) coordinates. This uniqueness leads to the unique-
ness of (xm(X,Y ), tm(X,Y )) = (xn(X,Y ), tn(X,Y )). Hence, for any given J(x, t) ∈ Cα(ΩT ),

the solution constructed previously satisfies system (2.17) with a unique source term J̃(X,Y ) =

J(x(X,Y ), t(X,Y )). Moreover, one can check that J̃(X,Y ) is L∞. The details can be found in [8].

3. Existence of the coupled system

In this section, we use the Schauder fixed point theorem to show the global existence of weak
solutions to the initial-boundary value problem of the coupled system (1.3).

3.1. Preliminaries for the heat equation. For smooth solutions of (1.3), the variable J = ux+θt
satisfies

Jt = Jxx + θtt,

which together with the wave equation in (1.3) gets

Jt − Jxx = c(θ)(c(θ)θx)x − θt − J. (3.1)

According to the initial and boundary conditions (1.20)-(1.8), one obtains

J(x, 0) = J0(x) := u′0(x) + θ1(x) ∈ Cα([0, π]), Jx(0, t) = Jx(π, t) = 0. (3.2)

Let G0(x, t; ξ, τ) be the fundamental solution of the heat equation

G0(x, t; ξ, τ) =
1

2
√
π(t− τ)

exp

(
− (x− ξ)2

4(t− τ)

)
, (t ≥ τ). (3.3)

Then

G(x, t; ξ, τ) =
1

π

∞∑

n=−∞

[
G0

(
x

π
,
t

π2
; 2n +

ξ

π
,
τ

π2

)
−G0

(
x

π
,
t

π2
; 2n− ξ

π
,
τ

π2

)]
, (3.4)

and

N(x, t; ξ, τ) =
1

π

∞∑

n=−∞

[
G0

(
x

π
,
t

π2
; 2n +

ξ

π
,
τ

π2

)
+G0

(
x

π
,
t

π2
; 2n − ξ

π
,
τ

π2

)]
, (3.5)

are, respectively, the Green function and the Neumann function for the first and the second initial-
boundary value problem of the heat equation. See Li, Yu and Shen [29, 30] for details. As a
function of (x, t), G(x, t; ξ, τ) satisfies the equation Gt = Gxx for t > τ and G = 0 for x = 0, π,
while as a function of (ξ, τ), G(x, t; ξ, τ) satisfies the adjoint equation Gτ = −Gξξ for τ < t and
G = 0 for ξ = 0, π. Moreover, as a function of (x, t), N(x, t; ξ, τ) satisfies the equation Nt = Nxx

for t > τ and Nx = 0 for x = 0, π, while as a function of (ξ, τ), N(x, t; ξ, τ) satisfies the adjoint
equation Nτ = −Nξξ for τ < t and Nξ = 0 for ξ = 0, π. Furthermore, we have

∂G

∂x
= −∂N

∂ξ
,

∂G

∂ξ
= −∂N

∂x
. (3.6)
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Set

Wσ(z, t) = t−
σ
2 exp

(
− z2

16t

)
. (3.7)

A direct calculation arrives at
ˆ

R

Wσ(ξ, t) dξ = 4
√
πt

1−σ
2 , (t > 0), (3.8)

and
ˆ t

0

ˆ

R

Wσ(ξ, t− τ) dξdτ =
8
√
π

3− σ
t
3−σ
2 , (σ < 3). (3.9)

In addition, one also has

|η|β exp
(
− η

4

)
. exp

(
− η

16

)
, (3.10)

for η ≥ 0, where β is an arbitrary nonnegative real number.
By using the Neumann function N(x, t; ξ, τ), the solution of the first initial-boundary value

problem (3.1), (3.2) can be expressed as

J(x, t) =

ˆ π

0
N(x, t; ξ, 0)J0(ξ) dξ −

ˆ t

0

ˆ π

0
N(x, t; ξ, τ)(θτ + J)(ξ, τ) dξdτ

+

ˆ t

0
N(x, t; ξ, τ)c2(θ)θξ(ξ, τ)

∣∣∣∣
ξ=π

ξ=0

dτ −
ˆ t

0

ˆ π

0
N(x, t; ξ, τ)cc′θ2ξ (ξ, τ) dξdτ

−
ˆ t

0

ˆ π

0
∂ξN(x, t; ξ, τ)c2θξ(ξ, τ) dξdτ. (3.11)

3.2. The existence of fixed point. For any given function J(x, t) ∈ Cα(ΩT ), we know by previ-
ous analysis that there exists a weak solution θ(x, t) = θJ(x, t) of the wave equation (2.1). In view
of (3.11), we can define a function M(J) on ΩT

M(J)(x, t) =

ˆ π

0
N(x, t; ξ, 0)J0(ξ) dξ −

ˆ t

0

ˆ π

0
N(x, t; ξ, τ)(θτ + J)(ξ, τ) dξdτ

+

ˆ t

0
N(x, t; ξ, τ)c2(θ)θξ(ξ, τ)

∣∣∣∣
ξ=π

ξ=0

dτ −
ˆ t

0

ˆ π

0
N(x, t; ξ, τ)cc′θ2ξ (ξ, τ) dξdτ

−
ˆ t

0

ˆ π

0
∂ξN(x, t; ξ, τ)c2θξ(ξ, τ) dξdτ. (3.12)

It follows by (3.11) that M(J)(x, t) is a weak solution of

Mt −Mxx = c(θ)(c(θ)θx)x − θt − J. (3.13)

Furthermore, we have a map

T : J(x, t) → M(J)(x, t), (3.14)

on Cα(ΩT ). Following Chen-Huang-Liu [8], we define a set K for some constants δ and K

K =

{
J(x, t)

∣∣ ‖J(x, t) − J0(x, t)‖Cα(Ωδ) ≤ K,J(x, 0) = J0(x), Jx(0, t) = Jx(π, t) = 0, a.e.

}
,

(3.15)

where Ωδ = [0, π]× [0, δ] and

J0(x, t) =

ˆ π

0
N(x, t; ξ, 0)J0(ξ) dξ.
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We first show that, for a given large K, the map T has a fixed point on K if δ is sufficiently small.
Next we derive the energy estimate to select a constant K that only depends on the initial value.
Based on this constant K, we can fix the small number δ > 0 and then extend the existence on Ωδ

to ΩT in finite steps.
We apply the Schauder fixed point theorem to show the existence of fixed points on K for

sufficiently small δ. It is clear to see that K is a compact set in L∞. To use the Schauder fixed
point theorem, it suffices to check that T maps from K to itself and is continuous under the L∞

norm.

Lemma 3. T maps from K to itself.

Proof. According to the properties of the Neumann functionN(x, t; ξ, τ), we know thatM(J)(x, 0) =
J0(x) and ∂xM(J)(0, t) = ∂xM(J)(π, t) = 0. To finish the proof of the lemma, it suffices to verify
that L0,1,2,3(x, t) are C

α functions, where

L0(x, t) =

ˆ t

0
N(x, t; ξ, τ)c2(θ)θξ(ξ, τ)

∣∣∣∣
ξ=π

ξ=0

dτ,

L1(x, t) =

ˆ t

0

ˆ π

0
N(x, t; ξ, τ)(θτ + J)(ξ, τ) dξdτ,

L2(x, t) =

ˆ t

0

ˆ π

0
N(x, t; ξ, τ)cc′θ2ξ(ξ, τ) dξdτ,

L3(x, t) =

ˆ t

0

ˆ π

0
∂ξN(x, t; ξ, τ)c2θξ(ξ, τ) dξdτ.

We just only consider the function L3, and the functions L0,1,2 can be discussed analogously. In
view of the expression of L3, it is sufficient to show that L3 is Cα continuous with respect to x,
that is

ˆ t

0

ˆ π

0

|∂ξN(x2, t; ξ, τ) − ∂ξN(x1, t; ξ, τ)|
(x2 − x1)α

c2|θξ|(ξ, τ) dξdτ ≤ Ctν, (3.16)

for any x1 < x2 ∈ [0, π], where C is positive constant and ν ∈ (0, 1). Recall the expression of
N(x, t; ξ, τ) in (3.4), one has

∂ξN(x, t; ξ, τ) =
∞∑

n=−∞

1

2
√
π(t− τ)

[
exp

(
− (x− 2nπ − ξ)2

4(t− τ)

)
·
(
− x− 2nπ − ξ

2(t− τ)

)

+ exp

(
− (x− 2nπ + ξ)2

4(t− τ)

)
·
(
− x− 2nπ + ξ)

2(t− τ)

)]
, (3.17)

from which we obtain

∂ξN(x2, t; ξ, τ)− ∂ξN(x1, t; ξ, τ) =
∞∑

n=−∞

(L
(n)
31 + L

(n)
32 ), (3.18)

where

L
(n)
31 =

1

4
√
π(t− τ)

3
2

[
exp

(
− (x1 − 2nπ − ξ)2

4(t− τ)

)
· (x1 − 2nπ − ξ)

− exp

(
− (x2 − 2nπ − ξ)2

4(t− τ)

)
· (x2 − 2nπ − ξ)

]
,

and

L
(n)
32 =

1

4
√
π(t− τ)

3
2

[
exp

(
− (x1 − 2nπ + ξ)2

4(t− τ)

)
· (x1 − 2nπ + ξ)
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− exp

(
− (x2 − 2nπ + ξ)2

4(t− τ)

)
· (x2 − 2nπ + ξ)

]
,

We first fix n ∈ Z and consider the integral

I(n) =

ˆ t

0

ˆ π

0

|L(n)
31 |

(x2 − x1)α
c2|θξ|(ξ, τ) dξdτ

=

ˆ t

0

ˆ

B1

|L(n)
31 |

(x2 − x1)α
c2|θξ|(ξ, τ) dξdτ +

ˆ t

0

ˆ

B2

|L(n)
31 |

(x2 − x1)α
c2|θξ|(ξ, τ) dξdτ

=:I
(n)
1 + I

(n)
2 , (3.19)

where

B1 :
∣∣x1 − 2nπ − ξ

∣∣ <
∣∣x2 − 2nπ − ξ

∣∣,
B2 :

∣∣x1 − 2nπ − ξ
∣∣ >

∣∣x2 − 2nπ − ξ
∣∣.

By the definitions of B1 and B2, we find that

∣∣x2 − x1
∣∣ ≤

∣∣x2 − 2nπ − ξ

∣∣∣∣+
∣∣x1 − 2nπ − ξ

∣∣ ≤ 2

∣∣∣∣x2 − 2nπ − ξ
∣∣, on B1, (3.20)

and
∣∣x2 − x1

∣∣ ≤
∣∣x2 − 2nπ − ξ

∣∣+
∣∣x1 − 2nπ − ξ

∣∣ ≤ 2
∣∣x1 − 2nπ − ξ

∣∣, on B2, (3.21)

Then we handle I
(n)
1 as follows

I
(n)
1 ≤

ˆ t

0

ˆ

B1

c2

4
√
π
· 1

(x2 − x1)α(t− τ)
3
2

· (x2 − x1) exp

(
− (x2 − 2nπ − ξ)2

4(t− τ)

)
|θξ|(ξ, τ) dξdτ

+

ˆ t

0

ˆ

B1

c2

4
√
π
· 1

(x2 − x1)α(t− τ)
3
2

·
∣∣x1 − 2nπ − ξ

∣∣ · exp
(
− (x1 − 2nπ − ξ)2

4(t− τ)

)

·
∣∣∣∣1− exp

(
− [(x2 − 2nπ − ξ)2 − (x1 − 2nπ − ξ)2]

4(t− τ)

)∣∣∣∣|θξ|(ξ, τ) dξdτ

=:I
(n)
11 + I

(n)
12 . (3.22)

The term I
(n)
2 can be treated similarly by symmetry. For I

(n)
11 , one gets by (3.20)

I
(n)
11 .

ˆ t

0

ˆ

B1

1

(t− τ)
3
2

∣∣∣∣
x2
π

− 2n− ξ

π

∣∣∣∣
1−α

· exp
(
− (x2 − 2nπ − ξ)2

4(t− τ)

)
|θξ|(ξ, τ) dξdτ

≤
{
ˆ t

0

ˆ

B1

1

(t− τ)3−2r1

∣∣∣∣
x2
π

− 2n− ξ

π

∣∣∣∣
2−2α

· exp
(
− (x2 − 2nπ − ξ)2

2(t− τ)

)
dξdτ

} 1
2

·
{
ˆ t

0

ˆ

B1

|θξ|2
(t− τ)2r1

dξdτ

}1
2

, (3.23)
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where r1 satisfies

1

4
+
α

2
< r1 <

1

2
, and then σ1 = 4− 4r1 + 2α < 3. (3.24)

Applying the fact
(
(x2 − 2nπ − ξ)2

t− τ

)1−α

exp

(
− (x2 − 2nπ − ξ)2

2(t− τ)

)

. exp

(
− (x2 − 2nπ − ξ)2

4(t− τ)

)
,

we have

I
(n)
11 .

{
ˆ t

0

ˆ

B1

(t− τ)1−α

(t− τ)3−2r1
· exp

(
− (x2 − 2nπ − ξ)2

4(t− τ)

)
dξdτ

}1
2

·
{
ˆ t

0

1

(t− τ)2r1

(
ˆ π

0
|θξ|2 dξ

)
dτ

} 1
2

. ‖θx‖L2([0,π])t
1
2
−r1

{
ˆ t

0

ˆ

B1

(t− τ)−
σ1
2 exp

(
− (x2 − 2nπ − ξ)2

4(t− τ)

)
dξdτ

}1
2

. (3.25)

Note that (
x

π
− 2n − ξ

π

)2

≥
(
x− ξ

π

)2

+ (2|n| − 1)2 − 1,

(
x

π
− 2n +

ξ

π

)2

≥
(
x− ξ

π

)2

+ (2|n| − 2)2 − 4,

we see that

(2|n| − 1)2 − 1 ≥ 0, (2|n| − 2)2 − 4 ≥ 0, for |n| ≥ 2. (3.26)

Then by (3.9) one acquires
ˆ t

0

ˆ

B1

(t− τ)−
σ1
2 exp

(
− (x2 − 2nπ − ξ)2

4(t− τ)

)
dξdτ

≤
ˆ t

0

ˆ

R

(t− τ)−
σ1
2 exp

(
− (x2 − ξ)2

4(t− τ)

)
dξdτ . t

3−σ1
2 , (3.27)

for |n| < 2, and
ˆ t

0

ˆ

B1

(t− τ)−
σ1
2 exp

(
− (x2 − 2nπ − ξ)2

4(t− τ)

)
dξdτ

≤
ˆ t

0

ˆ

R

(t− τ)−
σ1
2 exp

(
− (x2 − ξ)2

4(t− τ)

)
· exp

(
− (2|n| − 1)2 − 1

4(t− τ)

)
dξdτ

≤
ˆ t

0

ˆ

R

(t− τ)−
σ1
2 exp

(
− (x2 − ξ)2

4(t− τ)

)
· exp

(
− (2|n| − 1)2 − 1

4T

)
dξdτ

.t
3−σ1

2 exp

(
− (2|n| − 1)2 − 1

4T

)
, (3.28)

for |n| ≥ 2. Set

An =





1, |n| < 2,

exp

(
− (2|n| − 1)2 − 1

8T

)
, |n| ≥ 2.

(3.29)
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Obviously, the positive series
∞∑

n=−∞

An is convergent. Putting (3.27)-(3.29) into (3.25) yields

I
(n)
11 . ‖θx‖L2([0,π])t

1
2
−r1 · Ant

3−σ1
4

= ‖θx‖L2([0,π])t
1
2
−r1 · Ant

3−(4−4r+2α)
4 = ‖θx‖L2([0,π])t

1
4
−α

2An. (3.30)

To deal with the term I
(n)
12 , we recall the following property:

1− e−x ≤ 1

λ
xλ, (3.31)

for all x ≥ 0 and 0 < λ ≤ 1. Since
(
x2 − 2nπ − ξ

)2

−
(
x1 − 2nπ − ξ

)2

=(x2 − x1) · 2
(
x1 + x2

2
− 2nπ − ξ

)
≥ 0,

on the region B1, then we use (3.31) to achieve

0 ≤1− exp

(
− (x2 − 2nπ − ξ)2 − (x1 − 2nπ − ξ)2

4(t− τ)

)

≤ 1
1
2 − µ

(
(x2 − x1)(

x1+x2
2 − 2nπ − ξ)

2(t− τ)

) 1
2
−µ

, (3.32)

for any number µ ∈ (14 ,
1−α
2 ). Thus we have

I
(n)
12 .

ˆ t

0

ˆ

B1

1

(x2 − x1)α(t− τ)
3
2

·
∣∣∣∣x1 − 2nπ − ξ

∣∣∣∣ · exp
(
− (x1 − 2nπ − ξ)2

4(t− τ)

)

·
(
(x2 − x1)(

x1+x2
2 − 2nπ − ξ)

(t− τ)

)1
2
−µ

|θξ|(ξ, τ) dξdτ. (3.33)

Noting that

(x2 − x1)

(
x1 + x2

2
− 2nπ − ξ

)
= (x2 − x1)

(
x2 − x1

2
+ x1 − 2nπ − ξ

)

=
1

2

(
x2 − x1

)2
+ (x2 − x1) ·

(
x1 − 2nπ − ξ

)
,

one has
[
(x2 − x1)

(
x1 + x2

2
− 2nπ − ξ

)] 1
2
−µ

.
(
x2 − x1

)1−2µ
+
(
x2 − x1

) 1
2
−µ ·

(
x1 − 2nπ − ξ

) 1
2
−µ

.

Inserting the above into (3.33) arrives at

I
(n)
12 .

ˆ t

0

ˆ

B1

(x2 − x1)
1−2µ−α

(t− τ)2−µ
·
∣∣∣∣x1 − 2nπ − ξ

∣∣∣∣

· exp
(
− (x1 − 2nπ − ξ)2

4(t− τ)

)
· |θξ|(ξ, τ) dξdτ



30 GENG CHEN, YANBO HU, AND QINGTIAN ZHANG

+

ˆ t

0

ˆ

B1

(x2 − x1)
1
2
−µ−α

(t− τ)2−µ
·
∣∣∣∣x1 − 2nπ − ξ

∣∣∣∣
3
2
−µ

· exp
(
− (x1 − 2nπ − ξ)2

4(t− τ)

)
· |θξ|(ξ, τ) dξdτ =: I

(n)
12,1 + I

(n)
12,2. (3.34)

For I
(n)
12,1, we get by 1− 2µ − α > 0

I
(n)
12,1 .

(
ˆ t

0

ˆ

B1

1

(t− τ)4−2µ−2r2
·
∣∣∣∣x1 − 2nπ − ξ

∣∣∣∣
2

· exp
(
− (x1 − 2nπ − ξ)2

2(t− τ)

)
dξdτ

)1
2

·
(
ˆ t

0

ˆ

B1

|θξ|2
(t− τ)2r2

dξdτ

)1
2

.‖θx‖L2([0,π])t
1
2
−r2

(
ˆ t

0

ˆ

B1

t−
σ2
2 exp

(
− (x1 − 2nπ − ξ)2

4(t− τ)

)
dξdτ

)1
2

, (3.35)

where r2 and σ2 satisfy

3

4
− µ < r2 <

1

2
, σ2 = 6− 4r2 − 4µ < 3. (3.36)

Similar to handling (3.25), we can obtain

I
(n)
12,1 . ‖θx‖L2([0,π])t

1
2
−r2 · t

3−σ2
4 An = ‖θx‖L2([0,π])t

µ− 1
4An. (3.37)

Now for I
(n)
12,2, one acquires by 1

2 − µ− α > 0

I
(n)
12,2 .

(
ˆ t

0

ˆ

B1

1

(t− τ)4−2µ−2r3
·
∣∣∣∣x1 − 2nπ − ξ

∣∣∣∣
3−2µ

· exp
(
− (x1 − 2nπ − ξ)2

2(t− τ)

)
dξdτ

)1
2

·
(
ˆ t

0

ˆ

B1

|θξ|2
(t− τ)2r3

dξdτ

)1
2

.‖θx‖L2([0,π])t
1
2
−r3

(
ˆ t

0

ˆ

B1

t−
σ3
2 exp

(
− (x1 − 2nπ − ξ)2

4(t− τ)

)
dξdτ

)1
2

, (3.38)

where r3 and σ3 satisfy

1

2
− µ

2
< r3 <

1

2
, σ3 = 5− 4r3 − 2µ < 3. (3.39)

Hence we find that

I
(n)
12,2 . ‖θx‖L2([0,π])t

1
2
−r3 · t

3−σ3
4 An = ‖θx‖L2([0,π])t

µ
2An. (3.40)

Combining (3.34), (3.37) and (3.40) leads to

I
(n)
12 . ‖θx‖L2([0,π])(t

µ− 1
4 + t

µ
2 )An. (3.41)

Thus we sum up (3.22), (3.30) and (3.41) to conclude that

I
(n)
1 . ‖θx‖L2([0,π])(t

1
4
−α

2 + tµ−
1
4 + t

µ
2 )An. (3.42)

The above estimate is also valid for the term I
(n)
2 in (3.19). Therefore there holds

I(n) =

ˆ t

0

ˆ π

0

|L(n)
31 |

(x2 − x1)α
c2|θξ|(ξ, τ) dξdτ . ‖θx‖L2([0,π])(t

1
4
−α

2 + tµ−
1
4 + t

µ
2 )An, (3.43)
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which together with (3.29) implies that the series
∞∑

n=−∞

I is uniform convergent. Similarly, one also

has
ˆ t

0

ˆ π

0

|L(n)
32 |

(x2 − x1)α
c2|θξ|(ξ, τ) dξdτ . ‖θx‖L2([0,π])(t

1
4
−α

2 + tµ−
1
4 + t

µ
2 )An. (3.44)

Then
ˆ t

0

ˆ π

0

|∂ξN(x2, t; ξ, τ) − ∂ξN(x1, t; ξ, τ)|
(x2 − x1)α

c2|θξ|(ξ, τ) dξdτ

≤
ˆ t

0

ˆ π

0

1

(x2 − x1)α

∞∑

n=−∞

(|L(n)
31 |+ |L(n)

32 |)c2|θξ|(ξ, τ) dξdτ

=
∞∑

n=−∞

ˆ t

0

ˆ π

0

1

(x2 − x1)α
(|L(n)

31 |+ |L(n)
32 |)c2|θξ|(ξ, τ) dξdτ

.‖θx‖L2([0,π])(t
1
4
−α

2 + tµ−
1
4 + t

µ
2 )

∞∑

n=−∞

An ≤ Ctν , (3.45)

for some constant C > 0, where ν = min{1
4 − α

2 , µ− 1
4 ,

µ
2} > 0. The proof of Lemma 3 is completed

by choosing 3Cδν < K. �

Lemma 4. The map T is continuous under the L∞ norm.

Proof. The proof follows from the fact that (θ,w, z, p, q, x, t)(X,Y ) is Lipschitz continuously de-

pendent on J̃(X,Y ) in the L∞ distance. The proof is entirely similar to that in Chen-Huang-Liu
[8] and we omit it here. �

By means of Lemmas 3 and 4, we know by the Schauder fixed point theorem that there exists a
function J∗(x, t) ∈ K such that

M(J∗)(x, t) = J∗(x, t). (3.46)

We fix J = J∗ and utilize previous results to obtain that

θt(·, t), θx(·, t) ∈ L2([0, π]), J ∈ Cα([0, π] × [0, δ]). (3.47)

Furthermore, we consider the initial-boundary value problem for u




ut − uxx = θtx,
u(x, 0) = u0(x),
u(0, t) = u(π, t) = 0.

(3.48)

According to the properties of the Green function G(x, t; ξ, τ) given in (3.5), the weak solution
u(x, t), (t ∈ [0, δ]) of (3.48) can be expressed as

u(x, t) =

ˆ π

0
G(x, t; ξ, 0)u0(ξ) dξ −

ˆ t

0

ˆ π

0
∂ξG(x, t; ξ, τ)θτ (ξ, τ) dξdτ. (3.49)

Clearly, this weak solution u(x, t) satisfies
ˆ δ

0

ˆ π

0

(
uψt − (ux + θt)ψx

)
dxdt+

ˆ δ

0
(ux + θt)ψ

∣∣∣∣
x=π

x=0

dt = 0, (3.50)

for any test functions ψ ∈ F . Letting ψ = ϕx in (3.50) gives
ˆ δ

0

ˆ π

0

(
uxϕt + (ux + θt)ϕxx

)
dxdt−

ˆ δ

0
(ux + θt)ϕx

∣∣∣∣
x=π

x=0

dt = 0, (3.51)
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Finally, we prove J = ux + θt in some sense. By (3.13), the function J satisfies

ˆ δ

0

ˆ π

0

(
J(ϕ0

t + ϕ0
xx)− [(cϕ0)xcθx + (θt + J)ϕ0]

)
dxdt−

ˆ δ

0
[Jϕ0

x − c2ϕ0θx]

∣∣∣∣
x=π

x=0

dt = 0, (3.52)

for any test function ϕ0(x, t) ∈ C∞
c ([0, π] × [0, δ]), which together with (2.79) yields

ˆ δ

0

ˆ π

0

(
(J − θt)ϕ

0
t + Jϕ0

xx

)
dxdt−

ˆ δ

0
Jϕ0

x

∣∣∣∣
x=π

x=0

dt = 0. (3.53)

We take the difference of (3.53) and (3.51), with the test function ϕ0 vanishing on the boundaries,
to obtain

ˆ δ

0

ˆ π

0
[J − (ux + θt)](ϕ

0
t + ϕ0

xx) dxdt−
ˆ δ

0
(J − ux − θt)ϕ

0
x

∣∣∣∣
x=π

x=0

dt = 0. (3.54)

Hence it is clear that J = ux + θt, for a.e. any (x, t) ∈ [0, π]× [0, δ].

3.3. Energy estimate. In this subsection, we derive the energy estimate in Theorem 1.3, which
allows us to extend the local solution on Ωδ to ΩT .

Following [8], we proceed by the inequality in (2.48) and the fact J = ux + θt in L
2(ΩT ) sense

ˆ π

0
(θ2t + c2(θ)θ2x)(x, t) dx ≤

ˆ π

0
(θ2t + c2(θ)θ2x)(x, 0) dx+ 2B(θ(π, 0))

− 2B(θ(π, t))− 2

ˆ t

0

ˆ π

0
θ2t dxdt− 2

ˆ t

0

ˆ π

0
Jθt dxdt

≤
ˆ π

0
(θ2t + c2(θ)θ2x)(x, 0) dx+ 2B(θ(π, 0))

− 2B(θ(π, t))− 2

ˆ t

0

ˆ π

0
θ2t dxdt− 2

ˆ t

0

ˆ π

0
J(J − ux) dxdt. (3.55)

Since ut = Jx holds in L2(ΩT ) sense, one has by integrating by parts

ˆ t

0

ˆ π

0
Jux dxdt =−

ˆ t

0

ˆ π

0
utu dxdt

=
1

2

ˆ π

0
u20(x) dx−

1

2

ˆ π

0
u2(x, t) dx. (3.56)

Putting (3.56) into (3.55) yields
ˆ π

0
(θ2t + c2(θ)θ2x)(x, t) dx+ 2B(θ(π, t)) ≤

ˆ π

0
(θ2t + c2(θ)θ2x)(x, 0) dx+ 2B(θ(π, 0))

− 2

ˆ t

0

ˆ π

0
θ2t dxdt− 2

ˆ t

0

ˆ π

0
J2 dxdt+

ˆ π

0
u20(x) dx−

ˆ π

0
u2(x, t) dx, (3.57)

which means that

1

2

ˆ π

0
(θ2t + c2(θ)θ2x + u2)(x, t) dx+B(θ(π, t))

≤1

2

ˆ π

0
(θ2t + c2(θ)θ2x + u2)(x, 0) dx+B(θ(π, 0))−

ˆ t

0

ˆ π

0
(ux + θt)

2 + θ2t dxdt, (3.58)

which is the desired inequality (1.23).
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4. The problem with Neumann boundary conditions for heat equation

In this section, we provide the proof on the initial-boundary value problem of (1.3) with the
Neumann boundary conditions on u.

First, in Section 2, we solve a boundary value problem for θ, so the result still holds for the case
with the Neumann boundary conditions.

For the existence of (u, θ) by Schaulder fixed point theorem, to avoid repeat, we only give
calculations different from the case with the Dirichlet boundary condition.

Consider system (1.3) with the initial condition (1.5) and the following the mixed boundary
conditions

(ux + θt)(0, t) = (ux + θt)(π, t) = 0,

θ(0, t) = ιθ(π, t) + θx(π, t) = 0.
(4.1)

Assume that the initial functions u0(x), θ0(x) and θ1(x) satisfy the corresponding compatibility
conditions at 0 and π. Based on the results in Section 2, for any given T > 0 and J ∈ Cα, we
obtain the global solution θ(x, t) for the wave equation

θtt − c(θ)(c(θ)θx)x + θt + J = 0.

Corresponding to the Neumann boundary conditions of u, the initial-boundary value problem of J
now is 




Jt − Jxx = c(θ)(c(θ)θx)x − θt − J,
J(x, 0) = J0(x) := u′0(x) + θ1(x) ∈ Cα([0, π]),
J(0, t) = J(π, t) = 0.

(4.2)

Thanks to the Green function G(x, t; ξ, τ) given in Section 3, the solution J of (4.2) can be expressed
as

J(x, t) =

ˆ π

0
G(x, t; ξ, 0)J0(ξ) dξ −

ˆ t

0

ˆ π

0
G(x, t; ξ, τ)(θτ + J)(ξ, τ) dξdτ

−
ˆ t

0

ˆ π

0
G(x, t; ξ, τ)cc′θ2ξ (ξ, τ) dξdτ −

ˆ t

0

ˆ π

0
∂ξG(x, t; ξ, τ)c

2θξ(ξ, τ) dξdτ. (4.3)

The relation (4.3) defines a map on Cα(ΩT )

T̃ : J(x, t) → M̃(J)(x, t), (4.4)

where

M̃(J)(x, t) =

ˆ π

0
G(x, t; ξ, 0)J0(ξ) dξ −

ˆ t

0

ˆ π

0
G(x, t; ξ, τ)(θτ + J)(ξ, τ) dξdτ

−
ˆ t

0

ˆ π

0
G(x, t; ξ, τ)cc′θ2ξ (ξ, τ) dξdτ −

ˆ t

0

ˆ π

0
∂ξG(x, t; ξ, τ)c

2θξ(ξ, τ) dξdτ, (4.5)

which is a weak solution of the following equation

M̃t − M̃xx = c(θ)(c(θ)θx)x − θt − J. (4.6)

Through the parallel procedure as in Subsection 3.2, we can verify that the map T̃ exists a fixed
point in the set

K̃ =

{
J(x, t)

∣∣ ‖J(x, t)− J̃0(x, t)‖Cα(Ωδ) ≤ K,J(x, 0) = J0(x), J(0, t) = J(π, t) = 0

}
, (4.7)

for some constants δ > 0 and K > 0, where

J̃0(x, t) =

ˆ π

0
G(x, t; ξ, 0)J0(ξ) dξ.
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Denote this fixed point still by J ∈ K̃. Then there has

M̃(J)(x, t) = J(x, t). (4.8)

We next show J = ux+θt. It follows by (4.6) and (4.8) that the weak solution J of (4.2) satisfies
ˆ δ

0

ˆ π

0

(
J(ϕ0

t + ϕ0
xx)− [(cϕ)xcθx + (θt + J)ϕ0]

)
dxdt+

ˆ δ

0
(Jx + c2θx)ϕ

0

∣∣∣∣
x=π

x=0

dt = 0, (4.9)

for any test function ϕ0(x, t) ∈ C∞
c ([0, π] × [0, δ]). Combining (2.79) and (4.9), one obtains

ˆ δ

0

ˆ π

0

(
(J − θt)ϕ

0
t + Jϕ0

xx

)
dxdt+

ˆ δ

0
Jxϕ

0

∣∣∣∣
x=π

x=0

dt = 0. (4.10)

Furthermore, for the variable u, we consider the initial-boundary value problem




ut − uxx = θtx,
u(x, 0) = u0(x),
ux(0, t) = 0, ux(π, t) = −θt(π, t).

(4.11)

Let

ũ(x, t) = u(x, t) +
1

π

ˆ x

0
yθt(y, t) dy.

Then the initial-boundary value problem for ũ is




ũt − ũxx = (1− x

π
)θtx −

1

π
θt +

1

π
xc2θx −

1

π

ˆ x

0
(c+ yc′θy)cθy dy − 1

π

ˆ x

0
y(θt + J) dy,

ũ(x, 0) = u0(x) +
1

π

ˆ x

0
yθ1(y) dy, x ∈ [0, π],

ũx(0, t) = ũx(π, t) = 0.

(4.12)

Here we have used the wave equation for θ(x, t). According to the Neumann function N(x, t; ξ, τ)
given in Section 3, the weak solution of (4.11) can be expressed as

u(x, t) = − 1

π

ˆ x

0
yθt(y, t) dy +

ˆ π

0
N(x, t; ξ, 0)

(
u0(ξ) +

1

π

ˆ ξ

0
yθ1(y) dy

)
dξ

+

ˆ t

0

ˆ π

0
N(x, t; ξ, τ)

(
1

π
ξc2θξ −

1

π

ˆ ξ

0
(c+ yc′θy)cθy dy − 1

π

ˆ ξ

0
y(θτ + J) dy

)
(ξ, τ) dξdτ

−
ˆ t

0

ˆ π

0
∂ξN(x, t; ξ, τ)

(
1− ξ

π

)
θτ (ξ, τ) dξdτ, (4.13)

which satisfies
ˆ δ

0

ˆ π

0

(
uψ0

t − (ux + θt)ψ
0
x

)
dxdt = 0, (4.14)

for any test functions ψ0 ∈ C∞
c ([0, π] × [0, δ]). Letting ψ0 = ϕ0

x in (4.14), we get
ˆ δ

0

ˆ π

0

(
uxϕ

0
t + (ux + θt)ϕ

0
xx

)
dxdt−

ˆ δ

0
uϕ0

t

∣∣∣∣
x=π

x=0

dt = 0. (4.15)

By taking the difference of (4.10) and (4.15) yields
ˆ δ

0

ˆ π

0
[J − (ux + θt)](ϕ

0
t + ϕ0

xx) dxdt+

ˆ δ

0
(uϕ0

t + Jxϕ
0)

∣∣∣∣
x=π

x=0

dt = 0, (4.16)

which implies by the disappearance of the test function ϕ0 on the boundaries that J = ux + θt, for
a.e. any (x, t) ∈ [0, π] × [0, δ].
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Finally, the energy estimate in (3.58) still holds for the current case, so we can extend the local
solution on Ωδ to ΩT .
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