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 INTRODUCTION 1.

Data processing modules such as format identification and verification tools [Ferro 

2016], information object converters [Wing and Ockerbloom 2000] or data acquisition 

modules [Nardo et al. 2013] are essential components of information systems. 

Verification of their functional correctness – the “degree to which a product or system 

provides the correct results with the needed degree of precision” [ISO 2011]– is an 

inevitable prerequisite for relying on their outputs. High quality test data are an 

essential element of dynamic verification. For example, the key challenge in 

developing test suites to ensure correct data acquisition operations in mission-critical 

environments lies in the test data [Nardo et al. 2013]. In digital preservation, 

technical interventions such as migration to new formats must respect the original 

type [Wing and Ockerbloom 2000] so that the result can be considered an authentic 

reproduction of the original. This must be verified through independent tests that 

extract features of the original and resulting objects to facilitate comparison [Milic-

Frayling 2010]. Dynamic verification in these scenarios relies on mappings between 

test data and ground truth to address the test oracle problem, the question of 

distinguishing correct from incorrect behavior [Staats et al. 2011]. 

Data processing components are often homogeneous in function but varied in 

quality [Becker and Rauber 2010]. This led some domains to develop benchmarking 

initiatives to support research and innovation [Voorhees and Harman 2005]. Each 

benchmark provides “a procedure, problem, or test that can be used to compare 

systems or components” [ISO 2010]. A data processing benchmark requires a 
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specification of the task sample consisting of the specified function (e.g. extraction of 

text from a document [Duretec et al. 2015]), the data set, and the test oracle or 

ground truth. This is combined with metrics to compare the components [Sim et al. 

2003; Duretec et al. 2015]. The benchmark’s quality rests on the quality of its data 

set and test oracle. However, this test data quality is often low or unknown. For 

example, the recent drive in digital curation towards benchmarking [Duretec et al. 

2015; Arocena et al. 2016] is motivated by the need for a robust shared evidence base. 

Yet, most components remain unverified since there are no data sets with test oracles 

of sufficient quality [Neumayer et al. 2007; Becker and Duretec 2013].  

 CHALLENGES AND RESEARCH DIRECTIONS 2.

This profound lack of high-quality data sets to enable testing and benchmarking 

of data processing components highlights open research challenges in data quality 

related to (1) sampled data quality, (2) synthesized data and (3) quality models. 

Sampling and annotating data from real-world collections has been the common 

approach in fields such as information retrieval (IR) [Sanderson 2010], digital 

forensics [Garfinkel 2012] and digital preservation [Neumayer et al. 2007]. In IR, 

crowd-sourcing has been used successfully to create annotations [Lease and Yilmaz 

2013]. Economic resource constraints often limit annotation, and legal constraints 

prevent many data set owners from sharing [Neumayer et al. 2007; Downie 2003].  

The noisy character and the presence of ill-formed data in real collections are 

essential to testing data processors, but often, no ground truth exists. In data 

processing, the complex relationships between input formats, computational 

processes, and results make it highly challenging to formalize, create and validate 

the test oracle. Some scenarios require mappings between the conceptual elements of 

digital objects and the symbol structures used for representing them [Becker and 

Duretec 2013]. The computational complexity involved makes this challenging, 

although the feasibility of formal mappings between formats and conceptual models 

has been demonstrated [Hartle et al. 2008]. Since the features are inevitably 

computed by an algorithm, generating the ground truth for sampled data to provide 

test oracles is very effort-intensive even for well-understood tasks [Strecker et al. 

2009]. Even when the mapping relies less extensively on complex computation, it 

requires sophisticated models [Nardo et al. 2015]. The problem is circular: The 

correctness of any algorithm used to compute an annotation on a data set needs to be 

verified using a test data set [Becker and Duretec 2013; Milic-Frayling 2010]. 

Synthesis is the alternative. The principled solution to the above problem starts 

from the test oracle and generates artificial test data to match it. The considerable 

challenges involved in controlling and automating the complex transformations 

needed for generating fine-granular data sets have only recently been tackled for 

well-defined domains using model-driven engineering techniques. These allow the 

formalized representation of multiple linked levels of conceptual models with 

increased degrees of data format specificity; support transformations from platform-

independent models to format-specific implementation constructs; and can generate 

code that is executed in runtime environments to produce test data. In principle, this 

approach to model-based testing can simulate realistic data sets with a full trace of 

ground truth accompanying the generated artifacts [Becker and Duretec 2013; Nardo 

et al. 2013]. However, it is inevitably limited in generating faulty data [Nardo et al. 

2015]. Since the data cannot fully replace real-world collections, a mix of both is 

needed [Ferro 2016]. 
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Models of test data quality are needed for a systematic evaluation of the fitness 

for purpose of individual test data sets, identify concrete shortcomings, and 

effectively combine data from different sources. The metrics must at least address a 

data sets’ test coverage in relation to identified tasks; the presence and reliability of 

the test oracle; and the degree to which the data set approximates real-world 

collections.  Test data adequacy is a long-recognized concern in software engineering, 

but no comprehensive quality models address the concerns of data processing. 

 CONCLUSIONS 3.

The need for robust test data sets for data processing presents challenging 

research questions in data and information quality. Adequate ground truth must 

accompany test data to provide the test oracle. Novel approaches to model-based 

testing use model-driven engineering technologies to synthesize test data and oracles. 

These seeds of the emergent area of model-driven test data generation for complex 

data processing tasks present a promising alternative to the prevailing approach of 

sampling and annotation. Robust quality models for test data sets are needed to 

evaluate emerging approaches and allow the systematic development of heuristics to 

combine sampled annotated data with synthetic generated data.  
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