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ABSTRACT 

The most recent service composition approaches rely on the 

mechanism, which involves scalable and decentralized execution 

of services. Although some formal tools have been used to this 

effect, they are influenced by the standard of web service 

orchestration and choreography based mainly on workflow 

languages or notation. In this paper, we describe the formal 

semantics of a novel service composition language through which 

the services are declaratively composed and executed following a 

peer-to-peer paradigm. The proposed language named GSLang is 

inspired by the GAG (Guarded Attribute Grammars) model that 

has been defined for the modeling collaborative systems. Pi-

calculus is used to define the basic elements of the language and 

its operational semantics. Then its properties are highlighted 

through a case study. 
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1 Introduction 

The concept of services in Software Engineering refers to a piece 

of software, which provides some little functionality to its 

environment. The most important benefit of services is their 

interoperability [2]. This feature allows a system to easily 

leverage the functionalities of another. Service oriented 

computing has emerged from this vision of software as a 

promising solution to enhance the functionality of the standard 

services by composing them into large structures. Complex 

systems can be built by integrating various independent services. 

Since most of the approaches are based on business process 

modeling languages and notations, this study extends also a 

collaborative case management model so called GAG (Guarded 

Attribute Grammars) [1] to propose a language for the service 

composition. 

The GAG model defines the workspaces for each user in a 

formal way through Grammars. It makes it possible to follow the 

execution of a case in the artifacts and implements strongly 

coupled mechanisms for the communication of workspaces. This 

model was proposed as a solution to data-centric workflow 

modeling [12]. The proposed language (GSLang) allows the 

composite services to be defined on the fly within a workspace, 

therefore, resulting in a declarative, decentralized, user-centric, 

data-driven service composition approach. 

We define a composite service as a rule of production of a 

grammar with a left-hand side (LHS) which is the service to 

define and a right-hand side (RHS) being the services required to 

realize the LHS service. When the RHS does not exist, then the 

service is elementary and can be assimilated to a standard protocol 

of service such as SOAP (Simple Object Access Protocol) or 

software architecture style as REST (representational state 

transfer). Each service is guarded by conditions that enable them 

to be activated. We formalize GSLang by defining the concepts 

generally present in the field of the composition of services such 

as: variables (parameters), service, service instance, guard, roles, 

messages and actions. We describe the semantic rules that include 

the following operations: instantiation, sending and receiving 

messages, and refinement and choice of services for their 

execution. This semantic is described using pi-calculus formalism 

[3]. The choice of this formalism is motivated by the distribution 

of the peers across a network and their interaction, which is done 

through dynamic ports whose are created during execution. A 

service or a peer is seen as a Pi-calculus process. A peer receives 

and sends the messages. In this logic, a system consists of a set of 

processes (Peers or Services) that communicate together. During 

their interactions, asynchronous channels can be created and used 

to exchange messages. In addition, the channels so-created are 

included in the messages. The fact that the channels are 
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dynamically created and sent to the peer into the messages, led us 

to choose the Pi-calculus for our modeling.  

The rest of the paper is organized as follows: section 2 

presents the concepts of service composition in GSLang and a 

formal semantics for their execution. Section 3 highlights the 

properties of the GSLang through a case study. Section 4 

concludes and issues perspectives to this work. 

2 FORMAL DESCRIPTION OF A LANGUAGE 

FOR THE SERVICE COMPOSITION: 

GSLANG 

The GSLang takes GAG model concepts [1] such as 

workspace that is assimilated to peer; an activity is assimilated to 

a composite or simple service. In addition, it promotes 

distributivity, flexibility and data-driven (Artifact). We want to 

transport these properties into the world of services.  

Generally, the description of a language consists of two parts: 

the definition of the basics elements and their behaviors. In this 

section, pi-calculus will be used to this effect. The basic elements 

for the composition of services are defined as the concepts and the 

behavior is apprehended through the semantic rules. 

In the pi-calculus [3], the processes perform actions, which can be 

of three forms: the sending of a message over channel x 

(written  ̅), the receiving of a message over channel x (written x), 

and internal actions (written τ), the details of which are 

unobservable. Send and receive actions are called synchronization 

actions, since communication occurs when the corresponding 

processes synchronize. The notion of a transition represents the 

execution of a process expression. Intuitively, the transition 

relation tells us how to perform one-step of the process execution. 

Note that since there can be many ways in which a process 

executes, the transition is fundamentally nondeterministic. The 

transition of a process P into a process Q by performing an action 

α is indicated P 
 
→Q. The action α is the observation of the 

transition. 

2.1 Basic elements of GSLang 

The different elements of the GSLang are as follows: 

 

2.1.1  Terms and variables. A variable is characterized by a 

letter; it is an entity that may contain a value. Terms are variables, 

values, defined variables (assignments), Boolean expressions or 

functions on the terms. We define the following element  ̅̅ by the 

tuples (     ).  

 

       (        ) |  (     ) |   (                )|  (     ) 

 

We extend the basic syntax of pi-calculus with Boolean 

expressions to verify the activation and the validation of a service. 

 

Boolean expressions when specified and evaluated give a 

Boolean value. 

 

           |       |       |         |    |        |         

The assignment consists in solving for the variables; that is, 

assigning values to them. A Parameter is an input or an output 

variable related to a service. 

        |    (     )(                   )  

 

2.1.2. Service and Service Instance. A service is an entity 

defined by a unique identifier, input variables (input parameters), 

output variables (output parameters), guards, post-conditions and 

a location which represents the associated peer. A service may 

depend on other services. 

 

                            (  ̿   
 
)〈  ̿   

 
〉, - | 

  (  ̿   
 
)〈  ̿   

 
〉, -  →         

 

Such as presented a service is simple or composite. It is 

characterized by an identifier (its name), input parameters  ̅̅ , 

output parameters  ̅̅, possible preconditions on input parameters 

  
 
and possible effects on the output parameters   

 
. It may be 

composed of other services      . α represents the service 

location. It should be noted that α may be unnecessary for services 

on the RHS if they are implemented in the same user space as the 

services from the LHS. 

 

For reasons of readability, we have preferred the previous 

notation for services in the paper. In the pi-calculus notation, it 

corresponds (simple or composite) to: 

 

              [  
 
] (    ̅̅  ) [  

 
]    ̅̅ | 

                      [  
 
] (    ̅̅  ) (     〈      ̿   〉 | 

                       |    |         〈      ̿̿ ̿   〉) [  
 
]    ̅̅  

 

The service S expects  ̅̅ as the input parameter, when executed, 

it returns ̅̅. It receives the data via the public port of the peer 

where it is accommodated. When there is a RHS, it calls the 

services it contains to build y. The services on the RHS can be 

executed in parallel if the data are independent of each other or in 

sequence if there is dependency hence the parallel operator (|) 

inside the brackets in bold. When a service call is initiated, a 

corresponding service instance is created. The same notations can 

be used for instances. 

 

The Artifact or Service instance is the concrete representation 

of a service after the instantiation of the corresponding rule. It 

allows to track the execution of the service. 

 

          ( ̅̅   
 
)〈 ̅̅   

 
〉, - 

                 (  ̅̅̅̅̅̅   
 
)〈 ̅̅   

 
〉, -  |  

                 (  ̅̅̅̅̅̅   
 
)〈  ̅̅    

 
〉, - | 

                 (  ̅̅̅̅̅̅   
 
)〈 ̅̅   

 
〉, - →        |  

                 (  ̅̅̅̅̅̅   
 
)〈  ̅̅    

 
〉, - →        

 

A service instance has several configurations: (i) the input and the 

output parameters are not yet resolved; (ii) resolved input 

parameters and output parameters not yet resolved; (iii) resolved 

input and output parameters. Each element, which appears at the 
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right-hand side when it exists, should have one of the three 

previous configurations. The parameters of the service instances 

are resolved progressively during execution. 

 

2.1.3  Message. Messages are variables that transit on the 

network. They contain global variables (context variables). They 

are composed of defined variables and/or undefined variables. 

There are two types of messages: request message (variables in 

defined inputs and variables in undefined output) and response 

message (defined input variables and defined output variables).   

 

           ̅̅̅̅̅̅  ̅̅    (       )|   ̅̅̅̅̅̅   ̅̅(        )  

 

A sending message (request) comprises 3 parts: resolved 

input   ̅̅ ̅̅̅̅, outputs to be resolved  ̅̅ and the identifier of the service 

to which the request is intended. A response message consists of 2 

parts: resolved inputs   ̅̅ ̅̅̅̅ and resolved outputs   ̅̅. As we will see 

in the next section, the response is transmitted along a private port 

created during the request, hence the absence of the service 

identifier. 

 

2.1.4 Action. An action could be any of the following: 

sending message, receiving message, or silent interpretation of 

service instances. 

 

         ̅ 〈   〉|  (   ) |  ( )|  ̅〈 〉 |   

 

2.1.5  Role. The peer or execution space (Σ) contains 

services, instances of services and is characterized by a single 

public port (its location). Let denotes by    the set of services, 

   the set of service instances and α its address (main port or 

location). Thus, the execution space is characterized by  

Σ = (  ,  , α). 

 

2.2 Behavioral description 

The following operational semantics describe the mechanisms 

for resolving services, which is broken down into several 

fundamental operations: instantiation, sending and receiving 

message, refinement and choice of services. 

 

Instantiation 

 
              ( )

      ( ̿)〈 ̿〉, -  
 (   )
→           (  ̿̿̿)〈 ̿〉, -

   

 
            ( )

      ( ̿)〈 ̿〉, - →         
 (   )
→           (  ̿̿̿)〈 ̿〉, - →       

   

 

When Σ receives on its main port   the message M and the 

variable p, it finds the corresponding service S and creates the 

instance I with the defined input   ̿̿̿ and the awaited outputs  ̿. I is 

added to Σ which becomes Σ′. If no service is found, then the 

operation will not be applied. C2 is the extended version of C1, the 

found service is composed. 

 

Request 

 

    (  ̿̿̿)〈 ̿〉, -  

                            (  ̿̿̿)〈 ̿〉, - →          

                                  →       (  ̿̿̿)〈 ̿〉, -    

     
𝑣    ̅〈   〉
→          

𝑅   

 

The instance I of the space Σ sends the message M on   (main 

port of another space). This doesn’t change the state of the 

execution space; M is constructed from parameters of the instance 

to be concretized. 

 
Response 

 

𝛴 𝐼  
𝑝〈𝑀〉
→    𝛴 𝐼

𝑅     

 

Response on a private port (p) of a previously sent request. 

M=  ̿̿̿   ̿ 

 

Refinement 

 
 

      (  ̿̿̿)〈 ̿〉, -   
 
→       (  ̅̅̅̅̅̅)〈  ̅̅〉, -

𝑅  

 

 
 

      (  ̿̿̿)〈 ̿〉, -  
 ( )
→         (  ̅̅̅̅̅̅)〈  ̅̅〉, -

𝑅  

 

 

 

  ̅̅  ⊆   ̅̅

       (  ̿̿̿)〈 ̿〉, - →

      ( 
 ̅̅)〈  ̅̅〉,  -

   

    
 
→

       (  ̿̿̿)〈 ̿〉, - →

      (  
 ̅̅ ̅̅̅̅ ̅̅ )〈  ̅̅〉,  -

   

𝑅3 

 

   ̅̅̅̅̅̅̅̅  ⊆    ̅̅

       →    

   (  
 ̅̅ ̅̅̅̅ ̅̅ )〈  

 ̅̅ ̅̅̅̅ ̅̅ 〉,  - 

   . ′
 ̅̅ ̅̅̅ ̅/ 〈   ̅̅̅̅̅̅̅̅ 〉,   -   

    
 
→

       →    

   (  
 ̅̅ ̅̅̅̅ ̅̅ )〈  

 ̅̅ ̅̅̅̅ ̅̅ 〉,  -  

   .  ′
 ̅̅ ̅̅ ̅̅̅ ̅̅ ̅/ 〈   ̅̅̅̅̅̅̅̅ 〉,   -   

𝑅4 

 

 
 

       →    

   (  ̅̅̅̅̅̅)〈 ̅̅〉,-    
    
 ( )
→  

       →    

   (  ̅̅̅̅̅̅)〈  ̅̅〉,-    

𝑅5 

 

 

 ̅̅  ⊆   �̅̅�
      (  ̿̿̿)〈 ̿〉, - → 
   (   ̿̿ ̿̿ )〈   ̿̿ ̿̿ 〉, - 

   (   ̿̿ ̿̿ )〈   ̿̿ ̿̿ 〉, -
    

 
→

      (  ̿̿̿)〈  ̿〉, - → 
   (   ̿̿ ̿̿ )〈   ̿̿ ̿̿ 〉, - 

   (   ̿̿ ̿̿ )〈   ̿̿ ̿̿ 〉, -

𝑅6 

 

The refinement of an instance consists in materializing the parts 

not yet defined. The action is silent (materialization of the 

parameters from those already defined in an instance) or the 

receipt of a response on a private port. 

R1: Calling a simple service (automatic or manual) 
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R2: Receiving information on a private port for the instance of a 

simple service. This action results in the materialization of the 

output parameters. 

R3, R4 and R6: Allows the definition of the parameters of certain 

service instances to the right from the parameters already defined. 

Semantic rules are used at this level to match attributes. 

R5: Upon receipt of a response, materialize the part of the 

service’s instance that made the request. 

 

 

Figure 1: Execution Example 

Local choice of Service (LoCh) 

   (  ̿̿̿)〈 ̿〉     ℎ      
 →    

     
 

       (  ̿̿̿)〈 ̿〉 → 
                (  ̿̿̿)〈 ̿〉, -   

    
 
→

       (  ̿̿̿)〈 ̿〉 → 
               ,  

 →    
     

 -   

𝐿  ℎ 

The selection of a service is made locally when the inputs are 

defined. Once selected, the previously described operations can be 

applied. 

 

The emphasis here is on the data that influence the choice of 

services, their instantiation and their refinements. The execution 

flow depends on the availability of input and output variable 

values. In a service execution schema, two tasks are executed in 

sequence if the entries of one depend on the outputs of the other. 

They are executed in parallel if the inputs of one do not depend on 

the outputs of the other. It is for this reason that we have not 

explicitly defined the parallel operator of the pi-calculus. The 

conditional choice represents the behaviour of a peer. In a peer, 

under certain conditions/actions, a service or instance of services 

can be executed. 

3 PROPERTIES OF THE LANGUAGE 

This section opens with an example that will serve as a guide 

in order to highlight the properties of the language. 

Following the logic of pi-calculus, a user space is modeled as 

a process, which holds services materialized by the tasks. In this 

regard, figure 1 is made up of two processes Σ1 and Σ2 

representing the user space. 

 The space 1 (Σ1) contains the task  11 which starts the 

process and then decomposes into  12 and  21 which 

synchronizes to complete the process.  21 is implemented at 

the level of Σ2. 

 The space 2 (Σ2) contains the task  21. 

 

Using this language, the process described in Figure 1 presents 

two user spaces Σ1 and Σ2. Initially, Σ1 contains the services 

    *       +, its public port and  1. Σ1 services are defined by: 

   (      *  > 0   > 0+)〈     〉 →      (  )〈  〉    (  )〈  〉 

             (  )〈  〉 →  

 

The service  11 has a guard  1 > 0 and  2 > 0 and requires  21 

and  12 in order to obtain  1 and  2.  21 is a remote service 

implemented in space Σ2 and  12 is a simple local service to Σ1. 

 

Σ2 contains the service  21     *   + and a public port  2. 

The service  21 is defined by: 

 

             (  )〈  〉 → 
 

Also in the figure 1, a client process   executes the composite 

service  11 of Σ1.   defines  1 and  2, creates a private port p 

whose value is 1 and sends the message containing  11,  1,  2 and 

p on the public port  1 (Of value 5) of Σ1 (the rule  2 is 

highlighted). An instance of the  11 service will be created in Σ1 

because  11 is found and the guard checked. The RHS of  11 starts, 

 12 and  21 run in parallel since there is no dependency between 

their parameters. A remote call on Σ2 will be made to execute  21 

(the semantic rule 𝑅   is used) i.e. creating a private port  1 of 

value 4 and sending a message containing  21,  2 and  1 on the 

public  2 port (Of  value 6) of Σ2. 

On arrival at Σ2, with respect to the input parameters, the  21 

service is chosen (by applying the  1 rule), an instance of the 

service is created and executed. The response (principally  2) will 

be sent to Σ1 via the private port  1 (applying the Resp rule). Σ1 

will refine the previously created instance. The 𝑅6 rule can be 

used and the  1 port will be destroyed. Finally, the response will 

be sent to the client process via the previous private port   (Of 

value 1). 

 

The asynchronous private ports make it possible to track the 

execution of the service instances individually. An instance of 

service may be unavailable for a period of time; when it returns it 

can continue there where it was suspended. In addition, the 

services can be redefined at any time even during the execution 

since they are defined on the fly. For example in Σ1 we can add 

 13 while  11 is running. This is called flexibility by change as 

defined in [6], contrary to flexibility by definition of existing 

composition approaches [2][11]. In addition, the services are fully 
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defined in the form of rules. The rules paradigm has been studied 

as a declarative approach, presenting the advantages [7] [5] [8] as: 

 Adaptability: Given the declarative nature of rule-based 

service compositions, they can be modified and/or expanded 

to adapt to context-specific situations. The adaptation of the 

proposed language in this paper is possible at runtime 

because each rule (composite service) is identified and 

loaded when the rule is enacted. RHS not yet enabled can be 

updated even while running the composite service (LHS). 

For example in Σ1 we can add  13 while  11 is running.  11 

will become as follows : 
 

   (      *  > 0   > 0+)〈     〉 →      (  )〈  〉    (  )〈  〉   3 ( )〈 〉 
 

 Flexibility: rule-based compositions are more flexible than 

BPEL-type compositions, given their ability to pursue other 

execution paths without having to redefine the composite 

service and Redeploy it on a service engine. Some 

languages such as BPEL4WS offer a set of tags (invoke, 

reply, receive, sequence, choice, flow, etc.) allowing to 

build the composite service. In our proposition, the 

definition and the composition of services are described by 

the declarative rules, while the interaction is implicit 

through attributes materialized by the transmission of 

parameters. The private asynchronous ports (dynamic port) 

created at runtime make the composition more flexible. The 

execution path of a composite cannot be determined in 

advance because ports are created and destroyed 

dynamically as described in the example. 

 Formal intuitive semantics: rule-based languages exploit a 

logical and/or mathematics set of underlying primitives. 

Formal approaches to reasoning have been proposed [9][10] 

but all of them use the WS-BPEL process type for their 

implementation. We propose an intentional definition of 

services that allows a late concretization of the services, 

thus favoring a weak coupling with the underlying 

technology and an adaptation (updating of the rules) of the 

service even during its execution. Moreover, the proposed 

language does not refer to any technology. The reasoning 

can be undertaken on services as we have done in defining 

operational semantics in section 2 using the pi-calculus. 

 Reusability and Distribution: The composite services being 

defined primarily as rules can be used in different contexts. 

The services are distributed in different user spaces. The 

architecture is peer-to-peer. In the example, we have the 

spaces    and     located by their public ports    and  . 

 

4 RELATED WORK 

A service composition language is more flexible when it is 

based on a declarative paradigm rather than an imperative 

paradigm as described in [6]. 

Most of the traditional languages which have been proposed 

to specify the composition of web services are based on processes, 

with BPEL as the backbone since all the proposed formalisms are 

translated into BPEL for their execution [14][2][21]. The 

disadvantage of this paradigm is that the description of the 

composite services represented as processes is centralized and 

difficult to change at runtime. 

To overcome this difficulties, some languages have been 

proposed in order to have more flexibility [15][16][22]. They deal 

with the semantics of the composition by providing the ability for 

describing and reasoning over services at runtime [17]. These 

semantic-based languages are excellent in the discovery, the 

selection and the automatic composition of services. Their 

flexibility is limited to searching for missing services or building a 

composition plan based on a user’s query and predefined planning 

system. It is difficult to add new requirements to the specifications 

of a composite service when the system is running. 

Several declarative approaches to the composition of services 

have been proposed. The work in [18] defines the rules in the 

form of if..then clauses, the structure, the data and the constraint 

rules under the basis of elements such as Activity, Condition, 

Event, Flow, Provider, Role, and Message. The if..then rules 

govern how things are to be done in the composition. The if..then 

rules imply the definition of all the possibilities between the 

elements of the composition. This is a first step for the flexible 

composite service definition, but it is defined as an extension of 

the BPEL notations. To separate the business rules from the BPEL 

code, Charfi et al. suggested an aspect oriented style (AO4BPEL) 

[19]. Authors in [20] propose an approach named FARAO. 

Theyargue that business rules can be used in a service 

composition without the need for a BPEL framework. This greatly 

increases the adaptability of the orchestration. At the deployment 

level, a CA (Condition-Action) rule engine is introduced to 

support rule-based service composition. To obtain the composite 

service, an analysis of the services’ registry (containing the 

WSDLs) is performed in order to have dependencies between 

services and to build CA rules. In CA rules, business rules and 

constraints will be added. Although using the rules to build the 

composite services, this approach has an abstraction level of the 

rules, which are quite low (linked to WSDL). As previous 

approaches, FARAO focuses on the orchestration on the detriment 

of distribution and interaction. 

The proposed language adopts an independent approach of 

structured blocks such as BPML promotes by describing a 

composition service completely with rules, using the GAG 

formalism. 

The adaptation of the proposed model is possible at runtime 

because each rule in the execution scheme are identified and 

loaded when the rule is enacted. Since each workspace is 

considered as an autonomous peer, its proprietary can update the 

scheme by adding new rules (service declaration) or modify the 

right hand side of a rule (redefinition of a composite service). 
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5 CONCLUSIONS AND PERSPECTIVES 

This study introduces an artifact-driven language, which can 

be served as a framework for service composition. In this paper, 

we have presented a formal description of the basic concepts of 

this language and their behavior through the semantic rules. An 

example is shown on two processes to simulate the execution of a 

composite service. The proposed language benefits from the 

properties of the data-centric workflow model, it is built upon: 

 The composite services are defined declaratively in the form 

of rules, which provides more flexibility and adaptability. 

 The services participating in a composition collaborate in a 

peer-to-peer style. 

 A service elementary or composite can be reused in 

different application context. 

 

The further works will develop the support software tools for 

our service composition language such as the services editor, 

verification and translation tools. In this regard, the selection of a 

model-checking environment close to pi-calculus is indicated. To 

meet the challenges raised by the second iteration of service 

computing, the language shall evolve to cope with the problems of 

micro-services paradigm [13]. 
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