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Despite the excessive developments of architectural parametric platforms, parametric design is often interpreted as an 

architectural style rather than a computational method. Also, the problem is still a lack of knowledge and skill about the 

technical application of parametric design in architectural modelling. Students often dive into utilizing complex digital modelling 

without having a competent pedagogical context to learn algorithmic thinking and the corresponding logic behind digital and 

parametric modelling. The insufficient skills and superficial knowledge often result in utilizing the modelling software through 

trial and error, not taking full advantage of what it has to offer. Geometric transformations as the fundamental functions of 

parametric modelling is explored in this study to anchor learning essential components in parametric modelling. Students 

need to understand the differences between variables, parameters, functions and their relations. Fologram, an Augmented 

Reality tool, is utilized in this study to learn geometric transformation and its components in an intuitive way. A LEGO set is 

used as an editable physical model to improve spatial skill through hand movement  beside an instant feedback in the physical 

environment.  

CCS CONCEPTS • Human-centered computing ~ Visualization • Computing methodologies ~ Computer 

graphics ~ Graphics systems and interfaces ~ Mixed / augmented reality  
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1 INTRODUCTION 

Due to the benefits of digital modelling in rapid prototyping, simulation, and alternative design generation, most 

teachers aim to rapidly teach 3D modelling software to students in the early stages of design. However, a 

competent context for learning parametric modelling concepts and essentials of “digital design thinking” is rarely 

provided in architectural educational systems. Indeed, a general understanding of fundamental programming 

concepts behind computational design modelling may help students better understand the logic behind 

modelling software. Students are expected to identify and utilize modelling techniques without a proper 

understanding of digital design components named as variables (as the properties of the geometry), parameters 

(as the members of the function family), and functions (as the mapping operations). Superficial knowledge of 

digital design thinking often results in learning computational modelling through trial-and-error.  

Learning geometric transformations as one of the fundamental components of parametric modelling is 

essential for effective development of 3D modelling in computational design [1]. Analyzing complex 

architectonic forms usually requires a high level of visualization and mental modelling skills and transformation 
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knowledge to decompose multiple transformations mentally. Such skills become specifically critical in applying 

parametric modelling techniques, which usually starts from simple geometry but often results in a complicated 

geometric form through multiple transformations such as Rotation, Translation, Dilation, etc. However, the 

difficulty of learning geometric transformation and spatial-based problems is acknowledged clearly in the 

literature [2][3]. Understanding geometric transformation as mappings and  functions rather than simple motions 

improves students’ perception of transformation concepts [4]. Hence, It can help them in mental prediction and 

analysis of geometric transformation beyond verified action [2]. Such advanced level of reasoning helps 

students understand the logic behind parametric / digital modelling techniques and may assist them in utilizing 

parametric modelling techniques more efficiently and professionally. Meanwhile, the significance of traditional 

methods including physical modelling and hand drawing is well acknowledged in perceiving geometry and 

geometric relations for architectural and engineering students [5][6]. However, the quick switch towards digital 

modelling, because of their enormous privilege, may result in less exploitation of the potential benefits of 

physical models in cognitive learning, mental visualization, design innovation, and problem-solving. 

Augmented Reality (AR) technology as a mediator tool, capable of integrating digital environment with 

physical real-world, can provide a spatial experiment to support embodied learning and virtual augmentation of 

information and abstract, “putting answers right where the questions are” [7]. The inherent capability of AR in 

superimposing the virtual information, including digital modelling and computer graphics (e.g., arrows, tags, 

highlighting, etc.) in a 3D space may help students perceive geometric transformations as mappings and 

functions beyond motions while exploring corresponding parameters in an integrated spatial scenario. In the 

meantime, the physical experiment in a 3D environment could play as a feedback besides improving spatial 

visualization skill through playing with a tangible manipulative.This study explores the educational potential of 

AR with Fologram in learning geometric transformations and  digital design thinking before diving into complex 

parametric modelling methods. Fologram is an AR tool capable of synching parametric modelling with AR 

environment [8]. This study intends to break down the process of basic geometric transformations into their 

function components in a learning AR environment with real-time feedback using physical model. In this 

environment, students can play with multiple parameters of the transformation functions to transform geometry’s 

variables and follow the augmented result in the AR environment through tracing the transformation with the  

physical model in the physical environment. A LEGO model, as an editable tangible interface, is proposed in 

this study to keep track of the digital parametric changes to fortify learning impact and spatial skills while 

supporting feedback. This methodology is expected to improve student’s understanding of geometric 

transformations and their corresponding components (variables, parameters, and operation functions) in a 

“Learning Through Play” environment. 

2 RELATED WORK 

The existing computer-assisted methods in enhancing students’ learning of geometry and spatial 

transformations confirm the benefits of digital models’ dynamic features. These studies acknowledge that 

exploring geometry and geometric relations from different perspectives helps students better understand 

geometry and improve their spatial skills, especially mental rotation, and spatial visualization [9]–[11]. However, 

many students still face challenges in solving geometric problems and mostly rely on a trial-and-error method 

[12]. 
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Parametric design techniques may allow the students to understand geometry and geometric 

transformations by learning the impact of variables and parameters on their geometric design process. This 

level of reasoning can help them in improving design creativity and reframing design problems [13]. However, 

in many cases, at the end of the design studio students cannot identify their process in arriving to their final 

geometric solution since their work is mostly done through trial-and-error rather than a higher level of reasoning 

[14]. Longitudinal-experimental studies reveal that working with 3D modelling alone may not improve students’ 

spatial skills and geometric perception; thus, traditional methods (e.g., hand drawing and physical modelling) 

are still required [15][16]. Physical modelling on the other hand, as a “versatile” tool for the designers and 

architects to express their thoughts in the design process is the most realistic and tangible 3D means to explore 

design thoughts and presentations [6]. Studies have acknowledged the benefits of such tangible tools in 

improving spatial visualization skills [17]. Psychological studies argue that physical interaction encourages 

students’ epistemic actions [18]. Such skills help them in forming embodied metaphors of abstracts and 

internalizing the information that could enhance memory retrieval [18].  

AR has been introduced in literature as the extension of Virtual Reality (VR) that let users take advantage of 

the synthetic environment while having immediate interaction with their physical surroundings [19]. AR as a tool 

supporting situated cognition environment can provide a spatial experiment where learning and applying 

knowledge occur at the same time in the same place [18]. AR has been widely used in STEM (Science, 

Technology, Engineering, and Mathematics) education such as physics, mathematics, and chemistry to support 

real-world perception of abstract information  to ease the learning process. The results show that AR has 

positive impact on spatial visualization skill [20], understating of mathematical concepts [21], learning 

performance, and higher knowledge gain [22][23]. In a recent experimental study conducted by Fidan et al. 

2019, the impact of AR system integrated with Problem Based Learning (PBL) technique is investigated to 

assess students’ learning achievement and knowledge retention in learning physics and natural phenomena 

[22]. The results reveal that AR technique not only fortifies PBL but also facilitates transfer of knowledge to real-

life problems as well as promoting students’ engagement in learning the targeted subject [22]. The application 

of AR in architecture and architectural education mostly has focused on visualizing building components and 

information [24][25], building energy performance and lighting simulation [26][27], and interior design 

augmentation [28][29]. Very few projects have recently started to explore integrating parametric components 

with parametric modelling through AR intervention [8], or a complete VR environment via VR tools [30]; however, 

none of the studies has explored the educational potential of AR in learning parametric modeling. 

2.1 Reflective feedback in education  

AR provides a context where hands-on experiences could take place in a physical environment along with digital 

information. This feature could potentially support a real-time feedback through physical realization of digital 

interaction in the real-world environment. 

Extensive research on the importance of self-regulated learning (SRL) and the role of self-regulation 

mechanisms in learning enhancement and compensation of individual differences suggests that proactive 

learning  has a significant impact on students’ academic success [31]. These studies demonstrate that SRL 

could be accomplished through constructive feedback as a learning tool [32].  Meanwhile the feedback are only 

useful if students are afforded with opportunity to integrate it with their prior knowledge [33]. Studies reflect that 

heterogeneous student populations, lack of resources, and population increase in higher education result in 
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deficient constructive feedback to provide students with the opportunity to enhance their learning [32][34]. Most 

students require detailed feedback on learning the targeted subject; however, they mostly value their grades 

rather than feedbacks and comments to improve their learning process [35]. This problem may become more 

critical in architectural education in learning digital modeling techniques that is utilized only as a tool to realize 

the design goal and less focus is conducted in learning the modeling tool professionally. Lack of constructive 

feedback in modeling software could be a reason why students are learning through trial-and-error. Constructive 

feedbacks help students with self-regulation process, stimulate their motivation, and improve students self-

esteem [31]. 

3 METHODOLOGY 

The study proposes three educational aids: 1) Grasshopper as a parametric modeling tool, 2) Fologram, an AR 

tool capable of synching parametric modeling with AR environment to augment abstract information, and 3) a 

tangible LEGO model (#5891) as an editable physical manipulative. The digital model is an FBX model imported 

into Grasshopper. Other digital models could also be imported to the program and used as a model target in 

Fologram; however, customizations may be required to realize the prototype’s tasks. QR code is utilized in AR 

registration to superimpose digital model and abstractions on the physical environment.  

The study uses the capability of Fologram to synchronize the corresponding parameters of different 

geometric transformations such as translation and rotation in Grasshopper to help students understand 

geometric transformations as mappings and functions rather than simple motions. The corresponding 

parameters, synchronized to the AR app, could be modified by the player using sliders and toggle buttons to 

apply desired transformations. The transformations could be applied to parts of the LEGO model that are 

transformable in the physical environment. The LEGO model #5891 is a house model with editable parts such 

as a movable attic and rotatable doors/windows. Graphical abstractions such as coordinate system, rotation 

angles, translation vectors, and distance notations are visualized in the AR environment to help students 

understand different parameters of transformation functions in an intuitive way and track them through actual 

motion in the physical environment. Two prototypes are conducted for two common types of transformations: 

translation and rotation. 

3.1 Prototype1 

In this prototype, Grasshopper component for translation is utilized with two inputs including targeted geometry 

as the variable and translating vector as the function parameter. The translation vector is broken into three 

sliders representing translation values in each coordinate axis (x, y, and z). Although variables are the points, 

lines and surfaces of a corresponding geometry, to simplify the process the attic part of the LEGO model which 

is movable in the real LEGO is utilized as the variable to apply translation. 

Students can play with the function parameters and observe the impact of parameter changes on the 

corresponding variable. The translation vector besides a notation which demonstrates the translation amount 

will be visualized in real-time in AR environment to demonstrate the mapping operation. The student can play 

with the physical piece to track the change through hand movement. For example, s/he can apply translation in 

any of the three directions of x, y and z through sliding the corresponding sliders; the transformed geometry will 

be augmented in AR environment; and the player can follow the translation action in the real environment by 

applying motion to the physical element (Figure1).  
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Figure 1: student plays with translation parameters in AR and tracks the transformation in physical environment 

3.2 Prototype2 

In this prototype a Python script is utilized to provide a customized rotation function using the RhinoScriptSyntax 

(RS) library. While the Grasshopper rotation component asks for two parameters (rotation angle and plane), the 

RS library needs three parameters i.e., rotation angle, axis and pivot. The function is customized by the authors 

to add the direction of the rotation as a separate parameter. The four parameters with their possible  parameter 

options/values are utilized as the input of the rotation function naming as: 1) rotation angle (-180⁰ to 180⁰), 2) 

rotation axis (x, y, and z), 3) rotation direction (clockwise vs. counterclockwise), and 4) rotation base point (the 

local pivot point upon which rotation is applied). Figure 2 shows a snippet of the visual programming component 

and the corresponding parameters synched to Fologram AR.  
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Figure 2: Grasshopper snippet for rotation function utilizing four input parameters and the geometry 

In this prototype the variables are the rotatable openings (doors/windows) in the physical LEGO model. The 

player can choose which geometry s/he desires to apply rotation function by changing the slider that 

corresponds to the index of a selected geometry. Eight options exist based on the eight rotatable elements in 

the LEGO model. These elements could be rotated in the physical model with certain constraints, i.e. rotation 

axis, rotation direction and rotation pivot position. When the element is selected the position of the local pivot 

point upon which rotation will be applied is displayed as coordinate system (Figure 3). 

 

Figure 3. Player selects a modifiable opening (e.g., garage door, window, or entrance door) via slider representing variable 

indices to apply rotation using the angle slider. 

The displayed coordinates may not be placed in a correct position of the selected geometry based on the 

applicable rotation of the physical element. Hence, students need to plug in the correct parameters to locate 
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the pivot point on the correct position where rotation is applicable through the physical model. For this prototype 

the parameters to select the correct rotation point (six parameters shown in Figure 2) are accessible through 

Grasshopper, which is synched in real-time in the AR experiment. Later, students can play with other 

parameters such as rotation axis, rotation direction and angle displayed in AR through number sliders and/or 

toggle buttons (Figure 4).  
 

 

Figure 4. Student plays with different parameters of rotation function to match a transformation applicable in the 

corresponding physical piece. The bottom right image shows all potential parameters that player can modify through AR.  

In this prototype the physical model is used not only to track the transformation in the physical world but also 

as a real time feedback to apply a transformation with specific parameters. Hence, although students can play 

with different parameters through various UIs and observe the augmented result, selecting a wrong parameter 

(e.g., wrong rotation axis, direction, or local pivot)  results in a rotation which is not applicable in the physical 

model. For example, the entrance door can only rotate around z-axis in a clockwise direction when the pivot 

point is positioned at the left corner (Figure 5). 
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Figure 5. Student plays with different parameters to figure out the correct rotation parameters based on the physical model 

feedback. The left and middle images show rotations that are not feasible through the physical model. The right image 

shows the feasible rotation of the door in the physical LEGO model. 

4 CONCLUSION AND FUTURE WORK 

The study has presented an AR method for learning two common geometric transformations named translation 

and rotation as fundamental components of parametric modeling. In this study the geometric transformations 

are broken down into their corresponding components as input (variables and parameters) and operation 

functions to intuitively demonstrate geometric transformations as mappings and functions beyond motions in a 

“Learning Through Play” environment via a spatial experiment. The LEGO model is utilized as a physical 

tangible manipulative and a real-time feedback to improve spatial skill through hand movement; integrating  

physical and virtual object transformations with real-world experiment in an AR environment. 

The application of this study could expand to other fields of design and engineering where creating a spatial 

experiment and contextualizing abstract information such as mathematical concepts related to geometry and 

transformations are significant in learning the subject. The current platform is limited to certain types of 

parameters in AR display (slider and button) and the communication is only one way, meaning that user needs 

to match the digital augmentation in the real world and the reverse automatic integration is not possible. 

Because the app is non-open source it has certain constraints for further customization. For example, it is limited 

in adding notations and graphical math representations.  In addition, hand and object occlusion is an issue in 

the current version of Fologram. Moreover, It is important to mention that working with Fologram in Grasshopper 

and conducting customizations may require knowledge and expertise in parametric modeling and using the 

required plugins. Considering the abovementioned constraints and limitations, the authors are developing a 

standalone educational app based on the assembly project – BRICKxAR [36] to address the challenges and 

issues exposed with Fologram AR in developing an educational platform for learning geometric transformations. 

In the future the authors intend to conduct user studies to evaluate the claim - AR enhancing learning of 

transformations - through experimental and control groups, using AR and non-AR learning methods, 

respectively. Multiple evaluation methods including spatial ability tests [37] , math tests, NASA_TLX [38], and 

motivation survey [33] will be used to assess the learning gain, cognitive load, motivation and engagement of 

students in learning the targeted subjects. 



ICVARS 2021, March 20–22, 2021, Melbourne, VIC, Australia/ Preprint   Zohreh Shaghaghian et al. 
 

9 

ACKNOWLEDGEMENTS 

The research is funded by the Texas A&M University’s Presidential Transformational Teaching Grant (PTTG) 

and the Innovation [X] grant. 

REFERENCES 

[1] Rajaa Issa, “Essential Mathematics for Computational Design - Third Edition,” 2010. 

[2] K. F. Hollebrands, “High school student’s understanding of geometric transformation in the context of a technological environment,” J. 

Math. Behav., vol. 22, no. 1, pp. 55–72, 2003, doi: 10.1016/S0732-3123(03)00004-X. 

[3] H. Gülkılıka, H. H. Uğurlub, and N. Yürükc, “Examining students’ mathematical understanding of geometric transformations using the 

pirie-kieren model,” Kuram ve Uygulamada Egit. Bilim., vol. 15, no. 6, pp. 1531–1548, 2015, doi: 10.12738/estp.2015.6.0056. 

[4] J. H. Fife, K. James, and M. Bauer, “A Learning Progression for Geometric Transformations,” ETS Res. Rep. Ser., vol. 2019, no. 1, pp. 

1–16, 2019, doi: 10.1002/ets2.12236. 

[5] S. Olkun, “Making Connections : Improving Spatial Abilities with Engineering Drawing Activities,” no. April, pp. 1–10, 2003. 

[6] N. Dunn, Architectural Modelmaking, 1st ed. Laurence King Publishing, 2010. 

[7] J. E. Solsman, “Google Lens gets integrated into the camera app,” 2018. https://www.cnet.com/news/google-lens-gets-its-own-camera-

app/. 

[8] C. Newnham, N. van den Berg, and G. Jahn, “Fologram,” 2018. https://fologram.com/. 

[9] T. Kösa and F. Karakuş, “The effects of computer-aided design software on engineering students ’ spatial visualisation skills,” vol. 3797, 

2018, doi: 10.1080/03043797.2017.1370578. 

[10] R. M. Onyancha, M. Derov, and B. L. Kinsey, “Improvements in Spatial ability as a result of targeted training and computer-aided Design 

software use: analyses of object geometries and rotation types,” J. Eng. Educ., vol. 98, no. 2, pp. 157–167, 2009, doi: 10.1002/j.2168-

9830.2009.tb01014.x. 

[11] P. J. Kok and A. Bayaga, “Enhancing Graphic Communication and Design Student Teachers ’ Spatial Visualisation Skills through 3D 

Solid Computer Modelling,” African J. Res. Math. Sci. Technol. Educ. 23, no. 1, pp. 52–63, 2019, doi: 10.1080/18117295.2019.1587249. 

[12] M. Garmendia, J. Guisasola, and E. Sierra, “First-year engineering students’ difficulties in visualization and drawing tasks,” Eur. J. Eng. 

Educ., vol. 32, no. 3, pp. 315–323, 2007, doi: 10.1080/03043790701276874. 

[13] M. A. Schnabel, “Parametric Designing in Architecture,” Comput. Archit. Des. Futur. 2007, pp. 237–250, 2007, doi: 10.1007/978-1-4020-

6528-6_18. 

[14] M.-A. Gallas, K. Jacquot, S. Jancart, and F. Delvaux, “Parametric Modeling: An Advanced Design Process for Architectural Education,” 

eCAADe, vol. 2, no. December 2017, pp. 149–157, 2015. 

[15] C. M. Pedrosa, B. R. Barbero, A. R. Miguel, C. M. Pedrosa, B. R. Barbero, and A. R. Miguel, “Spatial Visualization Learning in Engineering: 

Traditional Methods vs. a WebBased Tool,” J. Educ. Technol. Soc., vol. 17, no. 2, pp. 142–157, 2014. 

[16] S. A. Sorby, “Spatial abilities and their relationship to computer aided design instruction,” ASEE Annu. Conf. Proc., pp. 4449–4454, 1999. 

[17] D. Preece, S. B. Williams, R. Lam, and R. Weller, “‘Let’s Get Physical’: Advantages of a physical model over 3D computer models and 

textbooks in learning imaging anatomy,” Anat. Sci. Educ., vol. 6, no. 4, pp. 216–224, 2013, doi: 10.1002/ase.1345. 

[18] K. R. Bujak, I. Radu, R. Catrambone, B. MacIntyre, R. Zheng, and G. Golubski, “A psychological perspective on augmented reality in the 

mathematics classroom,” Comput. Educ., vol. 68, pp. 536–544, 2013, doi: 10.1016/j.compedu.2013.02.017. 

[19] R. T. Azuma, “A survey of augmented reality,” Presence Teleoperators Virtual Environ., vol. 6, no. 4, pp. 355–385, 1997, doi: 

10.1162/pres.1997.6.4.355. 

[20] A. Dünser, K. Steinbügl, H. Kaufmann, and J. Glück, “Virtual and augmented reality as spatial ability training tools,” ACM Int. Conf. 

Proceeding Ser., vol. 158, pp. 125–132, 2006, doi: 10.1145/1152760.1152776. 

[21] M. Khalil, R. A. Farooq, E. Çakiroglu, U. Khalil, and D. M. Khan, “The development of mathematical achievement in analytic geometry of 

grade-12 students through GeoGebra activities,” Eurasia J. Math. Sci. Technol. Educ., vol. 14, no. 4, pp. 1453–1463, 2018, doi: 

10.29333/ejmste/83681. 

[22] M. Fidan and M. Tuncel, “Integrating augmented reality into problem based learning: The effects on learning achievement and attitude in 

physics education,” Comput. Educ., vol. 142, no. May, p. 103635, 2019, doi: 10.1016/j.compedu.2019.103635. 

[23] M. B. Ibáñez, Á. Di Serio, D. Villarán, and C. Delgado Kloos, “Experimenting with electromagnetism using augmented reality: Impact on 

flow student experience and educational effectiveness,” Comput. Educ., vol. 71, pp. 1–13, 2014, doi: 10.1016/j.compedu.2013.09.004. 

[24] S. Vassigh et al., “Teaching Building Sciences in Immersive Environments: A Prototype Design, Implementation, and Assessment,” Int. 

J. Constr. Educ. Res., vol. 00, no. 00, pp. 1–17, 2018, doi: 10.1080/15578771.2018.1525445. 

[25] T. Messadi, W. E. Newman, D. Fredrick, C. Costello, and K. Cole, “Augmented Reality as Cyber-Innovation in STEM Education,” J. Adv. 

Educ. Res., vol. 4, no. 2, pp. 40–51, 2019, doi: 10.22606/jaer.2019.42002. 

[26] R. Lakaemper and A. M. Malkawi, “Integrating Robot Mapping and Augmented Building Simulation.,” J. Comput. Civ. Eng., vol. 3801, no. 

March, pp. 99–109, 2009, doi: 10.1061/(ASCE)0887-3801(2009)23. 



ICVARS 2021, March 20–22, 2021, Melbourne, VIC, Australia/ Preprint   Zohreh Shaghaghian et al. 
 

10 

[27] J. Birt, P. Manyuru, and J. Nelson, “Using virtual and augmented reality to study architectural lighting,” ASCILITE 2017 - Conf. Proc. - 

34th Int. Conf. Innov. Pract. Res. Use Educ. Technol. Tert. Educ., pp. 17–21, 2019. 

[28] S. Y. Choo, K. S. Heo, J. H. Seo, and M. S. Kang, “Augmented Reality-Effective Assistance for Interior Design Focus on Tangible AR 

study,” Comput. New Realm Archit. Des. 27th eCAADe Conf. Proc., pp. 649–656, 2009. 

[29] P. H. Hsu, “Architectural visualization and communication through mobile augmented reality,” CAADRIA 2015 - 20th Int. Conf. Comput. 

Archit. Des. Res. Asia Emerg. Exp. Past, Present Futur. Digit. Archit., pp. 283–292, 2015. 

[30] A. Coppens, T. Mens, and M.-A. Gallas, “Parametric Modelling Within Immersive Environments: Building a Bridge Between Existing Tools 

and Virtual Reality Headsets,” vol. 2, pp. 711–716, 2019, [Online]. Available: http://arxiv.org/abs/1906.05532. 

[31] B. J. Zimmerman and B. J. Zimmerman, “Becoming a Self-Regulated Learner : An Overview,” vol. 5841, no. 2002, 2010, doi: 

10.1207/s15430421tip4102. 

[32] E. D. U. Toit, “Constructive feedback as a learning tool to enhance students ’ self-regulation and performance in higher education,” pp. 

32–41, 2008. 

[33] P. R. Pintrich and E. V. De Groot, “Motivational and Self-Regulated Learning Components of Classroom Academic Performance,” vol. 

82, no. 1, pp. 33–40, 1990. 

[34] C. Masui and E. De Corte, “Learning to reflect and to attribute constructively as basic components of self-regulated learning,” Br. J. Educ. 

Psychol., vol. 75, no. 3, pp. 351–372, 2005, doi: 10.1348/000709905X25030. 

[35] M. R. Weaver, “Do students value feedback? Student perceptions of tutors’ written responses,” Assess. Eval. High. Educ., vol. 31, no. 3, 

pp. 379–394, 2006, doi: 10.1080/02602930500353061. 

[36] W. Yan, “Augmented Reality Applied to LEGO Construction: AR-based Building Instructions with High Accuracy & Precision and Realistic 

Object-Hand Occlusions.,” 2019, [Online]. Available: https://arxiv.org/abs/1907.12549. 

[37] G. M. Bonder and R. B. Guay, “The Purdue Visualization of Rotations Test,” Chem. Educ., vol. 2, no. 4, pp. 1–17, 1997, doi: 

10.1007/s00897970138a. 

[38] S. Hart, “Human Performance Research Group,” NASA task load index user manual v. 1.0, 1980. 

https://humansystems.arc.nasa.gov/groups/TLX/. 


