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ABSTRACT
To obtain good performance, convolutional neural networks are
usually over-parameterized. This phenomenon has stimulated two
interesting topics: pruning the unimportant weights for compres-
sion and reactivating the unimportant weights to make full use
of network capability. However, current weight reactivation meth-
ods usually reactivate the entire filters, which may not be precise
enough. Looking back in history, the prosperity of filter pruning
is mainly due to its friendliness to hardware implementation, but
pruning at a finer structure level, i.e., weight elements, usually leads
to better network performance. We study the problem of weight
element reactivation in this paper. Motivated by evolution, we se-
lect the unimportant filters and update their unimportant elements
by combining them with the important elements of important fil-
ters, just like gene crossover to produce better offspring, and the
proposed method is called weight evolution (WE). WE is mainly
composed of four strategies. We propose a global selection strategy
and a local selection strategy and combine them to locate the unim-
portant filters. A forward matching strategy is proposed to find the
matched important filters and a crossover strategy is proposed to
utilize the important elements of the important filters for updating
unimportant filters. WE is plug-in to existing network architectures.
Comprehensive experiments show that WE outperforms the other
reactivationmethods and plug-in trainingmethods with typical con-
volutional neural networks, especially lightweight networks. Our
code is available at https://github.com/BZQLin/Weight-evolution.
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1 INTRODUCTION
Deep neural networks have achieved state-of-the-art results in var-
ious machine learning tasks [1, 4, 9, 23, 41]. One dominant reason
for this success is the innovations in network architecture, e.g.,
shortcut [9] and batch normalization [17]. Although the novel net-
work architectures achieve excellent results, over-parameterization
[2, 8, 26]is still the inherent problem in deep neural networks.

Network pruning [5, 7, 31, 38] is one kind of the typical methods
to solve the problem of over-parameterization. It tends to compress
a network effectively by cutting out the unimportant or redun-
dant parts of the network without significant loss of performance.
Network pruning can be roughly divided into weight pruning and
filter pruning. Weight pruning [6, 24] focuses on pruning individ-
ual weights and achieves a very high theoretical compression rate,
but it is unfriendly to hardware implementation to achieve real
compression. Filter pruning takes a filter as an integrated part for
removing. Since it does not need specialized implementation for
real speed-up, most recent network pruning methods only focus
on filter pruning [10, 25, 26, 28, 29]. From another viewpoint, some
recent studies [19, 33, 34] try to reactivate the pruned components
of the network during training to improve performance. Possibly
because of the prosperity of filter pruning, the recent reactivation
methods are operated on entire filers. However, when looking back
to the history of network pruning, weight pruning usually achieves
higher classification accuracy with the same level of compression
rate, which indicates that finer structure leads to better performance.
Since the aim of reactivation methods is to improve network per-
formance other than compression, they can drop the burden of
implementation for real acceleration. However, weight element-
wise reactivation is overlooked in previous works. In this paper, we
conjecture that a finer pruning structure serves as a better starting
point for final network performance in network reactivation.
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To reactivate weight elements for performance improvement,
two problems need to be addressed: how to select the weight ele-
ments to be reactivated and how to set new values to them. Evo-
lution is a process of improving the environment adaptiveness
of a specie by making good genes become dominant and elimi-
nating bad genes. Motivated by this, we select the unimportant
weights (good genes) and update them with important weights
(bad genes). We name our method weight evolution (WE). By anal-
ogy, we treat a filter as an individual and the weight elements as
genes. Borrowing the terminologies from evolution, we name unim-
portant filters/weights as inferior filters/weights and important
filters/weights as dominant filters/weights. In the remaining, we
abuse these items.

A filter’s importance can be roughly determined by its ℓ1 norm,
but there are some layers in which most filters have large or small
ℓ1 norms. Thus, we also need the relative importance of a filter in
the specific layer for the final judgment. In this paper, we succes-
sively use global and local criteria for double-checking to select
the inferior filters. We forwardly match the inferior filters with
dominant filters according to their importance order. Finally, the
crossover strategy updates the values of inferior elements in the
inferior filters by summing with dominant weight values in dom-
inant filters with adaptive coefficient. Different from the method
re-initializing and pruning (RePr) [34] that reinitialize the pruned
filters to be orthogonal to the un-pruned filters, dominant values
in dominant filters are inherited to update the values of inferior el-
ements. WE is different from filter grafting (FG) [33] that combines
the whole dominant filter and inferior filter. A sudden change of the
whole filter may make the training unstable. Instead, our evolution
method only updates a few elements of inferior filters and thus is
more stable for training. Figure 1 illustrates the procedure of weight
evolution.

WE only adds little extra computation and can be easily added to
each iteration or epoch of training. This underlines the universality
and practicality of WE. We conduct comprehensive experiments on
the image classification task. The results show that the weight evo-
lution method consistently improves the performance of existing
neural networks, especially on lightweight network architectures
such as MobileNetV2. We also provide ablation experiments to
study the effectiveness of the four strategies in WE and the superi-
ority of element level reactivation over filter level reactivation, and
show that WE is compatible to both batch normalization (BN) and
convolutional layers.

2 RELATEDWORK
Network pruning: The purpose of network pruning is to cut off
the redundant or unimportant parts in neural networks to reduce
parameters and accelerates reasoning speed. Weight pruning [3,
8, 39, 44] and filter pruning [11, 12, 14, 26, 30, 32, 42, 46]are two
common network pruning categories.

Weight pruning is to prune specific weight elements in the net-
work. Han et al. [8] prunes weight elements with small magnitudes
and retrain the pruned network to retain the performance. Zhang
et al. [44] takes weight pruning as an optimization problem by
constraining the number of weight elements less than a threshold,

and solves the problem with alternating direction method of mul-
tipliers, but retraining is still needed. To avoid retraining, Ding et
al. [3] modifies momentum stochastic gradient descent (SGD) by
sparsifying the gradients when updating. Although these methods
achieve good theoretical compression rate and speed-up, they re-
sult in unstructured network architectures and need sophisticated
hardware or software to achieve real acceleration.

In contrast, filter pruning prunes the whole filters in neural net-
works. The key problem filter pruning is how to define pruning
criterion. “Smaller-norm-less-important” is an intuitive principle
for pruning. The ℓ1 norm [26] and the ℓ2 norm [11] have been used
as pruning criterion. Channel pruning [12] and ThiNet [32] deter-
mine the channels to be pruned by minimizing reconstruction error.
Considering the scaling factors in BN layer indicating the impor-
tance of the corresponding convolutional filters, the works [30] and
[42] prune the unimportant filters by sparsifying the scaling factors
of BN layers. Zhuang et al [46] utilize extra discriminative informa-
tion to guide the pruning process. Network trimming [14] proposes
to prune zero activation neurons since the activation layer’s output
influences the following convolutional layer. Filter pruning is easy
to implement with existing hardware and software, and it becomes
the most popular network pruning method in recent years.

Different from network pruning that compresses and accelerates
the model, this paper studies the problem of reactivating filters to
improve the network performance.

Filter restoration: Restoring/reactivating unimportant or re-
dundant filters in the neural network can effectively improve the
performance of the neural network without changing the structure
of the network. RePr [34] trains the subnetwork after pruning the
redundant filters. The pruned filters are then restored to be orthog-
onal to the remaining ones and the entire network is retrained.
Filter grafting [33] reactivate filters with small ℓ1 norm by adap-
tively balancing the grafted information among internal filters and
networks. Qiao et al. [35] rejuvenates neurons by improving the
utilization of computational resources, which detects dead filters
and calculates the utilization of resources on-the-fly. Due to the
popularity of filter pruning, element level reactivation is lacked of
consideration. In this paper, we improve the network performance
from the perspective of reactivating individual elements.

Other utilization strategies: To improve the utilization of com-
putational resources, another think way is to train a network that
is hard to be compressed. Some recent methods impose orthogonal-
ity constraints to the weights of a network to reduce redundancy
during training. Singular value bounding [20, 27] proposes a train-
ing scheme that forces the singular values of weight matrices of
each layer to be near one after every epoch. Orthogonalization
method using Newton’s iteration (ONI) [16] utilizes proxy matrices
that can be transformed into orthogonal matrices as the param-
eters for training and the transformation is conducted through
Newton’s iteration. Wang et al. [40] impose filter orthogonality on
a convolutional layer based on the doubly block-Toeplitz matrix
representation of the convolutional kernel and derive a new reg-
ularization term in the loss function for pursuing orthogonality.
These methods can work with existing architectures to improve
performance. From another insight, retrospective loss (RL) [18]
proposes to utilize the past model state during the training process



Figure 1: An illustration of the procedure of weight evolution

to guide the current training. RL serves as an extra item for the loss
function for performance improvement.

3 WEIGHT EVOLUTION
Inspired by the evolution, we try to reactivate unimportant weights
with important weight values during network training, just like
good genes replacing bad genes, to improve network performance
in this paper.

In this section, global and local selection criteria are first pro-
posed to identify inferior filters. Then, we introduce the forward
matching and crossover strategies to find and inherit information
from the corresponding dominant filters. Detailed training scheme
and computational complexity analysis are also given.

3.1 Global and local selection criteria
We need to identify the inferior filters before reactivation. The ℓ1
and ℓ2 norms are simple pruning criteria in previous filter pruning
methods [11, 42]. Here we choose the ℓ1 norm due to its compu-
tational simplicity. Since the number of filter channels varies in
different layers, it is necessary to reduce the influence of channel
numbers. We compute the average ℓ1 norm to measure the impor-
tance of a filter. However, the distributions of average ℓ1 norms of
filters in different layers are very different. Taking MobileNetV2
[37] on CIFAR-10 [22] as an example, we plot the mean values of
average ℓ1 norms in each convolutional layer in Figure 2. We can
see that the mean values are varies significantly. Thus, we need to
consider the importance of a filter both globally and locally.

3.1.1 Global selection. We use W𝑖, 𝑗 ∈ R𝐼×𝐾×𝐾 to denote the 𝑗-𝑡ℎ
filter of the 𝑖-𝑡ℎ layer of the neural network. Here, 𝐼 denotes the
input channels and 𝐾 denotes the kernel size. The average ℓ1 norm
of a filter is computed as follows:

| |W𝑖, 𝑗 | |𝑎𝑣𝑔1 =

𝐼∑
𝑐=1

𝐾∑
𝑘1=1

𝐾∑
𝑘2=1

| W𝑖, 𝑗 (𝑐, 𝑘1, 𝑘2) |

𝐼
(1)

We sort the filters according to their average ℓ1 norms and select
the smallest ones temporarily for further determination with a
selection rate 𝑟 . We refer to these temporary filters as filters to be
determined, denoted with a setW𝑡𝑏𝑑 .

In this paper, we use the popular step learning rate decay method
for training. It is found that the classification accuracy of neural
networks fluctuates greatly at the beginning of training or when the
learning rate suddenly decreases. This is because the network needs
to be trained for several iterations to become stable when it comes
to a new area of the solution space. In addition, we empirically find
that the average ℓ1 norms are closer to each other at the beginning
of sudden learning rate decrease. Thus, the selection rate should
be small at the beginning of a training stage. We enumerate two
conditions which the selection rate 𝑟 needs to satisfy:

• The selection rate 𝑟 should be small at the beginning of a
training stage, gradually increase, and become stable as the
network converges.

• When the learning rate suddenly decreases, 𝑟 also needs to
decrease.

The setting function of 𝑟 for the 𝑒-𝑡ℎ epoch at the 𝑡-th decay
stage is given by

𝑟 (𝑒) = (𝑟/𝛽𝑡−1)sigmoid((𝑒 − 𝑒0)/𝜂), (2)

where 𝑒0 denotes the starting epoch of the current stage, and 𝑟 ,
𝛽 , and 𝜂 are parameters needed to be set. The sigmoid function is
defined as

sigmoid(𝑥) = 1/(1 + 𝑒−𝑥 ) . (3)

Here we choose the sigmoid function because it gradually increases
from 0.5 to 1 when 𝑥 ≥ 0, which is in line with the requirements of
the changing trend of the selection rate. The parameter 𝛽 is larger
than one to make sure that 𝑟 is smaller in the later stages. This is
because when the model is well trained, all filters are more reliable.
The parameter 𝜂 is set to make sure that the sigmoid function at
the end of the current decay stage is near one. Taking 200-epoch
training with step-decay learning rate, the curve of 𝑟 is illustrated
in 3. Details of the setting are given in Section 4.

3.1.2 Local selection. After global selection, we can know the lay-
ers where the filters to be determined reside. We then locally select
the final inferior filters in these layers according to relative impor-
tance in the specific layer. The relative importance of a filter W is
defined as

𝑅𝐼 (W) = | |W||1/| |W𝑑𝑜𝑚 | |1, (4)



Figure 2: The histogram of the mean values of average ℓ1
norm

where W𝑑𝑜𝑚 is the most dominant filter (i.e., the one with largest
ℓ1 norm) located in the same layer asW. If the relative importance
of a filter to be determined is less than a predefined threshold 𝛾 ,
the corresponding filter is chosen as the final inferior filter. By
combining global and local selection, we can identify inferior filters
without mistaking some relative dominant filters but with small
average norms.

3.2 Filter matching and crossover
After local selection, we first match the inferior filters with dom-
inant filters and then upgrade the inferior filters with the good
genes from the corresponding dominant filters.

3.2.1 Forward matching strategy. Suppose the number of inferior
filters is 𝑐 . We useW𝑖𝑛𝑓 ,𝑖 = {W𝑖𝑛𝑓 ,𝑖

1 , · · · ,W𝑖𝑛𝑓 ,𝑖
𝑐 } to denote the

set of inferior filters in the 𝑖-𝑡ℎ layer, where filters in the set are
sorted in ascending order according to their ℓ1 norms. Without
misunderstanding, we drop the superscript 𝑖 for simplification in
the following. The inferior filter setW𝑖𝑛𝑓 ,𝑖 is simplified intoW𝑖𝑛𝑓 =

{W𝑖𝑛𝑓

1 , · · · ,W𝑖𝑛𝑓
𝑐 }. Correspondingly, we select the 𝑐 largest ℓ1

norm filters in the 𝑖-𝑡ℎ layer and sort them in ascending order
to construct the set W𝑑𝑜𝑚 = {W𝑑𝑜𝑚

1 , · · · ,W𝑑𝑜𝑚
𝑐 } of dominant

filters.
We need to decide the matching order of these two sets. When

replacing inferior filters with dominant filters, FG [33] uses a re-
verse matching strategy: matchingW𝑖𝑛𝑓

1 withW𝑑𝑜𝑚
𝑐 ,W𝑖𝑛𝑓

2 with
W𝑑𝑜𝑚
𝑐−1 , and so on. However, by using such strategy, the most infe-

rior filter in the dominant filters is matched with the most dominant
filter in the inferior filters, and their gap maybe not distinguishable
enough. In this paper, we propose a forward matching strategy
that keeps the order of filter importance, i.e., we matchW𝑖𝑛𝑓

1 with

Figure 3: The change of global selection rate 𝑟

W𝑑𝑜𝑚
1 ,W𝑖𝑛𝑓

2 withW𝑑𝑜𝑚
2 , and so on. Figure 4 illustrates the com-

parison of the reverse and forward matching strategies. We will
show that forward matching works better than reverse matching
in the experiment section.

3.2.2 Crossover strategy. In evolution, crossover means mixing
the genes of two individuals. In our method, we use crossover to
denote mixing the weight elements of two filters. We use𝑊 𝑑𝑜𝑚

𝑑,𝑠

and 𝑊 𝑖𝑛𝑓

𝑑,𝑠
∈ R𝐾×𝐾 to denote the 𝑠-𝑡ℎ slice of the 𝑑-𝑡ℎ filter in

the setsW𝑑𝑜𝑚 andW𝑖𝑛𝑓 , respectively. As shown in Figure 1, we
update the inferior filters slice-to-slice. This is because each slice of
a filter works as an individual feature extractor of the corresponding
input channel. For simplification, we reshape slices into vectors
and drop the subscipts 𝑑 and 𝑠 , i.e.,𝑊 𝑑𝑜𝑚

𝑑,𝑠
and𝑊 𝑖𝑛𝑓

𝑑,𝑠
change into

w𝑑𝑜𝑚 and w𝑖𝑛𝑓 ∈ R𝐾2
. We use 𝑤𝑘 to denote the 𝑘-𝑡ℎ value of a

vector w. The index of dominant gene of w𝑑𝑜𝑚 is given by 𝑝 =

argmax𝑘 |𝑤𝑑𝑜𝑚
𝑘

|, and the index of the inferior gene of w𝑖𝑛𝑓 is

given by 𝑞 = argmin𝑘 |𝑤𝑖𝑛𝑓
𝑘

|. The crossover operation is to replace

𝑤
𝑖𝑛𝑓
𝑞 with

𝑤̂
𝑖𝑛𝑓
𝑞 = 𝛼𝑤

𝑖𝑛𝑓
𝑞 + (1 − 𝛼)𝑤𝑑𝑜𝑚𝑝 , (5)

where 𝛼 is a coefficient to weight the two genes. We adaptively set
the value of 𝛼 according to the gene relative importance as follows:

𝛼 =
|𝑤𝑖𝑛𝑓𝑞 |

|𝑤𝑖𝑛𝑓𝑞 | + |𝑤𝑑𝑜𝑚𝑝 |
(6)

Since |𝑤𝑑𝑜𝑚𝑝 | is always larger than |𝑤𝑖𝑛𝑓𝑞 |, we can transfer more
information from the dominant gene to the offspring.

3.3 Training Scheme
Here we show how to combine weight evolution with existing SGD
training method. After every training epoch, we first determine the
inferior filters through global and local selection. Then, we update



Figure 4: The comparison of the reverse and forward match-
ing strategies

the inferior elements in the inferior filters with forwarding match-
ing and crossover strategies and go through to the next training
epoch.

We derive the weight evolution procedure from ordinary convo-
lution, but it is also suitable for depth-wise convolution and 1 × 1
convolution. This is because the weight of an ordinary convolution
filter is a third-order tensor, and the weights of a depth-wise con-
volution and a 1 × 1 convolution filter are respectively matrix and
vector, i.e., special case of third-order tensor. WE is also applicable
to BN layer because it can be considered as applying an extreme
case of depth-wise convolution (kernel size of 1) after normalization.
In this case, each filter is a scalar. The bias of BN or convolution
is also a scalar and can be applied with WE. When applying WE
to group convolution, the relative importance is computed in the
specific group because the information in a different group is rela-
tively independent. In the following, we abuse the term filter for
all kinds of convolution and BN.

The training scheme is summarized in Algorithm 1. Note that
we set the update interval to be one epoch in this paper, but it
can be changed to iteration numbers and tuned to pursue further
improvement.

3.4 Computational Complexity
Our method adds some extra operations at the end of each epoch.
The training cost increases but in a limited amount. We analyze the
extra computational complexity of our method and other related
training methods. Suppose the output and input channel numbers
and kernel size of a layer are 𝑁 , 𝐼 , and 𝐾 , respectively. The com-
putation amounts of all the compared methods mainly come from
multiplication. We give their computational complexities of multi-
plication as follows: WE:𝑂 (𝑁𝐼𝐾2), FG:𝑂 (𝑁𝐼𝐾2), RePr:𝑂 (𝑁 2𝐼𝐾2),
SVB: 𝑂 (𝑁 2𝐼𝐾2). WE is of the same order as FG and is less than
RePr and SVB. Note that the complexities of updating operations in

Algorithm 1 Weight Evolution Training Scheme
Input:

The weightsW of all 𝐿 layers of a network, the training epochs
𝑇 , the filter numbers of the 𝑖-𝑡ℎ layer 𝐶𝑖 , the parameters for
global selection 𝑟 , 𝛽 , and 𝜂, and the relative importance thresh-
old for local selection 𝛾 .

1: for 𝑒 = 1, · · · ,𝑇 do
2: Update the parameters using SGD based methods for one

epoch.
3: Sort the filters across the network by average ℓ1 norm given

in Eq. (1).
4: Construct the setW𝑡𝑏𝑑 with filters with smallest average ℓ1

norms by the global selection rate 𝑟 (computed by Eq. (2)).
5: for 𝑖 = 1, · · · , 𝐿 do
6: W𝑖𝑛𝑓 = {}.
7: for 𝑗 = 1, · · · ,𝐶𝑖 do
8: if W𝑖, 𝑗 ∈ W𝑡𝑏𝑑 and 𝑅𝐼 (W𝑖, 𝑗 ) < 𝛾 (computed by Eq.

(4)) then
9: put it into the setW𝑖𝑛𝑓 .
10: end if
11: end for
12: Sort the filters inW𝑖𝑛𝑓 in ascending order according their

ℓ1 norms.
13: Count the filter numbers ofW𝑖𝑛𝑓 , denoted by 𝑐 .
14: From the setW𝑑𝑜𝑚 by selecting the 𝑐 largest ℓ1 normfilters

in the 𝑖-𝑡ℎ layer and sorting them in ascending order.
15: for 𝑗 = 1, · · · , 𝑐 do
16: Update W𝑖𝑛𝑓

𝑗
withW𝑑𝑜𝑚

𝑗
by Eqs. (5) and (6).

17: end for
18: end for
19: end for

WE and FG are low-order items and dropped. Suppose the propo-
sition of inferior filters in WE and FG are both 𝑟 . The dropped
complexity items are given by 𝑂 (𝑟𝑁 𝐼 ) and 𝑂 (𝑟𝑁 𝐼𝐾2) for WE and
FG, respectively. We can see that the actual amount of multipli-
cation operations of WE is smaller than that of FG. Here we just
analyze FG’s complexity for single model. When dealing with mul-
tiple model, its complexity will scale up with the number of models.

4 EXPERIMENT
In this section, we evaluate WE and other comparison methods on
benchmark image classification datasets: CIFAR-10 [22], CIFAR-100
[22], and ImageNet [36]. Several representative popular network ar-
chitectures are taken into account, including ResNet [9], DenseNet
[15], MobileNetV1 [13], MobileNetV2 [37], and ShuffleNet [45].
Comprehensive experiments are conducted with Pytorch [21] to
show the effectiveness of WE.

4.1 Datasets and Experiment settings
4.1.1 Datasets. Both CIFAR datasets contain 60,000 color images
with the size of 32 × 32. The images in the CIFAR-10 dataset are
divided into 10 classes and each class has 5,000 training images and
1,000 testing images. CIFAR-100 has 100 classes of images and there
are 500 training images and 100 testing images per class. Following



standard data augmentation [23, 43] for training, each image side is
zero-padded with 4 pixels, and a 32×32 sample is randomly cropped
from the padded image or its horizontal flip with a probability of
0.5. For testing, we directly use the original 32 × 32 images. Both
training and testing images are normalized with channel means
and standard deviations.

ImageNet [36] is a large-scale image classification dataset con-
taining approximately 1.28 million color images for training, 50,000
color images for validation. For ResNet-34 [9] , we adopt the default
ImageNet preprocessing of PyTorch for training and validation. For
MobileNetV2 [37] , we use the same preprocessing, except that the
network input images are resized to 128 × 128.

4.1.2 Experiment settings. For training on the CIFAR datasets, the
detailed setups of the experiment are as follows: Training is based
on SGD with a batch size of 128, momentum of 0.9, weight decay
of 0.0005, and total training epochs of 200. Starting from 0.1, the
learning rate is decreased by one-tenth at the 60-𝑡ℎ and 120-𝑡ℎ
epochs. The experiments are run for 5 times and the mean results
are reported.

The training hyper-parameters for ImageNet are consistent with
the official PyTorch settings: the batch size, momentum, weight
decay, and initial learning rate are set to 256, 0.9, 0.0001, and 0.1,
respectively. We train the networks with SGD for 90 epochs and
the learning rate is decreased by a factor of 0.1 per 30 epochs. For
ImageNet, ResNet-34 [9] is trained with two Nvidia 2080Ti GPUs,
and MobileNetV2 [37] is trained with one Nvidia 2080Ti GPU.

For global selection, we set 𝑟 to 0.05 for all the experiments.
Specifically, we set 𝛽 = 2.5 and 𝜂 = 15 for the CIFAR datasets, and
𝛽 = 2 and 𝜂 = 8 for ImageNet. The relative importance threshold
𝛾 for local selection is set to 0.05. Unless otherwise stated, we
reactivate both convolutional layers and BN layers in the following.

4.2 Image Classification Results
4.2.1 Results on CIFAR. We conduct experiments on the CIFAR
datasets with ResNet-56, ResNet-110, and DenseNet-40. We use
FG-𝑛 to denote the filter grafting of 𝑛 models. We report the clas-
sification accuracy in Table 1. WE works better than the other
methods except that it is a little worse than RePr when applied with
ResNet-110. However, RePr needs QR decomposition to achieve
orthogonalization for reactivation, which is also much more com-
plex than our method. In contrast, WE only needs to reactivate
the filters with a few scalar multiplication and adding after sorting.
Besides, RePr needs to store the previous model parameters, which
is also time-consuming when the model is large.

We also compare the performance of the training methods when
applied with lightweight networks MobileNetV1, MobileNetV2, and
ShuffleNetV1. The results are given in Table 2. All the training meth-
ods improve the performance compared to the baseline and WE
is the best. It is worth noting that the performance gains of WE
for lightweight networks are more significant than ordinary net-
works. Specifically, after applying WE, some lightweight networks
can outperform the best result of some heavyweight models even
though the performance of baselines are poorer, e.g., MobileNetV2
and ResNet-110 on CIFAR-10, and ShuffleNetV1 and ResNet-56 on
CIFAR-100. For fairness, WE only needs to compare filter graft-
ing with one network. The results in Table 2 show that WE even

Table 1: Classification accuracy (%) comparison on CIFAR
with ordinary networks

Dataset Method ResNet-56 ResNet-110 DenseNet-40

CIFAR-10

Baseline 93.52 93.72 94.15
FG-1 93.14 93.48 94.29
ONI 93.67 94.30 94.09
SVB 93.16 93.17 93.35
RePr – 94.60 93.80
RL 93.48 93.71 –
WE 93.85 94.31 94.61

CIFAR-100

Baseline 71.78 71.84 74.54
FG-1 71.00 72.75 74.56
ONI 71.72 72.63 74.24
SVB 71.77 73.36 73.72
RePr – 73.60 74.80
WE 72.46 73.78 74.99

outperforms filter grafting with 2 and 4 models (FG-2 and FG-4).
This is very encouraging since FG-2 and FG-4 utilize much more
information than WE.

The convergence cures are illustrated in Figure 5. We can see
that WE converges well and achieves the best performance in the
last stages. WE begins to outperform FG in the second stage in all
the cases. This shows that changing the filters more gently leads is
more effective in reactivation.

Besides, we also report the additional running time compared to
baseline for MobileNetV1 on CIFAR-10: WE(+1.2%), FG-1(+2.4%),
RePr(+3.8%), SVB(+5.3%). This is consistent with the computational
complexity analysis.

Table 2: Classification accuracy (%) comparison on CIFAR
with lightweight networks

Dataset Method MobileNetV1 MobileNetV2 ShuffleNetV1

CIFAR-10

Baseline 91.00 92.63 91.41
FG-1 92.31 94.18 92.89
FG-2 91.49 93.38 92.40
FG-4 92.39 93.89 92.86
SVB 91.02 94.31 91.96
WE 92.44 94.36 93.04

CIFAR-100

Baseline 68.41 72.27 70.28
FG-1 70.30 75.10 72.89
FG-2 68.74 72.73 71.91
FG-4 70.27 74.79 72.80
SVB 64.86 72.76 72.39
WE 71.01 75.58 73.42



(a) ResNet-56 CIFAR-10 (b) ResNet-56 CIFAR-100 (c) ReNet-110 CIFAR-10 (d) ResNet-110 CIFAR-100

(e) MobileNetV2 CIFAR-10 (f) MobileNetV2 CIFAR-100 (g) ShuffleNetV1 CIFAR-10 (h) ShuffleNetV1 CIFAR-100

Figure 5: Convergence curves of the compared methods

4.2.2 Result on ImageNet. We demonstrate that WE also works
well for the large-scale dataset by conducting experiment on Ima-
geNet. Tables 3 and 4 show the results of ResNet-34 andMobileNetV2-
0.5 [37], respectively. Here, 0.5 denotes the width multiplier of
MobileNetV2. WE outperforms the filter-level reactivation meth-
ods FG-1 and RePr and the orthogonal weight method ONI. For
lightweight networks, its improvement against baseline is more sig-
nificant. We should emphasize that the extra computation brought
by WE is negligible but it effectively improves performance.

Table 3: Comparion of weight evolution of ResNet-34 with
other learning methods on ImageNet.

Architecture Top-1 Acc. (%) Top-5 Acc. (%)
Baseline 72.60 90.91
FG-1 73.29 91.32
ONI 72.96 91.29
RePr 73.51 –
WE 73.56 91.38

4.3 Ablation study
In order to better understand how weight evolution works, we
conduct comprehensive ablation study experiment in this sub-
section. All experiments in this sub-section are carried out with
MobileNetV1 and ShuffleNetV1 on CIFAR-100.

4.3.1 Global and local selection. We conducted experiments to in-
vestigate the effectiveness of our proposed global and local selection

Table 4: Top-1 and Top-5 accuracy ofMobileNetV2-0.5 on Im-
ageNet. The image size is 128x128 for both training and test-
ing.

Architecture Top-1 Acc. (%) Top-5 Acc. (%)
Baseline 58.31 81.38
WE 60.91 83.39

strategies. The experiments are performed by turning global and
local selection strategies on and off. We denote the one with only
global selection as WE-G, and the one with only local selection as
WE-L. The parameters 𝑟 and 𝛾 for WE-G and WE-L are fixed as
0.05 and 0.05, respectively. We report the results in Table 5. The
accuracy of both WE-G and WE-L are higher than the baseline,
indicating that both strategies can select proper inferior filters for
further weight reactivation. WE performs the best, which means
that the two strategies are compatible to work together for better
performance.

Table 5: Accuracy (%) comparison of selection strategies.

Method MobileNetV1 ShuffleNetV1
Baseline 68.41 70.28
WE-G 69.28 72.81
WE-L 69.53 72.32
WE 71.01 73.42



4.3.2 Forward matching strategy. Compared to reverse matching in
FG [33], the proposed forward matching strategy keeps the impor-
tance order of both inferior and dominant filter sets. Here we show
the superiority of forward matching. We use WE-RM to denote
weight evolution with reverse matching. The results are given in
Table 6. We can see that the performance improvement of WE over
WE-RM is significant. Note that compared to baseline, the reverse
matching strategy improves the performance, which also verifies
the effectiveness of selection and crossover strategies again.

Table 6: Accuracy (%) comparison of froward and reverse
matching strategies.

Method MobileNetV1 ShuffleNetV1
Baseline 68.41 70.28
WE-RM 70.71 72.38
WE 71.01 73.42

4.3.3 Adaptive coefficient 𝛼 . The crossover strategy mainly de-
pends on the coefficient 𝛼 . In order to have a deeper understanding
of the adaptive setting method, we compare the performance of
using different fixed values of 𝛼 and adaptive 𝛼 . For the fixed values,
we vary them from 0 to 1 with a step size of 0.1, and the comparison
results are shown in Figure 6. When 𝛼 = 1, WE degenerates to the
baseline. The performance is significantly improved even when
𝛼 = 0.9, i.e., only a small portion of the dominant weight is utilized.
This shows that using the dominant weight for reactivation is very
effective. When the inferior weight is directly replaced by the dom-
inant weight (𝛼 = 0), the performance is better than the baseline
but not the best. This is because the inferior weight is obtained
through network training and still carries some useful information.
Thus, taking a good balance between the inferior and dominant
weights is very important. For both networks, adaptive coefficients
achieve the best performance, which indicates that our adaptive
setting method is able to make a good trade-off.

(a) ShuffleNetV1 CIFAR-100 (b) MobileNetV1 CIFAR-100

Figure 6: Effectiveness of adaptive coefficient 𝛼

4.3.4 Element-Level Reactivation. To verify that finer level struc-
ture reactivation works better, we perform filter-level reactivation

on the inferior filters selected by both selection strategies for com-
parison. We use the weighted sum of inferior and dominant filters
to replace the original inferior filter with adaptive coefficient com-
puted by relative importance of filters’ ℓ1 norms similar to Eq. (6).
We denote this comparison method as filter-level-GL. We report
the results in Table 7. We can see that element-level reactivation
outperforms filter-level reactivation.

Table 7: Accuracy (%) comparison of element-level and filter-
level reactivation

Method MobileNetV1 ShuffleNetV1
Baseline 68.41 70.28
Filter-level-GL 70.37 73.10
WE 71.01 73.42

4.3.5 Reactivation of BN layer and Convolutional Layer. Here we
study the effect of reactivating convolution layers and BN layers
separately. As shown in Table 8, WE without BN or WE without
CONV can achieve higher accuracy than the baseline, but their
accuracy is lower than WE. This demonstrates that WE works for
both kinds of layers and their combination makes better.

Table 8: Accuracy (%) comparison of WE that does not deal
with BN layer or the convolution layer.

Method MobileNetV1 ShuffleNetV1
Baseline 68.41 70.28
WE without BN 69.45 70.57
WE without CONV 69.72 72.37
WE 71.01 73.42

5 CONCLUSION
In this paper, we propose WE that reactivate inferior weight during
training. Different from previous reactivation methods that operate
on the entire filter, WE focuses on the finer structure and shows that
weight element reactivation performs better than filter reactivation.
WE is a plug-in training method and consistently improves the
performance of existing network architecture on benchmark image
classification datasets. Especially, the performance gain is more
significant for lightweight networks.
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