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This paper introduces a two-phase deep feature engineering framework for efficient learning of semantics enhanced joint embedding,
which clearly separates the deep feature engineering in data preprocessing from training the text-image joint embedding model. We
use the Recipe1M dataset for the technical description and empirical validation. In preprocessing, we perform deep feature engineering
by combining deep feature engineering with semantic context features derived from raw text-image input data. We leverage LSTM to
identify key terms, deep NLP models from the BERT family, TextRank, or TF-IDF to produce ranking scores for key terms before
generating the vector representation for each key term by using word2vec. We leverage wideResNet50 and word2vec to extract and
encode the image category semantics of food images to help semantic alignment of the learned recipe and image embeddings in the
joint latent space. In joint embedding learning, we perform deep feature engineering by optimizing the batch-hard triplet loss function
with soft-margin and double negative sampling, taking into account also the category-based alignment loss and discriminator-based
alignment loss. Extensive experiments demonstrate that our SEJE approach with deep feature engineering significantly outperforms
the state-of-the-art approaches.
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1 INTRODUCTION

The cross-modal embedding learning problem belongs to the family of unsupervised learning [42] and it aims to train
a multi-modal joint embedding model over an unlabeled multi-modal dataset, such as Recipe1M [34], by mapping
features of different modalities onto the same latent space for similarity-based assessment, like cross-modal retrieval.
Figure 1 gives examples of the recipe to image and image to recipe retrieval tasks. Most recipes provide ingredients
with their quantities and cooking instructions on how ingredients are prepared and cooked (e.g., steamed or deep-fried),
providing a new source of references for food intake tracking and health management. Learning cross-modal joint
embeddings has been a growing area of interest for performing image to recipe and recipe to image retrieval tasks.
Among the few proposals to address the cross-modal embedding problem using Recipe1M [2, 5, 11, 23, 34, 40, 45], most
of the recent approaches utilize the same embedding learning process to obtain the recipe and image embedding as that
of [34], while differ mainly in similarity metric learning to regulate the joint embeddings for the cooking recipe and
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recipe query retrieved food images (the one in red box is associated)

Title: Roasted Tomato Puttanesca 
Ingredients:  
3 whole Tomatoes, Cut Into 1-inch Wedges
1 clove Garlic, Thinly Sliced
1 Tablespoon Capers, Drained
2 Tablespoons Olive Oil
1 pinch Salt
1 pinch Pepper
1/4 cups Pitted Kalamata Olives, Sliced In Half
1/2 pounds Penne Pasta
Instructions:  
Preheat the oven to 425 degrees F.
Toss tomatoes, garlic, capers and olive oil 
together and spread out on a baking sheet.
Sprinkle on the salt and pepper to taste…

image query

Title: Roasted Tomato Puttanesca 
Ingredients:  
3 whole Tomatoes, Cut Into 1-inch Wedges
1 clove Garlic, Thinly Sliced
1 Tablespoon Capers, Drained
2 Tablespoons Olive Oil
1 pinch Salt
1 pinch Pepper
1/4 cups Pitted Kalamata Olives, Sliced In Half
1/2 pounds Penne Pasta

Title: Pasta Puttanesca Perfecto 
Ingredients:  
3 whole Tomatoes, Cut Into 1-inch Wedges
1 lb rigatoni pasta or 1 lb penne
1 tablespoon extra virgin olive oil
3-4 large garlic cloves, minced
1 cup chopped onion
12 teaspoon salt
14 teaspoon black pepper
1 tablespoon fresh thyme, chopped

Title: Pasta With Tomatoes, Black Olives 
and Capers 
Ingredients:  
1 lb spaghetti or 1 lb linguine
1 tablespoon olive oil
3 medium garlic cloves, minced
1 small onion, coarsely chopped
1 (16 ounce) can no-salt-added whole 
tomatoes, with their juice
1 cup about 48 medium pitted black olives……

retrieved recipes (the one in red box is associated)

(a) Image-to-recipe retrieval

(b) Recipe-to-image retrieval

Fig. 1. Examples of recipe-to-image and image-to-recipe retrieval tasks.

food image. However, few existing approaches [23] have utilized the feature engineering techniques to incorporate
the additional semantics in the input recipe and image data into the modality-specific embedding learning and joint
embedding loss optimization.

In this paper, we argue that by enhancing the modality-specific embeddings by leveraging the additional semantics
from the input data, we can effectively optimize the modality-specific embedding learning and regulate the cross-modal
similarity loss function during iterative during the iterative joint embedding learning. For example, when learning text
embedding over a dataset in the food domain, such as Recipe1M, we argue that the features from the key terms (e.g.,
ingredients) and the features from descriptive texts (e.g., cooking instructions) can play different roles in learning text
embedding and should use different feature engineering optimizations for distinguishing its recipe from other recipes
in the dataset. Similarly, the category semantics for images can be important cross-modal semantic alignment features
for text and image.

We present a novel two-phase deep feature engineering framework for efficient learning of Semantics Enhanced
Joint Embedding, coined as SEJE. This paper makes three main contributions. First, in data preprocessing, we introduce
the LSTM-based key term extraction module, term rating module and term embedding module to identify those
key terms that can uniquely distinguish its recipe from other recipes and utilize the sentence embedding module
to generate a vector representation for each sentence in the cooking instruction of the input recipe, prior to the
LSTM-based recipe embedding learning process. Second, we also develop the image categorization module and category
embedding module to incorporate the image category semantics into the image embedding, and iteratively align the
image embedding semantically closer to the associated recipe embedding in the learned joint latent space. Third, we
propose the deep feature enhanced loss optimizations to regulate the joint embedding learning, comprising an improved
batch-hard triplet loss empowered with soft-margin function and double negative sampling strategy, category-based
alignment loss and discriminator-based alignment loss, which boost the efficiency and performance of cross-modal joint
embedding learning. Extensive experiments are conducted for cross-modal retrieval tasks on the Recipe1M benchmark
dataset. The evaluation results show that empowered by the two-phase deep feature engineering techniques, our SEJE
approach outperforms existing representative methods in terms of both image-to-recipe and recipe-to-image retrieval
performance.
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Title: Greek Yogurt with Red Wine-Infused 
Dates, Toasted Walnuts & Honey 
Ingredients:  
1 cup red wine
5 dried, pitted dates
1 tablespoon chopped walnuts
1 envelope (individual size) stevia
1/2 cups plain greek yogurt
1 teaspoon honey
Instructions:  
Place red wine and dates in a small saucepan.
Bring to a boil, then simmer on medium-low until 
dates are soft.
Drain and set aside.
In the meantime, toast walnuts in a dry saute pan.
Set aside when done.
In a small bowl, thoroughly stir the stevia packet 
into the Greek yogurt.
Top with dates and toasted walnuts, and drizzle 
honey over top.

fterm

fsent

fcat

Pre-trained Sentence Feature Encoder

Recipe Category 
Assignment Module

Fig. 2. The general framework of deep feature engineering for cross-modal embedding learning.

It is worth noting that although the Recipe1M dataset is used to illustrate the design of our approach and to evaluate
the effectiveness of our approach compared to the state-of-the-art methods, the two-phase deep feature engineering
framework is more general. For example, text feature extractions using TF-IDF, TextRank, or BERT, incorporating
the image category into image embedding, and the cross-modality alignment optimizations in joint embedding are
generalized methods and applicable to solving general purpose text-image cross-modal retrieval problems in other
non-food domains, such as a medical procedure or health diagnosis with associate medical imaging inputs. Furthermore,
Recipe1M is also a representative dataset to other domains. Most of the medical procedures or medical diagnoses tend
to have a similar structured layout, such as procedure title, the list of key medical instruments and metrics used in
the procedure, and the instruction for the procedure, which to a certain extent similar to recipe title, ingredients, and
cooking instructions. For some social network datasets that have more missing components, such as missing the face
image or missing multiple text components of a face page, the SEJE approach may need an extension to work effectively,
a challenge to most of existing text-image cross-modal retrieval approaches [2, 4, 5, 11, 23, 34, 40, 45].

2 RELATEDWORK

The multimedia research community is very active in investigating issues regarding food-related tasks [18, 19, 43]. Due
to the development of social media, people actively post food images and recipes online, which has given rise to several
important tasks based on analyzing this rich source of heterogeneous information, such as ingredient identification [3],
recipe recommendation [7, 8, 32] and recipe popularity prediction [36]. Our focus is on another common task: food
cross-modal retrieval. We aim to retrieve relevant food images or recipes in response to a recipe or food image query.

Food images are commonly diverse in terms of background content, ingredient composition, visual appearance
and ambiguity. To solve this problem, early works [17, 38] have circumvented this problem by annotating images to
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perceive their latent semantics. However, these approaches usually require a supervision from users to annotate at
least a small part of images. An unsupervised solution has emerged which consists in mapping images and texts into a
shared latent space in which they can be compared. The first line of works assume a direct correspondence between
visual and textual relationship and are intended to learn a similarity or distance metric from the training examples to
correlate the cross-modal data. One of the classic examples is the employment of canonical correlation analysis (CCA)
for semantic visual annotation [31]. CCA [16] is one of the strongest statistic models for learning joint embeddings for
different feature spaces when paired data are provided. It utilizes global alignment to allow the mapping of different
modalities which are semantically similar by maximizing the correlation between associated cross-modal pairs. Most
recent approaches resort to deep learning, such as deep CCA [42], DeViSE [10], correspondence auto-encoder [9] and
adversarial cross-modal retrieval [39].

Given that the problem is unsupervised learning with the raw texts of recipes, raw pixels of food images and the
relation between each recipe and its associated image(s), the general trend of deep learning approaches is to learn
embedding on each modality and fold each embedding into a latent space of dimension, where the embeddings of
different modality can be compared directly [2, 4, 5, 11, 23, 34, 40, 45]. Among the existing deep learning approaches,
JESR [34] is a recognized pioneer from two perspectives. It introduces the first large-scale corpus of structured recipe
dataset and it presents a deep neural network (DNN) based cross-modal joint embedding learning approach by leveraging
the LSTM networks and CNN networks to generate the recipe embedding and image embedding respectively with
pairwise cosine similarity loss and a semantic regularization term. Most of the recent methods improve JESR by
upgrading the simple cosine similarity loss used for joint embedding for better learning efficiency, while keeping the
same workflow for generating the recipe and image embeddings. AdaMine [2] extends JESR by utilizing the batch-all
triplet loss with an adaptive learning scheme to eliminate zero triplets. AMSR [5] and MCEN [11] design different
attention mechanisms to map the recipe text and food image onto the joint common latent space. R2GAN [45] and
ACME [40] further improve the joint embedding optimization with generative adversarial networks to learn compatible
cross-modal embeddings.

However, few of these existing methods perform additional feature engineering to extract semantic information
from the raw input data and enhance the efficiency of modality-specific embedding learning. In our approach, we show
that the optimization on each modality-specific embedding learning is critical for dual purposes. First, it improves
the efficiency of learning modality-specific embedding, resulting in the higher quality embedding to be utilized in
joint embedding learning. Second, the high-quality modality embedding can be further utilized to introduce modality
alignments as additional optimizations to the joint embedding learning process, as shown in our proposed SEJE approach,
a two-phase deep feature engineering framework to leveraging the additional semantics from the input text and image
data, to effectively optimize both the modality-specific embedding learning and to further boost the cross-modal
similarity loss function through modality alignment based regulations during the iterative joint embedding learning.

3 SEMANTICS ENHANCED JOINT EMBEDDING

Let R and V denote the recipe domain and image domain respectively. For a set 𝑇 of recipe-image pairs (r𝑖 , v𝑖 ), where
a recipe r𝑖 ∈ R and an image v𝑖 ∈ V (1 ≤ 𝑖 ≤ 𝑇 ), we want to jointly learn two embedding functions, E𝑉 : V → R𝑑

and E𝑅 : R → R𝑑 , which encode each pair of raw recipe and food image into two 𝑑-dimensional vectors in the latent
representation space R𝑑 . The two embedding functions should satisfy the following condition: For 1 ≤ 𝑖, 𝑗 ≤ 𝑇 , a recipe
r𝑖 should be closer to the matched food images v𝑗 (𝑖 = 𝑗 ) than irrelevant images (𝑖 ≠ 𝑗 ) in the latent 𝑑-dimension
embedding space, and vice versa.
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Recipe Text

Encoder

LSTM

LSTM

LSTM

Ingredients:  
1 cup red wine
5 dried, pitted dates
1 tablespoon chopped walnuts
1 envelope (individual size) stev  
1/2 cups plain greek yogurt

Ingredients:  
1 cup red wine
5 dried, pitted dates
1 tablespoon chopped walnuts
1 envelope (individual size) stev  
1/2 cups plain greek yogurt

Instructions:  
Place red wine and dates in a 
small saucepan.
Bring to a boil, then simmer on 
medium-low until dates are soft.
Drain and set aside.
……

Instruction Sentences

LSTM

LSTM

LSTM

Ingredients:  
1 cup red wine
5 dried, pitted dates
1 tablespoon chopped walnuts
1 envelope (individual size) stev  
1/2 cups plain greek yogurt

Ingredients:  
1 cup red wine
5 dried, pitted dates
1 tablespoon chopped walnuts
1 envelope (individual size) stev  
1/2 cups plain greek yogurt

Instructions:  
Place red wine and dates in a 
small saucepan.
Bring to a boil, then simmer on 
medium-low until dates are soft.
Drain and set aside.
……

Decoder

Weighted 
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……
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5 dried, pitted dates (Fal  
walnuts (True)
stevia (True)
greek yogurt (True)
 

red wine (True)
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stevia (True)
greek yogurt (True)
honey (True)
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pitted_dates
walnuts
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greek_yogu  
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• TextRank 
• TF-IDF 
• BERT-based Approaches

Term Rating Module

Key Term Extraction Module
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Pre-trained Weighted Term Feature Encoder

Title: Greek Yogurt with Red Wine-
Infused Dates, Toasted Walnuts & Honey 

Ingredients:  
1 cup red wine
5 dried, pitted dates
1 tablespoon chopped walnuts
1 envelope (individual size) stevia
1/2 cups plain greek yogurt
1 teaspoon honey

Instructions:  
Place red wine and dates in a small 
saucepan.
Bring to a boil, then simmer on medium-
low until dates are soft.
Drain and set aside.
In the meantime, toast walnuts in a dry 
saute pan.
Set aside when done.
In a small bowl, thoroughly stir the stevia 
packet into the Greek yogurt.
Top with dates and toasted walnuts, and 
drizzle honey over top.

Pre-trained Sentence 
Feature Encoder

Fig. 3. The overview of the Phase I deep feature engineering for input text (recipe text) preprocessing.

We argue that in order to ensure efficient learning of the two embedding functions: E𝑅 and E𝑉 , we need to perform
both deep feature engineering techniques in the data preprocessing phase (Phase I) and joint embedding learning phase
(Phase II). Figure 2 gives a sketch of our SEJE framework. In the Phase I feature engineering for preprocessing the
input data, we introduce the recipe weighted term feature encoder, recipe sentence feature encoder, image category
feature encoder and recipe category assignment module to preprocess the training data in three steps: (1) identifying
the discriminative key terms in the recipe text, which can uniquely distinguish this recipe from other recipes in the
million recipes dataset, generating a vector representation for each key-term (such as key ingredients in a recipe);
(2) generating a vector representation for each sentence in cooking instruction of the input recipe; (3) generating a
vector representation of the semantic category or caption description for each image in the input data; (4) assigning
each recipe-image pair with a valid category label. In the Phase II of enhanced joint embedding learning, the vectors
for recipe text will be fed to the text embedding module and the vectors for the image in the same recipe will be fed
together with the image pixel vector representation into the image embedding module during joint embedding training.
Then deep feature enhanced loss optimization will be applied. The open-source release of SEJE is available on GitHub
(https://github.com/git-disl/SEJE).

3.1 Deep Feature Engineering for Preprocessing

The preprocessing phase employs a suite of deep feature engineering techniques for each modality (recipe text and food
image) for dual purposes: First, it aims to enhance the quality of the enhanced text features and image features with
respect to cross-modal retrieval. Second, we argue that the cross-modal joint embedding learning in Phase II can benefit
significantly through semantics-enhanced deep feature engineering in Phase I. Concretely, in the preprocessing phase,
we train the recipe weighted term feature encoder and the recipe sentence feature encoder to generate the weighted
term feature 𝑓𝑡𝑒𝑟𝑚 and the sequence of instruction sentence features 𝑓𝑠𝑒𝑛𝑡 from the input raw recipe text data. Figure 3
shows the workflow for recipe text feature engineering in the input preprocessing phase. Similarly, we also perform
deep feature engineering for food image features by training the image category feature encoder to generate the image
category embedding 𝑓𝑐𝑎𝑡 from the input food image. Figure 4 gives a sketch of the food image feature engineering
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Pre-trained Food Image 
Categorization Model 

(WideResNet-50)

Image Category 

Embedding fcat

Predicted Image 
Category Label

Category 
Embedding 

Module 
(Word2vec)Image Categorization Module

Food images
Pre-trained Category Feature Encoder

Food-101 
dataset

Fig. 4. The overview of the Phase I deep feature engineering for input image (food image) preprocessing.

preprocessing workflow. Both deep enhanced text features and food image features are extracted by learning over
the entire 1M recipes dataset and will be utilized for joint embedding learning through deep feature engineering of
cross-modal alignments. In addition, we design a recipe category assignment module to generate the category label for
each input recipe-image pair in the dataset, which will also be an input feature for joint embedding learning.

3.1.1 Recipe Sentence Feature Encoder. Since the recipe instructions comprise multiple sentences, simply using a single
LSTM model to learn the overall embedding from the lengthy instructions is not well suited. It is because the gradients
could be diminished over so many time steps during the LSTM network training. Hence, we pre-train a sentence feature
encoder to generate the representation for each instruction sentence in the data preprocessing phase, and then an
LSTM model is trained over the generated sequence of instruction sentence features to learn the overall recipe sequence
feature as a part of the recipe embedding learning during the joint embedding learning phase. To get the sentence
feature encoder, we need to train a sequence-to-sequence model over the recipe instructions in the dataset based on the
LSTM networks and skip-thoughts [21], which encodes an instruction sentence and predicts the previous and next
sentences according to that encoding as context information. The encoder part in the trained sequence-to-sequence
model is utilized as the recipe instruction sentence encoder to generate the representation for each recipe instruction
sentence in our data preprocessing phase.

3.1.2 RecipeWeighted Term Feature Encoder. The common problem in the LSTM-based existingworks [2, 4, 23, 34, 40, 45]
is that each key term (ingredients) are treated equally, without noticing the fact that the discrimination significance of
each key term for its recipe is different (e.g. the frequently appeared ingredients like water and oil have less discriminative
ability to distinguish its recipe from other recipes). The recipe weighted term feature encoder is utilized to capture the
discriminative semantics of each key term in the data preprocessing phase and help improve the quality of learned
recipe embedding in the joint embedding phase by correcting the potential errors in the sequence feature engineering,
which consists of three core components: key term extraction module, term rating module and term embedding module.

Key term extraction module. Ingredient entities (e.g., potato), cooking utensils (e.g., oven) and actions (e.g., blend)
are the three main categories of key terms extracted in our data preprocessing phase, as illustrated in the top left part in
the Figure 3. Concerning the ingredient entity extraction, a bi-directional LSTM network is trained over the ingredient
texts in the dataset to analyze the word sequence of each ingredient text and learn to identify those word sequences
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Extracted 
ingredient entities

Ingredient Entity 
Extraction by Bi-LSTM

1 cup red wine
5 dried, pitted dates
1 tablespoon chopped walnuts
1 envelope (individual size) stevia
1/2 cups plain greek yogurt
1 teaspoon honey

Ingredient texts

red wine (True) 
5 dried, pitted dates(False)

walnuts (True) 
stevia(True)  

greek yogurt (True) 
honey (True)

Extraction results (Label)

Re-examine 
the results

Greek Yogurt with Red Wine-Infused 
Dates, Toasted Walnuts & Honey

red_wine  
pitted_dates

walnuts  
stevia  

greek_yogurt 
honey

True ingredient 
entity set collected 
in the whole dataset

Logistic Regression

Fig. 5. The workflow of extracting the ingredient entities is depicted in the red dashed box using an example recipe and the matched
food image. SEJE utilizes deep feature engineering in preprocessing phase to refine the LSTM extracted key ingredient results. In this
example, LSTM classifies the term “pitted_dates” as the false result in terms of a key ingredient. In SEJE, we first perform LSTM based
term extraction and NLP based term extraction and ranking independently using BERT, TFIDF, or TextRank, and then combine the
two independent and yet complementary term extraction and ranking methods to produce the final set of key ingredients, effectively
correcting the errors from the LSTM key ingredient extraction.

with high probability as ingredient entity, like the word sequence “red wine" from the ingredient text “1 cup red wine".
Due to the accuracy limitation of the LSTM-based ingredient entity extractor, the binary logistic regression is performed
on each extracted word sequence to verify it is an ingredient entity or not. Those word sequences with true labels are
regarded as the ingredient entities in SEJE. But those with false labels still might contain the ingredient entities. Rather
than bluntly discarding those false word sequences in the existing works, we re-examine each false word sequence
to see if there exists any true ingredient entity that appears in other recipe ingredient texts in the whole dataset. If
yes, we will also regard this ingredient entity from the false word sequence to make sure that we do not miss any true
ingredient entity. Figure 5 shows an illustration of using the true ingredient entity set collected in the whole dataset
to re-examine those word sequences marked with false labels and effectively recover the important ingredient entity
“pitted_dates" that would be discarded in the existing works. As for the extraction of cooking utensils and actions, we
first process the recipe title and instructions by removing the ingredient entities identified in its ingredient text and
then leverage the part-of-speech tagging techniques [22] to extract the nouns and verbs in the remaining text as the
cooking utensils and actions.

Term rating module. Another advantage of introducing NLP-based term extraction using BERT, TF-IDF, or
TextRank is to utilize the term ranking results produced during their term extraction process. For example, each key
term may have different discrimination significance with respect to distinguishing its recipe from other recipes in the
entire Recipe1M dataset (e.g., the ingredient “artichoke” is more unique for identifying its recipe, compared to some
other ingredients, such as “salt”). Hence, in SEJE, each key term is assigned with a significance weight using the term
ranking score provided by the respective term rating algorithm, such as TF-IDF [33], TextRank [27] or BERT [6] based
approach. Prior to performing the key term extraction and computing their ranking scores using one of the NLP-based
algorithms, we first using bi-directional LSTM to learn those key ingredient entities in the recipe text that are word
sequences instead of single words. This step enables important word sequences to be extracted as ingredient entities by
treating each word sequence as a single key term with words connected using underline, like “pitted_dates". For the
term extraction and ranking algorithms focusing on the occurrence frequency of each term, like TF-IDF and TextRank,
the ranking score for each key term can be obtained by performing the algorithm on the entire set of recipe texts. For
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Title: Greek Yogurt with Red Wine-Infused 
Dates, Toasted Walnuts & Honey 
Ingredients:  
1 cup red wine
5 dried, pitted dates
1 tablespoon chopped walnuts
1 envelope (individual size) stevia
1/2 cups plain greek yogurt
1 teaspoon honey
Instructions:  
Place red wine and dates in a small saucepan.
Bring to a boil, then simmer on medium-low until 
dates are soft.
Drain and set aside.
In the meantime, toast walnuts in a dry saute pan.
Set aside when done.
In a small bowl, thoroughly stir the stevia packet 
into the Greek yogurt.
Top with dates and toasted walnuts, and drizzle 
honey over top.

Recipe Text

Food images

Image Categorization 
Module

Category Embedding 
Module

Weighted Term 
Feature

Sequence of 
Sentence Feature

Fig. 6. The overview of the phase II enhanced joint embedding learning.

the other type of term extraction and ranking algorithms that utilize the semantic correlation between each term and
its recipe text, like the BERT-based approach, the representations of each key term and its corresponding recipe text are
obtained first using the specific pre-trained BERT model, and then the term ranking score is computed based on the
cosine similarity score between the representations of each key term and its corresponding recipe text. In SEJE Phase I
feature engineering, the average time for performing the term extraction and ranking in one recipe by using TF-IDF,
TextRank, BERT, DistilBERT and RoBERTa are 33.3ms, 1.1ms, 62.8ms, 34.5ms and 60.4ms respectively.

Term embedding module. Word2vec model [28] with the Continuous Bags of Words (CBOW) model framework
is utilized in SEJE to generate the embedding for each key term. Similar to the pipeline in the term rating module,
the recipe texts need to be processed first to connect the word sequences of the ingredient entities with underline
before start training the word2vec model over the recipe texts in the dataset. Once the training process of the word2vec
model is complete, every key term in the recipe corpus can get its word2vec representation through the learned word
embedding matrix, which captures the word sequence patterns in the recipe texts. Finally, the recipe weighted term
feature can be generated by combining the representations of all the key terms from the term embedding module
weighted by their significance weight values from the term rating module.

3.1.3 Image Category Feature Encoder. Almost all the existing works learn the food image embedding by simply
leveraging the pre-trained CNN networks as image encoder, e.g., VGG-16 [37] and ResNet-50 [14], overlooking the fact
that the food images corresponding to a cooking recipe may have different visual appearances due to different ways of
using ingredients, different decorations and background. To deal with this issue, we build an image category feature
encoder to leverage the category semantics feature from the input food image to help iteratively align the learned image
embedding closer to the associated recipe text embedding in the common latent space during the joint embedding
learning phase. The image category feature encoder comprises two components: the image categorization module and
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category embedding module. For the image categorization module, we resort to the Food-101 dataset [1] and leverage
its image category knowledge information by training an image category classifier over the food images in the Food-101
dataset, based on the WideResNet-50 model [44], which can predict one of the Food-101 categories given a food image.
And for the category embedding module, we also utilize the word2vec model which is trained in the recipe weighted
term feature encoder. Given a food image, a food category can be obtained by the image categorization module and
then the category embedding module can generate the image category embedding according to the predicted food
category label, as illustrated in Figure 4.

3.1.4 Recipe Category Assignment Module. The category label for the recipe-image pairs in the Recipe1M dataset is first
generated by the work of JESR [34], which are directly utilized by the following works [2, 5, 23, 40, 45]. However, this
category assignment algorithm is only obtained from the frequent bigrams of the recipe titles in the Recipe1M dataset
and category labels of Food-101 dataset, resulting in nearly half of recipe-image pairs in the Recipe1M dataset without
a valid category label. Hence, the category assignment algorithm has to be optimized to improve its effectiveness. In
SEJE, the category labels in the Food-101 dataset are regarded as more reliable than the frequent bigram results from
the recipe titles, since the labels in the Food-101 dataset are manually designed, while JESR values frequent bigram
results more. First, for a recipe whose title contains one of the Food-101 labels, we will assign this category label to this
recipe-image pair. Second, we will rank the bigrams obtained from the recipe titles by the occurrence frequency and the
bigrams whose frequency is lower than a threshold will be eliminated (The threshold is set as 25 in SEJE). For a bigram
from the highest frequency to the lowest, if a recipe in the remaining recipes without labels after the first step contains
this bigram, its recipe-image pair will be assigned with this bigram as the category label. Third, if a recipe without label
whose ingredient or instruction texts contain one of the Food-101 labels and obtained bigrams, its recipe-image pair
will be labeled with this category. Finally, for the remaining recipe-image pairs still without labels, the top-1 category
label results of the food images predicted by using the aforementioned image categorization module will be assigned to
their recipe-image pairs as category labels. Therefore, every recipe-image pair in SEJE can be assigned a valid category
label from the recipe category assignment module.

3.2 Enhanced Joint Embedding Learning

After finishing the Phase I feature engineering to preprocess the raw training data, the output will be fed into the Phase
II deep feature engineering for joint embedding learning to train a joint embedding model over the whole recipe dataset,
as illustrated in Figure 6. The joint embedding model learns the recipe text embedding, the image embedding, and the
joint embedding loss function concurrently by taking one recipe training data at a time. The sequence of sentence
embeddings for recipe instructions and the recipe weighted term feature from the Phase I feature engineering in the data
preprocessing are the input features for the recipe embedding learning. An LSTM model is trained over the sequence of
instruction sentence features to generate the overall instruction embedding. And the recipe weighted term feature is
passed through a fully-connected layer to obtain the recipe term embedding. By performing the concatenation operation
on the recipe term embedding and recipe sequence embedding, the recipe embedding can be produced followed by a
fully-connected layer. As for the image embedding learning, ResNeXt-101 model [41] is utilized to learn the image pixel
embedding, which can generate the final image embedding together with the image category feature from the Phase
I feature engineering by feeding their concatenation result into a fully-connected layer. And the learned recipe and
image embedding will be optimized by the joint embedding loss function in the Phase II feature engineering.
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(a) For the instance-level batch-hard negative sampling 
strategy, the image about “roast chicken” on the left boxed in 
green will be chosen as the hardest negative instance, which is 
closest to the query embedding among the negative instances.

(b) For our instance-class double negative sampling strategy, the image 
about “baked salmon” on the right boxed in orange will be chosen as the 
hardest negative instance, which is closest to the query embedding among 
the negative instances sharing the different category from the query.

Fig. 7. Illustration of our instance-class double hard sampling strategy.

3.2.1 Joint Embedding Loss Optimization. To efficiently optimize the joint embedding learning, we adopt the soft-margin
based batch-hard triplet loss empowered with a novel double-negative sampling strategy as the primary loss, denoted
as 𝐿𝑇𝑅𝐼 , together with two auxiliary loss regularizations to facilitate the cross-modal joint embedding learning, which
are category-based alignment loss on both cooking recipe and food image 𝐿𝐶𝐴 and discriminator based alignment loss
𝐿𝐷𝐴 . The overall objective function is defined as follows:

𝐿 = 𝐿𝑇𝑅𝐼 + 𝜆1𝐿𝐶𝐴 + 𝜆2𝐿𝐷𝐴 (1)

where 𝜆1 and 𝜆2 both are trade-off hyper-parameters. We leverage cross-validation to configure these parameters
empirically. By experimentally evaluating their impacts through cross-validation by varying the 𝜆1 and 𝜆2 from 0.001
to 0.02, it is observed that the best results can be obtained when 𝜆1 and 𝜆2 both are set as 0.005.

Double negative sampling and soft-margin optimized batch hard triplet loss. During the training stage,
triplet loss can be computed given a triplet (𝑥𝑎, 𝑥𝑝 , 𝑥𝑛) among the training samples, where 𝑥𝑎 denotes the embedding
for the anchor point in one modality, 𝑥𝑝 and 𝑥𝑛 represent the positive and negative embeddings from the other modality
respectively. The triplet loss aims to minimize the distance between the anchor point and positive instance, and
maximize the distance between the anchor point and negative instance. By selecting the hardest positive and negative
samples for each anchor point within every batch when calculating the triplet loss, Hermans [15] demonstrates that it
often outperforms the batch-all triplet loss, which is calculated on all possible triplets in the training set. In SEJE, the
batch-hard triplet loss is optimized by introducing a double hard negative sampling strategy. We define two types of
batch hard positive or negative samples, i.e., instance-level and class-level batch hard samples. For instance-level batch
hard sample, given an anchor image (or recipe) embedding (i.e., ∈ R𝑑 ) in each batch, there is only one positive recipe
(or image) instance in the batch, which corresponds to this anchor image (or recipe). So it will be the instance-level
batch hardest positive sample and the rest of the recipe (or image) instances in the batch will be considered as negative
examples of the anchor image (or recipe). The instance-level batch hardest sample is defined as the one whose vector
distance to the anchor point embedding is the smallest among the negative samples in the batch. As for the class-level
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batch hard sample, those recipe (or image) instances that have the same category as the anchor image (or recipe) are
considered as positive samples, while the rest with different categories are regards as negative samples for this anchor.
We define the class-level batch hardest positive or negative recipe (or image) sample as the one whose vector distance
to the embedding of anchor image (or recipe) is the largest or smallest among all the class-level positive or negative
samples in the batch respectively. Figure 7 illustrates the effectiveness of our instance-class double sampling strategy
used in our 𝐿𝑇𝑅𝐼 alignment loss optimizer. When only using the instance-level batch hard strategy, given a recipe
query (denoted as the red square), the images in the red and green boxes will be the hardest positive and negative
instances respectively, since the image boxed in red is the closest among the negative image instances. However, this
instance-level batch hardest negative instance shares the same category “roast chicken” as the anchor recipe query. In
comparison, the instance-class level batch hardest negative sample will be the “baked salmon” image in the orange box,
which is the next closest negative instance to the anchor recipe. Therefore, given a recipe query about “roast chicken”,
SEJE is more likely to retrieve the images about “roast chicken", rather than those about “baked salmon”.

Besides, the softplus function 𝑙𝑛(1 + exp(𝛾 (· +𝑚))) is used as a smooth approximation in SEJE to replace the hinge
function [𝑚 + ·]+ used in existing works [2, 5, 40], which assumes that the distance between the anchor point and
negative instance is always larger than the distance between the anchor and positive instance by a fixed margin𝑚. Our
soft-margin based approach improves the hinge with an exponential decay instead of a threshold-based hard cut-off.
The soft-margin based batch-hard triplet loss with a double sampling strategy, denoted by 𝐿𝑇𝑅𝐼 , is given as:

𝐿𝑇𝑅𝐼 =

𝑁∑︁
𝑖=1

𝑙𝑛(1 + 𝑒𝛾 (𝑑 (𝐸
𝑎
𝑟𝑖
,𝐸

𝑝
𝑣𝑖
)−min𝑑 (𝐸𝑎

𝑟𝑖
,𝐸𝑛𝑣𝑖

)+𝑚) ) +
𝑁∑︁
𝑖=1

𝑙𝑛(1 + 𝑒𝛾 (𝑑 (𝐸
𝑎
𝑣𝑖
,𝐸

𝑝
𝑟𝑖
)−min𝑑 (𝐸𝑎

𝑣𝑖
,𝐸𝑛𝑟𝑖

)+𝑚) ) (2)

where 𝑑 (·) measures the Euclidean distance between two input vectors, 𝑁 is the number of the different recipe-image
pairs in a batch, subscripts 𝑎, 𝑝 and 𝑛 refer to anchor, positive and negative instances respectively, 𝐸𝑟𝑖 , 𝐸𝑣𝑖 refer to the
embeddings of the recipe and image in the 𝑖-th recipe-image pair respectively, 𝛾 is the scaling factor and𝑚 denotes the
margin of error in the triplet loss.

Category-based alignment loss. The category-based loss regularizations on both learned recipe and image em-
beddings are utilized in SEJE to further optimize the joint embedding learning, which require the learned matched recipe
and image embedding should contain the same category semantics information by reducing the cross-entropy loss
between the modality-specific embedding and the corresponding category (recall 𝐿𝐶𝐴−𝑅 and 𝐿𝐶𝐴−𝑉 in Figure 2). SEJE
assigns every recipe-image pair to one of the 1005 category labels learned from text mining analysis on the whole recipe
text and the image categorization module in the Phase I deep feature engineering, avoiding assigning “background”
labels to a large percentage of recipe-image pairs as done in existing approaches [2, 5, 34, 40]. We utilize the cross-modal
category distribution alignment between the textual recipe and visual image as a regularization to our primary joint
embedding loss 𝐿𝑇𝑅𝐼 . The category-based loss regularization is applied to both image and recipe embeddings as follows:

𝐿𝐶𝐴−𝑅 = −
𝑁∑︁
𝑖=1

𝑁𝑐∑︁
𝑡=1

𝑦
𝑖,𝑡
𝑅

log(𝑦𝑖,𝑡
𝑅
) (3)

𝐿𝐶𝐴−𝑉 = −
𝑁∑︁
𝑖=1

𝑁𝑐∑︁
𝑡=1

𝑦
𝑖,𝑡
𝑉

log(𝑦𝑖,𝑡
𝑉
) (4)

where 𝐿𝐶𝐴−𝑅 is the loss of regularization on the recipe embedding, while 𝐿𝐶𝐴−𝑉 is on the image embedding. 𝑁𝑐 is the
number of category labels, 𝑁 is the number of the different recipe-image pairs in a batch, 𝑦𝑖,𝑡

𝑅
and 𝑦𝑖,𝑡

𝑅
are the true and
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Title: Greek Yogurt with Red Wine-Infused 
Dates, Toasted Walnuts & Honey 
Ingredients:  
1 cup red wine
5 dried, pitted dates
1 tablespoon chopped walnuts
1 envelope (individual size) stevia
1/2 cups plain greek yogurt
1 teaspoon honey
Instructions:  
Place red wine and dates in a small saucepan.
Bring to a boil, then simmer on medium-low until 
dates are soft.
Drain and set aside.
In the meantime, toast walnuts in a dry saute pan.
Set aside when done.
In a small bowl, thoroughly stir the stevia packet 
into the Greek yogurt.
Top with dates and toasted walnuts, and drizzle 
honey over top.

Fig. 8. Illustration of discriminator based alignment loss regularization.

estimated possibilities that the 𝑖𝑡ℎ recipe embedding belongs to the 𝑡𝑡ℎ category label, and similarly, 𝑦𝑖,𝑡
𝑉

and 𝑦𝑖,𝑡
𝑉

are
defined for image embedding.

Discriminator based alignment loss. In order to yield good performance of joint embedding learning, aligning the
distributions of the two heterogeneous modalities (i.e., recipe text and food image) should be taken into consideration.
We achieve this by utilizing the competing strategy in GAN [12] with the gradient penalty [13] to further regularize
the joint embedding loss optimization. During the learning of joint embeddings, we train a discriminator model in the
meantime such that for each pair of matched recipe and image, given an embedding from one modality, this discriminator
can tell the modality source of the embedding, which is against our goal of joint embedding learning. When the trained
discriminator cannot easily discriminate the embedding of one modality from the other, it can be considered that the
learned distributions of cross-modal embeddings are too similar in the common latent space R𝑑 for the discriminator
to tell them apart. Since the recipe and image embeddings play the identical role during the discriminator learning,
we set the learned discriminator as the one predicting the confidence value of the input embedding from the image
modality (i.e., when receiving the image embedding, this discriminator will give a high confidence value while recipe
embedding will result in low confidence value). Therefore, the higher confidence values our discriminator gives when
receiving the recipe embeddings, it indicates that the more aligned and similar the distributions of learned recipe
embeddings and image embeddings are in the latent common space R𝑑 . The illustration of how the discriminator works
is showed in Figure 8. We below define the loss 𝐿𝐷 for the training of our discriminator model, which is made up of
three fully-connected layers and the cross-modal discriminator based alignment loss regularization 𝐿𝐷𝐴 respectively:

𝐿𝐷 =

𝐵∑︁
𝑖=1

[log(𝐹𝐷 (𝐸𝑅 (𝑟𝑖 ))) + log(1 − 𝐹𝐷 (𝐸𝑉 (𝑣𝑖 ))) + 𝜆𝐷 (∥∇𝑥𝑖 log(𝐹𝐷 (𝑥𝑖 ))∥2 − 1)2] (5)

𝐿𝐷𝐴 =

𝐵∑︁
𝑖=1

log(1 − 𝐹𝐷 (𝐸𝑅 (𝑟𝑖 ))) (6)

where 𝐹𝐷 (·) is the function of our trained discriminator, which outputs the confidence value of how confident it is to
predict the modality source of the input embedding is image, 𝐵 is the number of the different recipe-image pairs in a
batch, 𝜆𝐷 is the trade-off parameter and set to 10 as suggested in [13], 𝑥𝑖 is a random interpolation between the 𝑖𝑡ℎ

recipe embedding 𝐸𝑅 (𝑟𝑖 ) and image embedding 𝐸𝑉 (𝑣𝑖 ).
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4 EXPERIMENTS

4.1 Dataset and Evaluation Metrics.

We evaluate the effectiveness of different approaches on the Recipe1M dataset, consisting of over 800K recipes (title, list
of ingredients and cooking instructions) and 1 million associated food images. Following the preprocessing in [34],
duplicate recipes, recipes without images, the unreadable recipes without any nouns or verbs are filtered out, resulting
in 238,399 matching pairs of images and recipes for the training set, and 51,116 and 51,303 matching pairs for validation
and test respectively. Experiment setup follows the existing approaches: (i) Randomly sample 10 unique subsets of 1k or
10k matching recipe-image pairs from the test set. (ii) Use each item in one modality as a query (e.g., an image), and
rank instances in the other modality (e.g., recipes) by the Euclidean distance between the query embedding and each
candidate embedding from the other modality in the test set. (iii) Calculate the median retrieval rank (MedR) and the
recall percentage at top K (R@K), i.e., the percentage of queries for which the matching answer is included in the top 𝐾
results (𝐾=1,5,10). We report the average metrics on the 10 groups of randomly chosen samples. Note that even though
many loss regularizations are added in our framework, these optimizations are only performed at the training stage but
not in the testing stage.

Implementation Details. The three types of BERT models used in our term rating module are the publicly released
pre-trained models1. The POS tagging used in this work is implemented by using the public Python library TextBlob [25].
The word2vec model training is implemented by using the code provided on the Google Code Project Hosting Service2.
The dimensions of joint embedding and word2vec embedding are set as 1024 and 300 respectively. Adam optimizer [20]
is employed for model training with the initial learning rate set as 10−4 in all experiments, with the mini bath size of
100. All deep neural networks are implemented on the Pytorch platform and trained on a single Nvidia Titan X Pascal
server with 12GB of memory.

4.2 Baselines for Comparison.

We consider the following state-of-the-art methods as the baselines in evaluation:
Stacked Attention Networks (SAN) [4]: SAN applied a stacked attention network to simultaneously locate

ingredient regions in the image and learn multi-modal embedding features between ingredient features and image
features through a two-layer attention mechanism.

Joint Embeddingwith Semantic Regularization (JESR) [34]: JESR obtains the recipe representation using LSTM
networks on the ingredients and instructions text, the image representation using ResNet-50, and train a joint embedding
of the two modalities using pairwise cosine loss with a regularization term to penalize the learned embedding features
if they fail in performing food categorization.

Recipe Retrieval with visual query of ingredients (Img2img+JESR) [23]: Based on the framework of JESR,
Img2img+JESR appends the representation of the ingredient image set to the concatenation of ingredient embedding
and instruction embedding, and then the concatenation of three embeddings will be transformed into one joint recipe
embedding through a fully-connected layer.

Attention Mechanism with Semantic Regularization (AMSR) [5]: AMSR utilizes GRU networks and attention
mechanism to encode recipe text at different levels (title, ingredients and instructions), and adopts the triplet loss rather
than the pairwise loss to train the model.

1https://www.sbert.net/docs/pretrained_models.html
2https://code.google.com/p/word2vec/
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Table 1. Performance comparison of our SEJE with existing representative methods on the 1k and 10k test set. The symbol “-” indicates
that the results are not available from the corresponding works. The symbol “*” in the AdaMine∗ and ACME∗ indicate that their
results are evaluated by us based on their provided pre-trained models.

Size of
test-set Approaches Image to recipe retrieval Recipe to image retrieval

MedR↓ R@1↑ R@5↑ R@10↑ MedR↓ R@1↑ R@5↑ R@10↑

1k

SAN [4] 16.1 12.5 31.1 42.3 - - - -
JESR [34] 5.2 24.0 51.0 65.0 5.1 25.0 52.0 65.0

Img2img+JESR [23] - - - - 5.1 23.9 51.3 64.1
AMSR [5] 4.6 25.6 53.7 66.9 4.6 25.7 53.9 67.1

AdaMine [2] 1.0 39.8 69.0 77.7 1.0 40.2 68.1 78.7
AdaMine∗ [2] 2.3 36.7 67.0 76.8 2.2 38.0 67.6 77.3
R2GAN [45] 2.0 39.1 71.0 81.7 2.0 40.6 72.6 83.3
MCEN [11] 2.0 48.2 75.8 83.6 1.9 48.4 76.1 83.7
ACME [40] 1.0 51.8 80.2 87.5 1.0 52.8 80.2 87.6
ACME∗ [40] 1.4 50.0 78.9 86.4 1.3 51.1 79.1 86.5

SEJE(TextRank, ResNet-50) 1.0 51.9 81.5 88.9 1.0 53.0 82.1 89.1
SEJE(DistilBERT, ResNet-50) 1.0 52.3 81.6 88.6 1.0 53.6 82.0 89.2

SEJE(BERT, ResNet-50) 1.0 52.8 81.7 89.2 1.0 53.7 82.3 89.5
SEJE(RoBERTa, ResNet-50) 1.0 54.6 83.3 90.4 1.0 55.2 83.7 90.7
SEJE(TF-IDF, ResNet-50) 1.0 57.2 85.2 91.2 1.0 57.4 85.7 91.7

SEJE(RoBERTa, ResNeXt-101) 1.0 56.3 85.1 91.8 1.0 57.6 85.6 92.1
SEJE(TF-IDF, ResNeXt-101) 1.0 58.1 85.8 92.2 1.0 58.5 86.2 92.3

10k

JESR [34] 41.9 - - - 39.2 - - -
AMSR [5] 39.8 7.2 19.2 27.6 38.1 7.0 19.4 27.8

AdaMine [2] 13.2 14.9 35.3 45.2 12.2 14.8 34.6 46.1
AdaMine∗ [2] 16.4 12.8 31.5 42.2 15.5 13.7 32.9 43.6
R2GAN [45] 13.9 13.5 33.5 44.9 12.6 14.2 35.0 46.8
MCEN [11] 7.2 20.3 43.3 54.4 6.6 21.4 44.3 55.2
ACME [40] 6.7 22.9 46.8 57.9 6.0 24.4 47.9 59.0
ACME∗ [40] 7.0 21.5 45.4 56.6 6.8 23.0 46.5 57.7

SEJE(TextRank, ResNet-50) 6.2 21.9 47.2 59.2 6.0 22.8 48.1 59.9
SEJE(DistilBERT, ResNet-50) 6.0 22.7 48.3 60.1 6.0 23.7 48.8 60.5

SEJE(BERT, ResNet-50) 6.0 23.2 48.8 60.6 6.0 24.0 49.6 61.2
SEJE(RoBERTa, ResNet-50) 5.1 24.0 50.3 62.2 5.0 24.9 50.8 62.6
SEJE(TF-IDF, ResNet-50) 4.9 26.3 53.2 64.9 4.8 27.0 53.7 65.3

SEJE(RoBERTa, ResNeXt-101) 5.0 25.6 52.3 64.4 4.9 26.6 53.3 65.1
SEJE(TF-IDF, ResNeXt-101) 4.2 26.9 54.0 65.6 4.0 27.2 54.4 66.1

ADAptive MINing Embedding (AdaMine) [2]: AdaMine utilizes a double triplet loss where the two triplets are
built on the matching recipe-image relationship and their category labels, with the adaptive learning integrated into
their triplet loss strategy.

Recipe Retrieval with GAN (R2GAN) [45]: R2GAN is built upon the embedding learning framework of JESR,
the generative adversarial network with multiple generators and discriminators and two-level ranking loss to learn
compatible embeddings for cross-modal similarity measure.

Modality-Consistent Embedding Network (MCEN) [11]: MCEN exploits the latent alignment with cross-modal
attention mechanism and shares the cross-modal information to the joint embedding space with stochastic latent
variable models.
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Title: Irish Stout Beef Stew
Ingredients: Beef Chuck 
Roast, Salt, Flour, Olive Oil, 
Yellow Onion, Tomato Paste,  
Beef Broth, Black Pepper, 
Raisins, Carrots, Parsnips, 
Turnip, Parsley Leaves, Beer, 
Caraway Seeds, Raisins, 
Parsnips, Turnip

Top  
retrieved 
recipe

Title: Slow Cooker Hungarian 
Goulash
Ingredients: Beef Chuck 
Roast, Carrots, Yellow Onion, 
Garlic, Beef Broth, Tomato 
Paste, Salt, Black Pepper, 
Mustard, Paprika, Red 
Potatoes, Mushrooms, 
Worcestershire Sauce, ……

Title: Steak Fettuccine with 
Roasted Red Pepper Alfredo 
Sauce
Ingredients: Worcestershire, 
Garlic, Onion, Salt, Black 
Pepper, Beef Steak, Red 
Peppers, Olive Oil, Salt And 
Pepper, Parmesan Cheese, 
Fettuccine

Title: Beef With Tomato 
Gravy
Ingredients: beef sirloin, 
flour, salt, black pepper, olive 
oil, onions, garlic, red pepper, 
tomatoes, salt and pepper, 
beef consomme, 
Worcestershire sauce, pasta, 
parmesan cheese

Title: Smoked Salmon 
Risotto

Ingredients: vegetable stock, 
chicken broth, butter, onion, 
rice, white wine, salt, dill 
weed, smoked salmon, 
parmesan cheese

Title: Stuffed Salmon 
Copycat Recipe

Ingredients: olive oil, salmon 
fillets, crabmeat, rice, butter, 
cream cheese, garlic, celery 
seed, basil, oregano, 
marjoram, rosemary, thyme, 
salt, dill

Title: Beet and Cheddar 
Risotto

Ingredients: beet, beet 
greens, water, vegetable 
broth, olive oil, onion, rice, 
cheddar cheese, Salt and 
pepper, Parmigiano-
Reggiano cheese

Title: Millet Risotto with 
Beets and Ricotta
Ingredients: red beets, olive 
oil, onion, garlic, millet, white 
wine, vegetable stock, water, 
Parmigiano-Reggiano 
cheese, butter, whole milk 
ricotta cheese, Kosher salt, 
pepper

Image 
query

True 
recipe

Title: Beef Stew With 
Veggies
Ingredients: flour, beef stew 
meat, oil, water, tomato juice, 
Worcestershire sauce, 
mustard, thyme, savory, bay 
leaves, salt, pepper, turnips, 
carrots, celery, onions, 
mushroom, parsley

Title: Basic Beef Stew
Ingredients: Olive Oil, 
Stewing Beef, Garlic, water, 
Rosemary Leaves, Flour, 
Worcestershire Sauce, Beef-
flavored Bouillon Cubes, Bay 
Leaves, Salt, Black Pepper, 
Onion, Carrot, Celery, Potato,  
Flour, Mushrooms, Peas

Title: Risotto with Peas 
Recipe

Ingredients: frozen peas, 
butter, yellow onion, rice, dry 
white wine, chicken stock, 
Parmesan, salt and pepper

Title: Coconut Cilantro Rice 
With Peas and Cashews

Ingredients: coconut, canola 
oil or vegetable oil, rice, 
chicken broth, coconut milk, 
cilantro leaf, cashews, frozen 
peas, salt

Beef StewCategory Risotto

Fig. 9. The results of image-to-recipe retrieval by our SEJE approach on the 10k test set. The common or similar ingredients in the
true recipe and top retrieved recipe are highlighted in red.

Adversarial Cross-Modal Embedding (ACME) [40]: ACME uses the triplet loss empowered with hard sample
mining and an adversarial loss to align the embeddings from the two modalities. Besides, they try to utilize the
cross-modal translation consistency component to save the information lost in the training process.

4.3 Cross-Modal Retrieval Performance

We evaluate the performance of our SEJE approach for image-to-recipe and recipe-to-image retrieval against the six
baselines in Table 1. To provide a fair comparison, the results of SAN, JESR, Img2img+JESR, AMSR, AdaMine, R2GAN,
ACME andMCEN are quoted directly from the original results reported in the respective literature [2, 5, 11, 23, 34, 40, 45].

From the results in Table 1, we observe that SEJE consistently outperforms all baselines with high Recall@K (K=1,5,10)
for both image-to-recipe and recipe-to-image queries on 1k and 10k test data, showing the effectiveness of using the
deep feature engineering techniques to incorporate the additional semantics for further optimizing the cross-modal
joint embedding learning. And the attention mechanism introduced in SAN and AMSR on top of the neural features
aims to approximately locate the key ingredients. However, the results are not effective, especially compared to SEJE
which combines the term rating module and image category for optimizing the joint embedding learning.

We also evaluate different term rating algorithms used in the term rating module: TF-IDF, TextRank and three
popular BERT models, which are standard BERT [6], DistilBERT [35] and RoBERTa [24]. The results are reported in
Table 1 under SEJE sections, which indicates that selecting the TF-IDF approach in the term rating module can yield the
best accuracy in SEJE, and RoBERTa comes the second. We also vary the recent CNN models in the image embedding
process by changing ResNet-50 to ResNet-152 [14], WideResNet-101 [44], ResNeXt-50 and ResNeXt-101 [41]. It turns
out that using ResNeXt-101 as the image encoder can yield stable improvement for all five term ranking algorithms,
and TF-IDF remains to be the best in the context of SEJE.
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Fig. 10. The results of recipe-to-image retrieval by our SEJE approach on the 10k test set. The matched images are boxed in red.

(a) JESR

Distribution of recipe embeddings Distribution of recipe embeddings Distribution of recipe embeddings

Distribution of image embeddings Distribution of image embeddings Distribution of image embeddings
(b) ACME (c) SEJE

Fig. 11. Comparing distributions of learned recipe and image embeddings by SEJE approach (c) with the distributions by JESR
approach (a) and ACME approach (b), based on the t-SNE visualization on the 1000 randomly selected recipe-image pairs from the
test set of Recipe1M dataset.

4.4 Visualization Results

We provide some visualization results of SEJE for both image-to-recipe and recipe-to-image retrieval tasks on the 10k
dataset in Figure 9 and Figure 10 respectively. Figure 9 shows the ground truth recipes and the top retrieved recipes
based on 6 different image queries. We consider two recipe categories: beef stew and risotto, and in each category we
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Fig. 12. Comparing our SEJE approach with two representative methods JESR [34] and ACME [40] on the recipe-to-image retrieval
(10K test set). The matched images are marked in the red box. Words in red highlighted in recipe text indicate that they are selected
with relatively high TF-IDF value in our SEJE. We indicate the top-𝑘 position where the matched image is retrieved under each of the
three methods.

list three image queries. It shows that almost all the significant ingredients of the true recipes and visual components
in the image queries also appear in the top retrieved recipes. Figure 10 visualizes the results of retrieving the top 5
images using three different recipe queries. In all cases, most of the retrieved images share similar ingredients to the
ground truth images and contain the visual components as suggested by the category label. In the first example, even
though the background and decorations in the retrieved food images are quite different, all the retrieved top 5 images
can be easily recognized as creme brulee, as suggested by the category label. In the second example, all the top 5 results
contain the main ingredient “salmon” and the matched image is retrieved as top 1. All the retrieved images in the third
example are visually similar and all are about sushi with a petal design. Figure 10 and Figure 9 further illustrate the
effectiveness of our SEJE approach for text-image joint embedding learning and the two-phase deep feature engineering
can boost the accuracy of the cross-modal retrieval task.

To show the effectiveness and high quality of our SEJE learned joint embeddings, the performance of our SEJE
approach is visualized to compare with the existing representative approaches. Since JESR [34] and ACME [40] release
their pre-trained models for the recipe-text cross-modal retrieval task, here we will compare our SEJE with these two
approaches. Figure 11 shows the distributions of the learned recipe and image embeddings by the JESR, ACME and our
SEJE approaches, also based on the t-SNE visualization on 1000 randomly selected recipe-image pairs from the test set
of Recipe1M dataset. We can find that the distributions of recipe and image embeddings learned by JESR vary greatly,
which accounts for the low accuracy results in the cross-modal retrieval tasks. The distributions learned by ACME are
much better but still not similar. Our SEJE approach aligns the distributions of learned recipe and image embeddings
well and their distributions are visually similar.

To further illustrate the comparison results, we provide a visualization of recipe-to-image retrieval using an example
recipe by comparing the performance of SEJE with JESR and ACME in Figure 12, since JESR and ACME have released
their pre-trained models. We observe that SEJE successfully aligns the “eggplant” ingredient in the recipe text with the
eggplant component in the top retrieved food image and the matched image is returned at Top 2 by SEJE. In comparison,
both JESR and ACME fail to retrieve the matched image within the top 5 results and most of the retrieved food images
do not contain the eggplant component, showing some problems in modality alignment between recipe text and food
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Recipe query Top 5 retrieved images

Roasted peppers spaghetti 
Ingredients: 
spaghetti, tomatoes, onion, garlic, green pepper, Italian 
seasoning, olive oil, salt, chillies

Instructions: 
Cook the spaghetti with 1 teaspoon of oil and a teaspoon of 
salt for 8-10 minutes or al dente
Roast the green peppers in an oven or directly on the stove 
flame until it is charred.
Remove the black peel and chop the pepper it into small 
cubes
In a pan, heat oil and add crushed or chopped garlic
Add the chopped onion and deseed the tomatoes, chop it into 
cubes and add it to the oil
Add chillies (your choice) and this is also optional
Stir fry this for about 5 minutes or until the onion has become 
translucent
Add the Italian seasoning and give it a gentle mix
Add the cooked spaghetti and toss it well and serve hot.

JESR 
Top 2

ACME 
Top 2

SEJE 
Top 1

Fig. 13. An easy-case example of recipe-to-image retrieval, in which all three approaches (JESR, ACME, and our SEJE) perform well.
The matched images are highlighted in a red box. We also list the top-k positions where the matched images are retrieved.

Recipe query Top 5 retrieved images

Kimchi Fried Rice 

Ingredients: 
Grapeseed Oil, Garlic, Cooked Brown Rice, Kimchi, 
Korean Red Pepper Paste, Scallions, Sesame Oil, 
Toasted Sesame Seeds

Instructions: 
Heat oil in a large skillet.
Add garlic and stir until fragrant, about 15 seconds.
Add rice, kimchi and red pepper paste.
Toss well, cooking until rice is warmed through.
Add scallions and toss again.Drizzle sesame oil on 
top.
Serve, sprinkled with sesame seeds.

JESR 
Top 190

ACME 
Top 125

SEJE 
Top 4

Fig. 14. An example of recipe-to-image retrieval, which illustrates the reasons that our SEJE approach outperforms JESR and ACME.
The matched images are highlighted in a red box. We also list the top-k positions where the matched images are retrieved. By
leveraging our key term extraction and ranking in Phase I feature engineering preprocessing, Kimchi is identified as the most
important key ingredient in SEJE unlike JESR and ACME.

image. This example further illustrates the effectiveness of our two-phase deep feature engineering framework for
improving the quality of cross-modal retrieval tasks.

And here we provide several visualization-based analyses on the 10k test set to provide a more intuitive understanding
of our SEJE approach in terms of easy, average and hard cases. Figure 13 shows a recipe-to-image retrieval example
where all three approaches return the matched image within the top 5 results. This is a representative example of easy
scenarios. Figure 14 shows a recipe-to-image retrieval example where SEJE returns the matched image within the top 5
results whereas JESR and ACME return the matched image at top 190 and top 125 respectively. Figure 15 shows an
example of recipe-to-image retrieval that represents the most challenging scenarios. Here not only all three approaches
fail to return the matched result in the top 5 but also the matched result was returned at top 253, top 223 and top 187 for
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Recipe query Top 5 retrieved images

Pork Tenderloin With Hot Mustard Sauce 
Ingredients: 
seasoned pepper, brown sugar, soy sauce, honey, dry 
mustard, garlic powder, onion powder, cinnamon, dry red 
wine, chicken broth, pork tenderloin, sesame seeds, 
horseradish, Dijon mustard, honey
Instructions: 
Combine first 9 ingredients.
Rub mixture all over pork.
**Note: At this point, you could put pork in a large ziplock and 
marinate in the fridge until you are ready to use.
Remember to let meat come to room temperature before 
roasting.
Place pork in a casserole sprayed with nonstick cooking spray 
or use a roasting pan.
Sprinkle sesame seeds all over pork.
Bake pork at 400 degrees for 45 minutes or until internal 
temperature reaches 160 degrees.
Remove pork from oven and let rest for 5 minutes.
For the sauce: combine horseradish, mustard and honey in a 
bowl. ……

JESR 
Top 253…

…

…

ACME 
Top 223

SEJE 
Top 187

Fig. 15. A hard-case example of recipe-to-image retrieval. All three approaches (JESR, ACME and our SEJE) perform poorly. The
matched images are highlighted in a red box. We also list the top-k positions where the matched images are retrieved.
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Fig. 16. Scalability test between SEJE and ACME for both image-to-recipe retrieval and recipe to image retrieval (For MedR, lower is
better).

JESR, ACME and our SEJE respectively. The recipe query is about the pork tenderloin, but the matched food image is
hard for even a human to recognize and it can also visually be mistaken as sliced bread. That’s why all the approaches
fail in this case. But the return images of the three approaches mostly are about the pork tenderloin, which are still
acceptable as the returned results.

Scalability. To investigate the robustness of SEJE against large datasets beyond 10K, we further compare its MedR
performance against the state-of-the-art approach ACME. Figure 16 shows the results for image-to-recipe retrieval
and recipe-to-image retrieval. The gap between our SEJE and ACME becomes larger as the testing set size increases.
SEJE successfully ranks the ground-truth recipes by over 12.2 positions ahead of ACME on average on the 50K testing
set, which is almost equivalent to the original complete testing set [34]. Similar results are also observed for the
recipe-to-image retrieval, where SEJE outperforms ACME by over 11 positions on average for the 50K dataset.
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Table 2. Evaluation of contributions of different components in the SEJE framework for the image-to-recipe retrieval on the 1k test-set.

Component Image to recipe retrieval Recipe to image retrieval
SEJE-b En𝑉 En𝑅 CA DA TRI MedR R@1 R@5 R@10 MedR R@1 R@5 R@10
✓ 4.1 25.9 56.4 70.1 4.1 26.0 56.6 70.3
✓ ✓ 3.4 28.1 59.5 73.1 3.0 29.4 61.2 74.4
✓ ✓ 3.0 29.4 60.0 73.4 3.0 31.0 61.0 73.9
✓ ✓ ✓ 3.0 30.5 61.6 75.2 2.8 32.1 62.6 75.4
✓ ✓ ✓ ✓ 2.3 33.5 68.4 80.9 2.3 34.1 68.3 81.4
✓ ✓ ✓ ✓ 2.5 36.0 65.2 77.3 2.5 36.0 65.2 77.8
✓ ✓ ✓ ✓ 1.6 47.7 78.6 87.3 1.6 48.4 79.1 87.5
✓ ✓ ✓ ✓ ✓ ✓ 1.0 57.2 85.2 91.2 1.0 57.4 85.7 91.7

Table 3. Evaluation of contributions of each component in the extracted key terms on the 10K test-set.

Components Image to recipe retrieval Recipe to image retrieval
MedR↓ R@1↑ R@5↑ R@10↑ MedR↓ R@1↑ R@5↑ R@10↑

ingredient 5.0 25.0 51.4 63.1 5.0 26.1 52.0 63.4
ingredient+utensil 5.0 25.6 52.2 64.1 5.0 26.4 52.5 64.2

ingredient+utensil+action 5.0 26.3 53.2 64.9 4.9 27.0 53.7 65.3

4.5 Ablation Study

This section studies the improvements owing to each key component in our two-phase deep feature engineering
enhanced approach for image-to-recipe and recipe-to-image retrieval tasks. For a fair comparison with the baselines,
ResNet-50 model and TF-IDF approach are set as default in the image embedding learning and term rating module for
this set of experiments. Table 2 reports the results. SEJE-b denotes the basic SEJE framework with the batch-all triplet
loss and without any of our proposed deep feature engineering techniques. We then incrementally add one component
at a time. First, we investigate the significance of employing the deep feature engineering for the input image and recipe
preprocessing to leverage the additional image and recipe semantics respectively in the modality-specific embedding
learning, i.e., En𝑉 and En𝑅 . For the Phase II enhanced joint embedding learning, we first analyze the gains of the
category-based alignment loss regularizations CA on both recipe and image embeddings. Next, we add the cross-modal
discriminator-based alignment loss regularization DA. Then we use our double negative sampling and soft-margin
optimized batch-hard triplet loss (denoted as TRI) to replace the batch-all triplet loss in SEJE-b. Table 2 shows that
each proposed component positively contributes towards improving the cross-modal alignment between recipe text
and food image, effectively boosting the overall performance of cross-modal retrieval.

4.6 Effect of Term Extraction and Ranking

As claimed in the introduction of the key term extraction module, the extracted key terms from the recipe text during
the data preprocessing can be broadly divided into three types: ingredient entities, cooking utensils and actions. In this
section, we want to investigate the significance of employing term extraction and term rating score on each of three
types of key terms on the overall performance of SEJE.

Evaluation of Each Key Term Component. For the fair comparison, TF-IDF approach is set as the default choice
in the term ranking module and ResNet-50 model is used in image embedding learning. First, we only extract the
ingredient entities in our SEJE approach. Then we incrementally add the other two components: the cooking utensils
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Table 4. Performance comparison of our SEJE using different key term filters on the 10K test set. ResNet-50 model is used here as the
image encoder. The symbol “-” indicates that all the extracted key terms will be used to generate the key term feature instead of only
using the filtered terms.

Term Ranking
Algorithm Threshold Image to recipe retrieval Recipe to image retrieval

MedR↓ R@1↑ R@5↑ R@10↑ MedR↓ R@1↑ R@5↑ R@10↑

RoBERTa

- 5.0 24.0 50.3 62.2 5.0 24.9 50.8 62.6
0.05 5.0 25.1 51.7 63.5 5.0 25.8 52.3 64.0
0.10 5.0 24.2 50.4 62.5 5.0 25.3 51.2 62.7
0.15 5.0 24.0 50.3 62.0 5.0 25.0 50.8 62.6

TF-IDF

- 5.0 26.3 53.2 64.9 4.9 27.0 53.7 65.3
0.05 5.0 26.1 53.1 64.8 5.0 26.7 53.7 65.2
0.10 5.0 25.3 51.7 63.4 5.0 26.1 52.5 64.1
0.15 6.0 22.7 48.0 59.9 6.0 23.5 49.1 60.4

Fig. 17. Semantic vector arithmetic results by using learned recipe embeddings on the Recipe1M test set. We represent the images
associated with 4 nearest neighbor recipes concerning the query of the average vector of recipe embeddings whose recipe titles
contain the keyword. For the arithmetic results, we only show the image associated with the nearest neighbor recipe.

and the cooking actions, each at a time. Table 3 reports the results. It shows that every component positively contributes
towards boosting the overall performance of cross-modal retrieval.

Evaluation of the Key Term Filter. In SEJE, each key term is assigned a different weight using the chosen term
extraction and term ranking algorithm, such as TextRank, BERT based approach or TF-IDF, in order to capture the
different levels of discrimination significance contributed by each key term to its recipe text compared to the other
recipe texts in the entire Recipe1M dataset in the preprocessing phase I for deep feature engineering. The more unique
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Fig. 18. Semantic vector arithmetic results by using learned image embeddings on the Recipe1M test set. We represent the 4 nearest
neighbor images concerning the query of the average vector of image embeddings whose corresponding recipes contain the keyword
in the title. For the arithmetic results, we only show the nearest neighbor image.

the key term is for its respective recipe, the higher rating score it should get. The SEJE approach by default leverages all
the key terms extracted from the recipe text without filtering out those terms with very low weight. In the next set of
experiments, we compare our SEJE default approach with the SEJE variants, which utilize a rating threshold based
filter to remove those terms whose ranking scores (weights) are lower than the given threshold 𝑡 when generating
the weighted key term feature for recipe text. Table 4 reports the results of comparing TF-IDF with RoBERTa, a BERT
variant for this set of experiments, since these two methods outperform other term rating algorithms (recall Table 1).
We observe that the RoBERTa based term rating can achieve higher accuracy and hence benefit from using the threshold
based term filter when the rating threshold is set to 0.05. In comparison, the TF-IDF based term rating works consistently
better for cross-modal retrieval performance compared to using TF-IDF variants using different threshold settings. This
is another motivation for SEJE to take TF-IDF as the default NLP based term extraction and ranking method for better
performance stability.

However, the importance of leveraging the terms with very low weight is not clear, which can be not helpful or
even harmful to the quality of the learned recipe embedding. In order to investigate the impact of terms with low
weight, we compare the performance of the SEJE variants that utilize a rating threshold based filter to remove the
terms whose weights are lower than the threshold 𝑡 when generating the recipe weighted term feature, with the
performance of our default SEJE version, which leverages all the key terms extracted from the recipe text. TF-IDF and
RoBERTa-based approach are utilized in this set of experiments, since they outperform other term rating algorithms
(recall Table 1). Table 4 reports the results, which indicate that using the term filter can benefit the performance of
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Fig. 19. Cross-modal semantic vector arithmetic results by using learned recipe and image embeddings on the Recipe1M test set. We
represent the 4 nearest neighbor images concerning the query of the average vector of embeddings whose recipe titles contain the
keyword. For the arithmetic results, we only show the nearest neighbor image.
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using the RoBERTa-based term rating algorithm and better accuracy can be achieved when the rating threshold is set as
0.05, while no-filter on TF-IDF based approach offers consistently better cross-modal retrieval performance compared
to different threshold settings, showing another benefit of the TF-IDF based term rating algorithm to the performance
stability of SEJE.

5 SEJE CROSS-MODAL EMBEDDINGS FOR SEMANTIC VECTOR ARITHMETIC

One of the important measures for cross-modal embeddings is to measure the capabilities of their learned representations
using simple arithmetic operations [26, 29, 30, 34]. For the context of cooking recipes and food images, it would be
expected that 𝑣(“Apple muffin”)-𝑣(“Muffin”)+𝑣(“Pie”)=𝑣(“Apple pie”), where 𝑣(·) represents the feature embedding with
the keyword in our learned joint embedding space. Specifically, given a recipe of an apple muffin, we can transform the
learned embedding of apple muffin into an apple pie by subtracting and adding the mean recipe embeddings of muffin
and pie respectively. We apply this procedure in the recipe and image embedding spaces by using the previous equation
template to the averaged vectors whose corresponding recipes contain the queried words in their title. Figure 17 and
Figure 18 show the results in the recipe and image embedding spaces respectively. Furthermore, we apply the same
arithmetic operation to the embeddings across modalities. Figure 19 reports the results. These semantic vector arithmetic
results indicate that the recipe and image embeddings learned in our SEJE model are semantically well-aligned, which
facilitates the future works of applications in recipe ingredient analysis and cross-modal generation.

6 CONCLUSION

We have presented SEJE, a two-phase deep feature engineering framework for learning cross-modal joint embedding
with the semantics enhanced feature embeddings and loss optimizations. Our SEJE method can extract and incorporate
the additional semantics in both cooking recipe text and food image to capture more discriminative properties of
input recipe text and its associated food image, and semantically align the learned recipe and image embeddings.
By further integrating with the double negative sampling and soft-margin optimized batch-hard triplet loss as the
primary loss and the category-based alignment loss and discriminative-based alignment loss as the two auxiliary loss
regularizations, SEJE effectively boosts the accuracy and retrieval performance of cross-modal joint embedding learning
and it outperforms the six representative state-of-the-art methods for both image-to-recipe and recipe-to-image retrieval
on Recipe1M benchmark dataset.

Our research on cross-modal retrieval continues along two directions. First, we are interested in extending our SEJE
deep feature engineering framework to cross-modal retrieval in a medical repository, e.g., using the LIDC-IDRI dataset3,
given that a medical repository with a medical document with associated medical imaging is semi-structured with the
data structure sharing some similarity with the RecipeIM dataset. For example, one can find relevant diagnostic text
reports when given a lung cancer screening thoracic computed tomography (CT) scan image. Similarly, one can retrieve
all relevant CT scan images from the medical repository when given a diagnostic report. Second, we are interested
to further extend our SEJE framework to less structured or unstructured datasets, such as social media like Twitter,
Instagram, Tiktok, which can benefit from efficient cross-modal retrieval services.

3https://wiki.cancerimagingarchive.net/display/Public/LIDC-IDRI
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