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ABSTRACT 
Games have become a popular way of collecting human subject data, 
based on the premise that they are more engaging than surveys 
or experiments, but generate equally valid data. However, this 
premise has not been empirically tested. In response, we designed 
a game for eliciting linguistic data following Intrinsic Elicitation 
– a design approach aiming to minimise validity threats in data 
collection games – and compared it to an equivalent linguistics 
experiment as control. In a preregistered study and replication 
(n=96 and n=136), using two diferent ways of operationalising 
accuracy, the game generated substantially more enjoyment (d=.70, 
.73) and substantially less accurate data (d=-.68, -.40) – though 
still more accurate than random responding. We conclude that for 
certain data types data collection games may present a serious 
trade-of between participant enjoyment and data quality, identify 
possible causes of lower data quality for future research, refect 
on our design approach, and urge games HCI researchers to use 
careful controls where appropriate. 
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1 INTRODUCTION 
Across human-computer interaction (HCI), user and market re-
search, human resources, citizen science, and the behavioural sci-
ences, we regularly elicit data from human participants. Unfortu-
nately, standard methods like surveys or experiments are often 
boring, which can harm participant retention and study completion 
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[5, 39], data quality [18, 42, 57, 60], and can pose ethical concerns 
[17, 66]. 

Applied games have become increasingly popular to make data 
elicitation tasks more enjoyable and less boring [74], a practice that 
has been variously called game-based methods [62], gamifying re-
search [21], or data collection games [29]. Such data collection games 
are whole games designed with the primary purpose of collecting 
data from their players, as opposed to gamifying data collection, i.e. 
adding design elements from games to surveys, online experiments, 
etc. [29]. Data collection games have become especially popular in 
citizen science, be it to have human participants collect and analyze 
data about the natural world (as with FoldIt [12] or Galaxy Zoo [25]), 
or to collect data about the human participants themselves, as with 
Sea Hero Quest, which collects a mass online sample of people’s 
spatial navigation ability [14]. 

Data collection games are grounded in the dual premise that 
games (a) are more enjoyable than standard methods while (b) pro-
ducing data of similar if not better quality [32]. Enjoyment here 
encompasses diferent conceptualisations of positive user expe-
rience (fow, intrinsic motivation, etc.) that are believed to drive 
behavioural engagement [58] – in our case, participating in and 
completing more studies, providing more and more complete data, 
exerting more efort and care in responding. With data quality, we 
here refer to general “ftness for use” [65], which in human par-
ticipant research centrally involves validity – the extent to which 
the data supports the inferences we draw from it [48], impacted by 
validity threats like confounds, response biases, or low generaliz-
ability [11]. Other common aspects of data quality raised in human 
subject research are accuracy (especially in performance tasks), sat-
isfcing and careless versus careful responding, study completion 
versus dropout, or missing/dropping response items; these can be 
framed as behavioural engagement or validity threats [32]. 

1.1 Enjoyment and Data Quality in Gamifed 
Research 

Research and practice have treated these two premises — enjoyment 
and data quality — as largely separable concerns, the standard 
approach being to use games or game design elements to motivate 
more participation, and then use separate methods to ascertain and 
flter out valid data from the resultant larger data pool [28]. 

Thus, there is ample work on enjoyment in data collection games, 
probing what motivates people to engage, especially in the con-
text of citizen science [15, 16, 36, 55, 67], and on how to design 
such games in a motivating and enjoyable manner [13, 15, 50, 74]. 
Work on data validity or quality has been sparser (see [29] for 
a review). Researchers and practitioners have developed proven 
frameworks for data that can be validated against a ground truth, 
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such as automatically assessing how well a provided datum satisfes 
computable constraints [12], or establishing intersubjective consen-
sus [73]. However, these frameworks are limited to data with an 
external ground truth. The situation is diferent for human subject 
data, data about particular individuals, especially where such data 
concerns latent, subjective, not directly intersubjectively accessible 
or verifable properties such as personal preferences, attitudes, be-
liefs, experiences, or dispositions (e.g. [6, 46, 49, 52, 59, 63]). Here, 
data quality, accuracy, or validity means correspondence with ei-
ther deliberate, conscious beliefs (such as voting intentions), which 
requires participants to respond honestly and carefully; or with 
nondeliberate, non-conscious properties (such as implicit biases), 
which require participants to respond ‘spontaneously’, with as little 
deliberation as possible. For data collection games focusing this 
kind of human subject data, there are no proven validation frame-
works, nor is there good data on their comparative validity [28]. In 
this study, we intentionally focus on such human subject data as 
the most difcult case of data collection games. 

Empirical research directly testing both premises (game design 
brings (a) higher enjoyment and (b) equal or better data quality) has 
been largely limited to gamifed online surveys and experiments – 
studies that use presumed-motivating design elements from games, 
rather than creating full-fedged data collection games [22]. This 
research shows mixed results. While some found that adding game 
design elements can increase both data quality and quantity [68], 
or collect data of equivalent quality and quantity, but with more 
enjoyment [26, 32, 43], recent reviews of gamifed surveys [40] 
and assessments [45] suggest that gamifcation tends to improve 
the user experience (i.e. enjoyment), but not necessarily impact be-
haviours such as satisfcing, omitting items, or abandoning surveys, 
and with those, data quantity and quality. 

1.2 Untested Validity Threats and Enjoyment 
Claims for Human Subject Data Collection 
Games 

Similar empirical work on full-fedged data collection games has 
been missing. In our literature review, we found one case study 
[15] and one comparison between a gamifed and full game variant 
of the same citizen science data classifcation task [55], both sug-
gesting that the full-fedged game produces similar engagement but 
lower-accuracy data. But either study features no real experimental 
control. 

This lack of high-quality evidence on the data validity of data 
collection games matters, as prior work [28, 29] has pointed out, 
because games as games generate new, systemic validity threats, 
especially for human subject data: The social norm and empirically 
observed reality of entertainment gaming is that players ought to 
voluntarily participate for the sake of (mutual) enjoyment, and to 
this end, relegate game-external consequences and concerns [19] 
and make more or less rational, strategically optimal moves [33] – 
modulated by other norms like maintaining good relations with the 
other players [38]. This suggests possible trade-ofs between en-
gagement and data quality: If players are playing a game as a game, 
they should not distract themselves with game-external concerns 
like answering honestly and carefully; and if they are answering 
honestly and carefully, this may diminish the enjoyment of getting 

fully engrossed in the game. Put diferently, the most strategically 
optimal or fun in-game action need not be the most honest and 
considered response out-of-game [28]. To give a practical example 
for latent subjective properties: Assume we design a charade-style 
social guessing game to elicit people’s preferred ice cream favours. 
If people really ‘get into the game,’ they may claim that they like 
chocolate even though they actually prefer woodruf – because 
chocolate is easier to mime and guess, or because the previous per-
son already mimed woodruf and repeating them would be boring. 
We would not expect similar efects from a gamifed survey that 
was still framed and approached as a survey, but e.g. clothed into a 
nautic theme, juicy feedback, or additional game mechanics that 
don’t connect to data collection [43]. 

1.3 The Present Study 
If data collection games were indeed prone to sufer from lower 
data validity, especially for human subject data, this would add 
an important caveat to their current popularity, and suggest that 
research and practice should look into design strategies for improv-
ing data quality and validity. In response, we decided to test how 
the enjoyment and data quality of a human subject data collection 
games compares to a practice as usual control. 

To this end, we designed Adjective Game, a browser game to 
elicit adjective order – the order in which people use adjectives 
to describe a phenomenon, like “big black cat”. Established experi-
mental methods for eliciting people’s adjective order ofers a good 
‘practice as usual’ control. Further, while individual grammatical in-
tuitions about adjective order are a latent subjective property, they 
are highly predictable for adult native speakers, which provides 
a rare opportunity to compare data from game and control con-
ditions to an approximate ‘ground truth’. The design of Adjective 
Game followed the Intrinsic Elicitation design approach [28]. To 
our knowledge, it is the only design approach expressly devised for 
minimising validity threats in human subject data collection games. 
While this approach has not been empirically validated, we consider 
designing a game following it the current best case scenario, akin to 
“maximal positive controls” [34]: If data collection games can elicit 
human subject data of equal quality while being more enjoyable, 
we should best be able to observe this with a game intentionally 
designed for this purpose, and also get a more informed idea about 
likely efect sizes of diferences. 

We conducted two pre-registered studies (n=96 and n=136) that 
compared our data collection game with an equivalent linguistic ex-
perimental setup.1 Each study operationalised accuracy diferently, 
mirroring two diferent paradigms in linguistics. In both cases, the 
game proved signifcantly more enjoyable than the control, but also 
produced signifcantly less accurate data. We discuss ramifcations 
for future research and design and refect on the Intrinsic Elicitation 
approach. 

The rest of this paper is structured as follows. The Background (2) 
will introduce our linguistic case study, adjective order and picture 
description tasks, followed by the Intrinsic Elicitation approach. 
The Materials section (3) presents the design of our game, how it 
follows the Intrinsic Elicitation model, and the picture description 

1All materials, code, data, and pre-registrations for both studies can be found at 
https://osf.io/jac6s/ 
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control task. Sections (4) and (5) report studies 1 and 2, followed by 
a general Discussion (6) and Conclusion (7). 

2 BACKGROUND 

2.1 Eliciting Adjective Order with Picture 
Description Tasks 

2.1.1 Adjective Order. The order of words we use expresses shared 
rules of grammar. For example, in reference to a sea-going vessel 
that is large and scarlet, an English speaker would say it is a “big 
red boat”, but not (in a neutral context) a “red big boat”. This is an 
example of adjective order. People’s intuitive judgments about ad-
jective order are strong and reliable [4, 10, 64]. Diferent paradigms 
in linguistics ofer diferent explanations for this fact: A generativist 
would take it as evidence of shared innate universal rules [8, 9]. In 
contrast, a constructivist would argue that people’s individual gram-
matical intuitions are indeed individual, but became coordinated 
with those of other speakers in the course of socialisation. 

Either way, linguists studying a language like English (and na-
tive speakers speaking it) can predict other speakers’ intuitions 
about adjective order with high accuracy. This makes adjective 
order an ideal case study for our purpose, because it gives us a 
rare approximate ‘ground truth’ for a latent subjective property 
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(individual adjective order intuitions) against which we can com-
pare data elicited by both a game and a standard data elicitation 
task. Mirroring the two linguistic paradigms mentioned above, we 
will do so using alternatively an assumed generativist universal 
grammar (study 1) and a person’s separately elicited individual 
grammaticality judgments (study 2). 

(a) (b) 

(c) 

Figure 1: Simplifed examples to illustrate contrasts in a pic-
ture description task 

2.1.2 Picture Description Tasks. One common linguistic method for 
getting participants to produce language data revealing adjective 
order is the picture description task [2, 24]. Here a picture (or video, 
object, etc.) is shown to participants and they are asked to describe 
it. This can happen in various degrees of pre-structuring. If we 
present a shape and just ask “What is this?”, we have a relatively 
unstructured elicited production task. By adding structure, we can 
make it more likely that certain forms of language (like sequences 
of multiple adjectives) are used. One efective way to do this is to 
use contrasts [23]. To identify one shape in contrast to another, 
e.g. fgure 1b, a participant might simply say, for example, “square”. 
However, to distinguish between two squares that difer only in 
colour, as in fgure 1a, the participant might say “red square”, or 
“blue square”. In this way, a context can be constructed such that 
a phrase of arbitrary length might be elicited, such as fgure 1c, 

which might elicit “big empty red square”. Such a string of adjectives 
followed by a noun is called a modifed noun phrase. In our case 
study, we will use this language elicitation paradigm as our control 
condition, since it is an easily implemented and replicated paradigm 
that is well-established and thus ecologically valid in linguistics. 

2.2 Design Approach: Intrinsic Elicitation 
To design a data collection game that elicits adjective order, we 
followed the Intrinsic Elicitation approach [28], grounded in an 
extended rational choice model of player action, building on prior 
work by Jonas Heide-Smith [33]. Following this Rational Game 
User Model (fgure 2), a game user chooses in-game actions that 
maximise their expected total intrinsic and extrinsic utility, where 
intrinsic utility captures payofs gained from gameplay (such as 
enjoyment or meaning), usually studied in games research, and ex-
trinsic utility payofs and costs outside of gameplay, usually studied 
in survey and experimental design research, such as social desir-
ability, being paid to participate, or the efort involved in taking 
a particular action. The major factor driving intrinsic utility in 
this model is the enjoyment aforded by experiences of in-game 
progress, achievement, and competence, which arises from making 
rationally optimal in-game moves that maximise expected in-game 
virtual utility – or put plainly, chances of winning.2 

Figure 2: The Rational Game User Model [28] 

For design, this model implies that to elicit a certain type and 
quality of data, providing such data should be the most rational, 
utility-maximising way to play the game, while diferent, equally 
valid responses should not difer in overall utility. Put diferently, as 
with the educational game design principle of intrinsic integration 
[30], eliciting valid data should be integrated into the core game 
mechanic or loop, which the Intrinsic Elicitation approach expands 
into three design principles: necessity, centrality, and veracity. 
2There are of course many other psychological, social, and material factors infuencing 
what action a player takes at any given moment. This approach embraces a rational 
choice model as a useful abstraction, one that is notably already in use in game design 
in practices like game balancing, and has some empirical support [33]. See [28] for an 
extended discussion. 
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Necessity. Players will only engage in data provision if this efects 
a change in the game state. The designer must therefore ensure 
that providing the desired type of data is necessary or inherent to 
actuating one or more game mechanics – the verbs or methods 
used by game players to change the game state [61]. For example, 
imagine a Space Invaders [51] clone designed to elicit the vocal 
pitch of the player’s speech; one way of making such vocal pitch 
data necessary would be to make the primary move mechanic in 
the game voice-controlled. 

Centrality. Baking data provision into mechanics would be no 
use if players rarely invoke these mechanics. While multiple factors 
afect this, one is easy to design for: the virtual utility of that me-
chanic. If a mechanic is regularly the only and/or strategically opti-
mal choice, it is central to the game. E.g. voice-controlled movement 
of the laser cannon in our Space Invaders clone is both necessary 
and central: at most given moments, moving your laser cannon is 
the best and only option. If you instead controlled movement by 
joystick and added a voice-controlled “rebuild bunkers” mechanic 
where once a game, players could say “rebuild bunkers” to reinstate 
bunkers shot down by aliens, this data-eliciting mechanic would 
satisfy Necessity, but not be central. 

Veracity. There are generally multiple ways of actuating any 
given mechanic, which can difer in virtual utility (e.g. taking 2 not 3 
cards is a better move), intrinsic utility (e.g. saying “dare” in a round 
of Truth or Dare may be more fun for you), and extrinsic utility 
(e.g. making one move might require greater physical and cognitive 
efort than another). Players will actuate mechanics to maximise 
their combined total utility. Therefore, actuating a mechanic in a 
way that provides valid, honest, or veracious data should be the 
option the player perceives as utility-maximising – or there should 
at least be no other way of actuating it that would be of higher 
total utility. E.g., if we want to elicit spoken words with a game 
where you voice-control an aeroplane, if the aeroplane is controlled 
by pitch, not spoken words, players are likely to fall back on just 
humming at diferent pitches than continually producing words, 
since just humming is less cognitively efortful. Or if we want to 
elicit preferences about people’s faces with a game where people 
choose between two faces presented at a time, and the game rewards 
speed with a competitive race (frst to go through all faces wins), 
this would give fast-but-careless responding a higher virtual and 
possibly intrinsic utility than desired slow-but-careful responding, 
also violating the veracity principle. 

The veracity principle is predicated on the premise that all else 
being equal, people are biased to respond accurately or honestly. 
While cross-cultural evidence shows that adults often behave dis-
honestly if there is an incentive to do so, it also shows that adults 
across cultures consider honesty an important personal and social 
value [35]. Importantly, data collection games are subject to the 
same general response biases and reactivity issues as any human 
subject research, such as acquiescence (yes-saying), social desirabil-
ity (responding in a way that presents oneself in a more socially 
desirable light), or demand characteristics [11, 27]. The veracity 
principle acknowledges and incorporates these as extrinsic utilities, 
and expands on them by highlighting that data collection games as 
games introduce a new systemic response bias toward responding 
that maximises virtual (in-game strategic value) and intrinsic utility 

(enjoyment). Thus, even if we design a data collection game that 
equals out the virtual and intrinsic utility of available responding 
options, we cannot expect perfect honesty or accuracy, as all the 
other known response biases and wider validity threats and sources 
of measurement error will still impact the data collected, pointing 
to known general methods for reducing these [11, 71]. 

3 MATERIALS 

3.1 The Data Collection Game 
To maximise participant reach, we built our Adjective Game as 
an HTML5/JavaScript game, playable in-browser both on desktop 
PCs and smartphones. Following Intrinsic Elicitation, we started 
designing the game by identifying a core mechanic that would 
necessarily generate modifed noun phrases while staying as close 
as possible to the picture description task. This resulted in a casual 
puzzle game similar to tile-matching games such as Two Dots [37] 
or Candy Crush Saga [41], albeit with a novel data-eliciting input 
mechanic (see fgure 3). 

3.1.1 Gameplay. The game presents a series of levels of increasing 
difculty, each consisting of a grid flled with blocks that have 
various shapes, colours, sizes, and flling. The goal of each level 
is to clear all blocks in a given number of moves. To clear blocks, 
players enter a string of exactly three words that must contain 
exactly one noun. Players enter strings by tapping/clicking the 
labelled buttons at the bottom screen, which show the permitted 
words for the level – these are nouns describing possible shapes 
(circle, square, triangle), and adjectives for the possible colours 
(green, blue, red), sizes (small, large), and flling (empty, flled). 

The string entered so far is displayed on the screen. Once a player 
has constructed a three word string, all blocks currently visible on 
screen that match this string are cleared simultaneously. It makes 
not diference in which order words are entered, e.g. players could 
input “triangle empty small” to clear small empty triangles. Only 
strings that don’t contain a noun or don’t identify any blocks visible 
on the screen are rejected by the game. The player can undo partial 
inputs. Entering a valid string expends one of a limited number of 
moves. 

When blocks are cleared, the remaining visible blocks fall down 
to fll spaces in the screen grid, and new blocks fall in from above 
to refll the grid. This continues until the total number of blocks 
for a level is hit. Clearing groups of orthogonally adjacent blocks is 
worth more points than clearing the same number of isolated ones. 
If a cleared group contains three blocks or more, the player earns a 
bonus move. The bigger the size of the cleared group, the higher 
the score bonus and number of bonus moves. 

It is possible to perform better or worse at clearing a level (the 
score achieved upon clearing a level is translated into a three-star 
rating), and most levels are impossible to clear without earning 
bonus moves. This invites and requires strategic planning ahead 
to identify sequences of groups of blocks that can be efciently 
created and cleared to maximise score and bonus moves. On each 
turn, the player thus has to balance simply maximising the number 
of blocks cleared, manipulating the board to create and clear groups, 
and tracking how many moves they have left. 
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(a) Game interfaces from the frst (top) and second (bottom) study 
during play, shown upon completing an input. Players assemble a 
three-word string by tapping/clicking word bubbles at the bottom 
of the screen. Shapes identifed by this string are then cleared from 
the board above, with bonuses for contiguous groups of shapes. This 
triggers multiple forms of feedback: a bar flling and turning green 
when completing a word string; matching shapes are highlighted; 
the score at the top is increasing; the number of moves left is increas-
ing (top) and decreasing (bottom) depending on the size of groups 
cleared; a bar around the edge of the screen flls corresponding to 
progression through the level; and stars have burst out of the cleared 
group. Highlighted shapes will disappear and the remaining shapes 
will drop down into empty spaces, with new shapes falling from 
above. 

(b) Experimental control interfaces from the frst (top) and second 
(bottom) study. A target shape, always the top left, is indicated by a 
double red box in a 2x2 grid of shapes. Each other shape difers from 
the frst in one dimension: shape, size, colour, or flling. Participants 
again tap/click on word bubbles in the bottom screen to assemble a 
word string identifying the target shape. In study 1 (top), word bub-
bles are arranged in a grid, in study 2 (bottom), word bubbles are 
arranged in columns by type. 

Figure 3: Screenshots from the game and control conditions. 
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3.1.2 Realising Intrinsic Elicitation. How did Adjective Game re-
alise the three design principles of Intrinsic Elicitation? In terms of 
necessity, our input mechanic involves selecting a sequential order 
of two adjectives and one noun – the building blocks of a modifed 
noun phrase. Players cannot enter their own words, nor can the 
mechanic be triggered by any other input. This makes producing a 
modifed noun phrase a necessary part of the game’s mechanics. 

First of, we chose not to prescribe, hard-code, display, or reward 
a particular word order (e.g. that the noun comes last). Had we 
done so, this would have rendered the mechanic inexpressive of the 
players’ own grammatical intuitions of adjective order. This would 
be comparable to running a multiple-choice questionnaire about 
voting preferences and telling participants which party to select. 

Inputting three-word adjective and noun strings is also central 
as there are no other mechanics available to the players, making it 
the one with the highest virtual utility by default. Had we allowed 
players to clear blocks with just one or two-word strings (“square”, 
“green circle”), these would on average have cleared far more blocks 
and thus would have had a higher virtual utility and centrality. 

Veracity required the most consideration and iteration by far. 
To do so, we worked systematically through the diferent virtual, 
intrinsic, and external utilities proposed by the Intrinsic Elicitation 
model (meaning, social norms, opportunity costs, etc.). 

Second, we quickly realised that we couldn’t change the board 
state or give any dynamic feedback in response to any ‘partial’ 
input of just the frst or second word, such as highlighting presently 
selected words. This would have created an informational virtual 
utility in starting with particular inputs to probe and explore the 
game state for potential combinations. 

Third, while we decided that each valid input must have a noun, 
we ensured that in the levels we designed, no single type of adjec-
tive (colour, shape, flling) is always required. This not only adds an 
interesting asymmetry to the game, but also makes it more likely 
that in the course of play, players will produce a richer range of dif-
ferent adjective orders, as diferent orders will be more strategically 
optimal with changing board states. 

Finally, we spent signifcant time and efort to fnd ways to 
control actuation efort as a potential disutility. We particularly 
tried to avoid any order efects of button arrangements that make 
certain word sequences easier or harder to input, as eye, mouse, 
and/or fnger have to travel diferent distances from one word to 
the next. We thus chose to randomise the order in which buttons 
appeared in every level. This left some diferences in actuation 
efort, but ones that would be randomised out in the fnal data. (In 
study 1, the order of buttons is entirely random. In study 2, buttons 
are grouped into columns by type (noun, colour, size, etc.), but 
the order of columns and the order within columns is random.) 
We also considered whether and how to allow players to reset or 
undo partial or incorrect inputs. Allowing partial clearing of an 
input string back to front, as with a ‘backspace’ key, might have 
biased players to retain words entered frst. The game therefore 
only allows you to clear the entire input at once. 

3.2 The Experimental Control Task 
We designed the experimental control task to (a) be as close and 
ecologically valid to the standard linguistic contrastive picture 

description task [23], while also (b) minimally deviating from the 
data collection game in all non-game aspects of the interface and 
interaction. The task can be seen in fgure 3 in the right column. 

To this end, we reused the HTML5/JavaScript framework of 
the game, retaining styling, layout, and core interaction, while 
removing all immediate ‘gamy’ interface features (e.g. juicy feed-
back like exploding stars), core structural game features (goals, 
levels, progress feedback), and emergent game dynamics and aes-
thetics (core challenge, increasing difculty, uncertainty). We also 
reworded all text speaking of “game” and “play” with equivalent 
phrases like “experiment” or “interact”. We summarise all difer-
ences between game and control in table 1. 

The control task presents screens that each require a single 
input. Each screen shows four blocks, one of which is indicated by 
a double-lined red box (always the top left). The three remaining 
blocks all difer from the frst in only one aspect (colour, shape, etc.) 
to ensure a three-word description is appropriate and needed to 
contrastingly describe the target. Users still input the three-word 
string by clicking/tapping on word buttons, as in the game. Only 
an input selecting the target block is accepted; incorrect inputs 
trigger a prompt to the user to select the highlighted block. When 
the target is selected, the next task starts automatically, without 
the blocks moving or being cleared. 

The control task thus matches a standard contrastive picture 
description task for eliciting adjective orders. It does so with the 
same core interaction (and actuation method) as the game. However, 
as the player does not need to choose the shape, and each trial is 
separate from the others, all strategic considerations are removed. 
Similarly, uncertainty is reduced as no unseen new shapes fall down 
to replace those removed. While new shapes appear each trial, the 
arrangement is always similar and does not express any properties 
of strategic interest. Challenge is much reduced as the visual search 
of shapes is much reduced, as is the strategic challenge of selecting 
the optimal description to use. 

The control condition has a single tutorial screen which shows 
the participant a single shape (a flled red circle) and presents three 
words in a random order: ‘flled’, ‘red’, and ‘circle’. It gives brief 
instructions to the participant what to do. After selecting all three 
words in any order, the tutorial is complete. 

4 STUDY 1 
Our frst study compared Adjective Game and control task in terms 
of participants’ self-reported enjoyment and accuracy (operational-
ising data validity). Based on prior work and the Rational Game 
User Model, we hypothesised that: 

• H1 Players experience more enjoyment in the game condi-
tion than the control. 

• H2 Accuracy is lower in the game condition than the control. 
• H3 Accuracy in the game condition will be higher than 
expected by random chance. 

A preregistration can be found at https://osf.io/hab82/, along 
with a repository containing all study materials, code, and data at 
https://osf.io/u2nze/. The study received ethical approval from our 
departmental ethics board at the University of York. 

https://osf.io/hab82/
https://osf.io/u2nze/
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Feature Game Condition Control Condition 

Tutorial 3-level tutorial introducing 1) single word input, 2) block
falling mechanic 3) strategic choice in description with
three-word inputs 

1 level tutorial introducing three-word input for a single 
shape 

Tutorial Instructions “Matching blocks disappear / Select a word below”, 
“You’ve got to clear each level in a limited number of 
moves. / Clear 3 adjacent blocks for a bonus move”, 
“Only blocks that match every word are cleared” 

(ex. 1) “Choose from the words below to describe the 
shape / Think carefully and use the order that feels most 
grammatically correct to you” 
(ex. 2) “Choose from the words below to describe the 

Instructions Per Trial 

 
 

(ex. 1) None 
(ex. 2) Help button (“Choose a 3 word phrase to clear 
blocks”, “Only blocks matching every word are cleared”, 
“Clear groups of 3 to get an extra move (group of 4 = 2 
extra moves, etc.)”) 

shape” 
(ex. 1) “Describe the highlighted shape in the order that 
feels most correct to you” 
(ex. 2): “Choose from the words below to describe only 
the highlighted shape.” 

Gameplay 

Mechanic Enter 3 words to identify one or more blocks Enter 3 words to identify a single block 
Game-specifc Goal Clear screen of blocks None 
Failure Condition Run out of moves None 
Strategy Identifying larger groups of blocks. Clearing blocks to

create groups of blocks next turn. Gaining bonus moves.
  
 

Scoring Current score displayed. Score increases for clearing 
blocks. Larger groups cleared increases the score more 

None 

Challenge Visual search of blocks and buttons. Plan-
ning/predicting multiple turns 

Blocks always in same arrangement. Visual search of 
buttons. 

Uncertainty Initial arrangement of level. New blocks from above per 
move 

None

Arrangement of next trial per move 

Interface 

Input (ex. 1) Randomised grid of buttons 
(ex. 2) Randomised columns of buttons 

As game 

Graphics Simple coloured shapes. As game 
Input feedback Move successful. Illegal move. As game 
Game-board Feedback Particle efects on blocks cleared. Level progress indica- None 

tor. 
Interstitials Level start and end dialogues with numerical and three-

star scores 
None 

Table 1: Comparison between game and control conditions 

4.1 Method 
4.1.1 Materials. We used the Adjective Game and Control Task 
described above as materials. 

4.1.2 Dependent Variables. In this frst study, we operationalised 
accuracy in adjective order following a generativist linguistic par-
adigm, according to which there is a single shared true English 
grammar that native speakers have access to. Thus, we counted 
participant inputs as accurate when they conformed with English 
grammar and inaccurate otherwise, proposing a correct adjective 
order for our task of size, flling, colour, noun. For each participant 
we calculated accuracy as the number of accurate inputs as a pro-
portion of the number of recorded inputs. It is this proportion that 
was used in comparing accuracy between conditions. An example 
set of resulting judgements is provided in (1), with ungrammatical 
forms prefaced by an asterisk. We welcome readers to compare 

their own judgements. When doing so, consider each phrase in a 
neutral context and without special intonation. 

(1) a. big red circle 
b. big empty circle 
c. big flled circle 
d. *red empty circle 
e. *red flled circle 
f. *red big circle 
g. flled red circle 
h. *flled big circle 
i. empty red circle 
j. *empty big circle 

We operationalised enjoyment using the Interest/Enjoyment 
subscale of the Intrinsic Motivation Inventory3, a well-established 

3https://selfdeterminationtheory.org/intrinsic-motivation-inventory/ 

https://selfdeterminationtheory.org/intrinsic-motivation-inventory/
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5-point likert scale that is frequently used in games HCI to assess 
player enjoyment [47]. 

4.1.3 Sample. Powered to detect a diference in enjoyment with 
an efect size of d=.5, using an alpha of 0.05 and power of 0.8, our 
power analysis suggested a minimum sample of 50 participants 
per condition. We recruited 100 adults with the frst language of 
English via Prolifc, using the demographic flters provided by that 
platform. The study ofered £1.00 for completing a 10 minute task 
(£6 per hour) entitled “A study where you describe shapes”. After 
exclusions, 96 participants completed the study, 47 in the game, 49 
in the control condition4. 

4.1.4 Procedure. Participants completed a short demographics 
questionnaire which included their age, gender, whether their frst 
language was English, and gaming experience. They were then 
randomly assigned to either a game or a control condition. In each 
case, the participants continued until they had supplied 20 com-
plete inputs, excluding inputs made in the tutorial section of each 
condition. At the end of the experiment (once players had made 20 
successful inputs), participants completed the Interest/Enjoyment 
subscale of the Intrinsic Motivation Inventory. 

4.1.5 Analysis. While the pre-registered analysis used t-tests, fol-
lowing reviewer requests, we report non-parametric equivalents 
below. This change to a more conservative statistical test ftting 
our non-parametric data patterns made no diference to the di-
rection of the results; the original t-test results can be found at 
https://osf.io/u2nze/. Analysis was conducted in Python 3.10.2 [69] 
using SciPy 1.8 [72], Pandas [54], Numpy 1.22.2 [31] and raincloud 
plots [1]. Power analyses were performed in R 4.1.2 [56] using the 
pwr package [7]. 

4.2 Results 
4.2.1 Demographics. Out of 96 participants, 60 reported their gen-
der as female, 36 as male. The median age was 27, with ages span-
ning from 18 to 58. One participant who had presumably mistakenly 
entered their age as 130 was also included in the analysis. Most par-
ticipants reported playing digital games frequently, with 65 (68%) 
playing at least several times a week. Only 19 (20%) participants 
reported playing once a month or less frequently. 

4.2.2 Enjoyment. We used a one-tailed Mann-Whitney U test to 
see if enjoyment is greater in the game than control. Enjoyment was 
signifcantly greater in the game (M=3.70, SD=0.83) than control 
condition (M=3.09, SD=0.93), U=1590.5, p<.001, d=.70, see fgure 4. 

4.2.3 Accuracy. A two-tailed Mann-Whitney U test found that the 
game elicited signifcantly less accurate inputs (M=.45, SD=.35) than 
the control (M=.67, SD=.30); U=734.5, p=.002, d=-.68, see fgure 5. 

42 participants were excluded and their data deleted because they reported an age 
of under 18 (as their reported ages were -129 and -131, this may have been an input 
error). 2 participants were excluded because they reported their frst language as 
other than English during the study. Both of these exclusions were in line with the 
experiment’s preregistration. The above sample size excludes the following: Data 
was not correctly recorded for 2 participants, suggesting they did not complete the 
study. 2 data records were not associated with a Prolifc ID so these were deleted in 
line with our ethics application. Finally, due to a mistake confguring the study, we 
over-sampled participants. As, following anonymisation, we would not be able to 
identify the ‘extra’ participants (to support re-analysis in the case that signifcance 
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Figure 4: Enjoyment as measured by the IMI Inter-
est/Enjoyment subscale is higher for the game than control. 
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Figure 5: Accuracy as share of standard English grammar-
conforming word-orders in total word-orders collected is 
higher in the control than game condition 

To determine whether accuracy in the game condition was 
higher than expected by random chance (H3), we used a two-
tailed Wilcoxon test to compare data quality for the game con-
dition against a theoretical random player mean. The proportion 
of word orderings that would be correct based on completely ran-
dom answering can be calculated as the proportion of the correct 
word orders for any given input out of the total possible word 
orders. For this, we are looking at the proportion of grammatical 
inputs out of “potentially mechanic actuating inputs”, a subset of 
recorded inputs. This is necessary for comparison with our theo-
retical player. The game can only ever be triggered by inputs of 
the correct form. Firstly, a hard requirement is that they contain 
a noun. Secondly, because the adjectives are mutually exclusive, 
only a single adjective of a given category can be used in a single 
description. Therefore, our theoretical player who gives functional 

was extremely close), data from the over-sampled participants was deleted during 
anonymisation. Anonymisation was performed immediately upon study completion. 

https://osf.io/u2nze/
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inputs, but behaves purely randomly where it does not have a me-
chanical impact would always follow this constraint. Note that this 
considers inputs possible with the game and not the inputs likely 
to be necessary in the frst 20 moves.5 Taking all this into account, 
there is a single correct word order for an input and six possible 
permutations of 3 words, making 16 or 16.67%. 

There was a signifcant diference in the scores for the game con-
dition (M=.48, SD=.37) compared to the theoretical expected value; 
w=154.5, p<.001, d=.84. More grammatical inputs were elicited than 
would be expected from our theoretical random player. 

4.3 Discussion 
In line with our hypotheses, the game showed higher enjoyment 
(H1), but lower accuracy (H2), though higher accuracy than ex-
pected from a random player (H3). The efect size for accuracy 
diferences between game and control was surprisingly large (d=-
.68). We therefore reviewed our study to fnd potential confounds 
and alternative explanations for this large efect size that we could 
control for in a conceptual replication. First, while native speakers 
of the same language are widely considered to be consistent in ad-
jective order, this claim may not be convincing to all readers. Some 
may take a constructivist stance that participants’ individual intu-
itions of adjective order did not align with the ideal grammar we 
used. Hence, we decided to compare adjective order in the second 
study with a separate elicitation of participants’ own grammatical 
intuitions. Second, we found that time played difered signifcantly 
between the game (M=348.72, SD=96.72) and control (M=270.17, 
SD=209.84) conditions; U=1834, p<.001, d=.48. Overall, participants 
in the game condition had spent longer playing. This might have 
had an efect on reported enjoyment, as engaging longer with the 
interface might have made the task less novel and more boring. We 
therefore decided to delimit the second study by time frame, not 
number of inputs. Third, in the control condition, participants were 
expressly instructed to provide words in a ‘correct’ order: “Describe 
the highlighted shape in the order that feels most correct to you”. 
A similar instruction was missing in the game condition. This may 
have increased the observed diference in accuracy. Hence, we de-
cided to replace this instruction with a more neutral one in study 
2. 

5 STUDY 2 
Study 2 was a conceptual replication of study 1 with several changes 
to test the robustness of our results: using a constructivist opera-
tionalisation of accuracy, holding usage time constant, and remov-
ing a prompt that could have induced demand characteristics. A pre-
registration can be found at https://osf.io/sg3uk/, along with a repos-
itory containing all materials, code, and data at https://osf.io/4g9fh/. 
As in our frst study, we hypothesized that: 

• H1 Players experience more enjoyment in the game condi-
tion than the control. 

• H2 Accuracy is lower in the game condition than the control. 
Additionally, given our observation that participants in the game 

condition took longer to play, we hypothesized that: 

5This is subtly diferent from the preregistration which overlooked that adjectives of a 
category in the game were mutually exclusive. This change makes no diference to the 
direction of the results. 

• H3 Participants in the game condition will take more time 
per game input than in the control. 

5.1 Method 
5.1.1 Materials. We used the Adjective Game and control task de-
scribed above, with the following updates: In the control condition, 
to reduce possible demand characteristics, we replaced the instruc-
tion “Describe the highlighted shape in the order that feels most 
correct to you” with “Choose from the words below to describe the 
shape.” In the game condition, we fxed various bugs. Importantly, 
we removed a menu button at the top-right of the screen that was 
accidentally included in the frst study, which opened a sliding 
menu that gave the option to return to the main menu, repeat the 
tutorial, restart the level, and showed a line of debug information 
revealing the condition, labelled either ‘Game’ or ‘Tool’. It is un-
likely that this would have afected participants’ responses, as it did 
not reveal the nature of the other condition to the participant, and 
telemetry showed that participants did not use the menu. We also 
altered the levels and order of levels to improve the game’s learning 
curve and game balance, improved particle efects, and added a help 
button that opened a modal dialogue with brief instructions about 
how to play. Finally, we changed how we randomized the order of 
word buttons: instead of randomly positioning buttons on a grid, 
buttons were positioned in columns by type (colour, size, shape, 
etc.), and the order of columns and of buttons in each column was 
randomized per level. This solution was slightly more usable for 
players while still retaining randomisation. 

5.1.2 Sample. Power analyses was performed for each of our hy-
potheses based on the efect sizes observed in study 16. The largest 
of these suggested we needed a sample size of 140 to detect an 
efect of d=.48 (for H3) with a statistical power of 0.8 with an alpha 
of 0.05. We recruited 185 adults with the frst language of English 
via Prolifc.7. The study ofered £1.20 for completing a 12 minute 
task (£6 per hour) entitled “A study where you describe shapes”. 
After excluding 4 incorrectly submitted records, 9 participants who 
reported their frst language as other than English, and 1 participant 
who withdrew their submission, 171 participants were included in 
the published data set. Of these, a further 32 were excluded from 
our statistical tests: 7 were excluded because they had submitted 
fewer than 16 moves, and 25 were excluded because they reported a 
bug that, in their judgement, may have infuenced how they played 
the game. Their records are still included in the participant de-
mographics. All exclusions followed the process specifed in the 
preregistration. Thus, a total of 139 participants were included in 
the statistical analysis. Of these, 66 were in the game condition, and 
73 in the control condition. 

For each participant, we used the last 16 valid inputs before their 
task time ran out to determine accuracy. This value was selected 
to ensure we included as broad a range of players as possible in 
the analysis. The value 16 corresponds to two standard deviations 
below the mean for inputs per user in study 1, meaning we expected 
to include approximately 95% of participants. 

6An exploratory test corresponding to H3 was reported in the discussion of Study 1 
7Sampling stopped with 67 in the game condition rather than 68 as was preregistered. 
It was not anticipated that so many exclusions would be required, so the study ran out 
of money to continue. 

https://osf.io/sg3uk/
https://osf.io/4g9fh/
https://SD=209.84
https://M=270.17
https://SD=96.72
https://M=348.72
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5.1.3 Procedure. The procedure was the same as reported for study 
1 with the following diferences. Rather than each participant pro-
viding 20 inputs to the game (excluding the tutorial), once the 
participants had fnished the tutorial, the participants played the 
game or engaged with the control task until 8 minutes had passed, 
regardless of how many inputs they provided. 

5.1.4 Dependent Variables. As before, we operationalised enjoy-
ment using the Interest/Enjoyment subscale of the Intrinsic Moti-
vation Inventory. 

To operationalise accuracy, instead of comparing participants’ 
word strings to ideal English grammar, we compared each partici-
pants’ strings to that participant’s own grammaticality judgments. 
To this end, after the completion of the Intrinsic Motivation Inven-
tory at the end of the study, participants were presented with a 
list of modifed noun phrases and asked to judge each as either 
grammatical or ungrammatical. The phrases corresponded to the 
diferent ways the types of adjectives (colour, size, etc.) could be 
ordered in the game/control task. Only noun-fnal phrases were 
included, as English has a strong requirement for noun-fnality 
in these contexts. We elicited a total of six judgements from each 
participant on the phrases given in list (2). 

(2) a. red big square 
b. big red square 
c. big flled square 
d. flled red square 
e. red flled square 
f. flled big square 

Accuracy was determined for each participant as the propor-
tion of their recorded game/control inputs for which they had a 
positive corresponding grammaticality judgement. An input and a 
judgement correspond if both phrases are similarly ordered with 
regards to the adjectives they contain. For example, if a participant 
entered ‘small blue circle’, this would be compared against their 
grammaticality judgement for (2b), as both phrases are similarly 
ordered for colour and size adjectives. If (2b) was judged gram-
matical, this input would be considered accurate, and inaccurate 
otherwise. Inputs that were not noun-fnal were judged inaccurate. 
For each participant, accuracy was calculated as the number of 
inputs determined to be accurate in this way as a proportion of 
recorded inputs. It is this proportion that was used in comparing 
accuracy between conditions. 

5.1.5 Analysis. As with study 1, where there were parametric tests 
in our pre-registration we have performed non-parametric equiva-
lents. This change makes no diference to the direction of the results. 
Analysis software was the same as study 1. 

5.2 Results 
5.2.1 Demographics. Out of the 171 participants included in the 
initial data set, 106 reported their gender as female, 62 as male, 
and 1 as other. They ranged in age from 18 to 70. The median age 
was 31. Of the 139 participants included in the statistical tests, 57% 
reported playing at least several times a week or more, where 29% 
played once a month or less. 

5.2.2 Enjoyment. A one-tailed Mann-Whitney U test found that 
enjoyment was signifcantly higher in the game (M=3.77, SD=1.07) 

than control (M=2.99, SD=1.06) condition; U=3387, p<.001, d=.73, 
see fgure 6. 
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Figure 6: Enjoyment as measured by the IMI Inter-
est/Enjoyment subscale is higher in the game than control 
condition. 

5.2.3 Accuracy. A two-tailed Mann-Whitney U test was used to 
compare accuracy in the game and control conditions. Accuracy 
was calculated as the proportion of the last 16 inputs whose order 
matched the grammaticality judgement separately elicited for that 
participant. Accuracy was signifcantly lower in the game (M=.32, 
SD=.26) than control condition (M=.43, SD=.29); U=1872, p=.02, d 
=-.40, see fgure 7. 
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Figure 7: Accuracy as proportion of word orders that corre-
spond to the participant’s own grammaticality judgments is 
higher for the control than game condition 

5.2.4 Time per input. A two-tailed Mann-Whitney U test showed 
that time per input was signifcantly higher in the game condi-
tion (M=15.37, SD=5.07) compared to the task condition (M=9.87, 
SD=3.30); U=4067, p<.001, d=1.30. 
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5.3 Discussion 
We again found that enjoyment was higher and accuracy was lower 
in the game condition than the control, in line with our hypotheses 
(H1, H2). Also in line with H3, time per input was greater in the 
game condition compared to the control. This makes the game less 
efcient as a data collection method than the control in inputs-per-
minute. As the interfaces for inputting data were largely identical, 
this extra time cannot come from inputting the data itself. The 
diference probably lies in increased cognitive efort from increased 
visual search and planning involved in strategising during gameplay. 
However, while the efect size might appear very large (d=1.30), 
this only amounted to about 6 seconds per input in real terms. For 
the amount of data required for the experiments reported here, this 
would work out at a diference of around two minutes between 
conditions. Such numbers suggest time efciency is a lesser concern. 

6 GENERAL DISCUSSION 
We opened this paper with the worry that data collection games 
have increased in popularity, although we lack good quality ev-
idence that they are in fact more enjoyable and provide equally 
valid data as comparable standard surveys or experiments. Specif-
ically, we pointed out that data collection games as games may 
present new systemic response biases that threaten validity and 
data quality – namely that participants choose responses that are 
more in-game strategically optimal (virtual utility) or more fun (in-
trinsic utility) than a more careful and honest alternative response. 
Our results give the worry reason: Across two studies, the game 
condition proved more enjoyable, but also produced less accurate 
data. Data collection games, at least for the kind of human subject 
data we elicited in our case study, present a trade-of between en-
joyment and data quality. That said, since we carefully designed 
our test game to minimise game-germane response biases, our re-
sults also suggest other, presently unaccounted factors at work not 
accounted for in the Intrinsic Elicitation approach. We will work 
through the ramifcations of these fndings in order, addressing 
accuracy, enjoyment, and the Intrinsic Elicitation approach. 

6.1 Accuracy 
In our two studies, accuracy as a form of data validity was signif-
cantly lower in the data collection game than the comparable exper-
iment. This was the case no matter whether accuracy was measured 
relative to English grammar or to the participants’ own judgments. 
This stands in contrast to the majority of current research on gami-
fed surveys and experiments, which fnds that gamifcation at least 
does not negatively impact data quality [40, 45]. We cannot say 
whether whether this reduced accuracy holds across all kinds of 
(latent) human subject properties – Gundry and Deterding [28] for 
instance suggest that eliciting competencies may be less prone to 
inaccurate responding, where the game can simply encourage and 
reward people to do their possible best. 

Thus, we encourage future research to try to replicate our fnd-
ings for diferent elicited properties to establish their generalisabil-
ity. Methodologically, we urge that such work use careful “prac-
tice as usual” controls, akin to gold-standard randomised con-
trolled trials in medical research. Good controls have been largely 
amiss in past research. While studies without controls (such as 

[12, 15, 36, 74]) are necessary frst steps, they can also easily pro-
vide false comfort that applied games are ‘quite’ enjoyable and 
produce ‘lots’ of data with ‘above-random’ quality. But this doesn’t 
answer the hard, practically important question whether the extra 
work of turning a survey or experiment into a game pays of with 
better enjoyment, engagement, and better-or-equal data quality. 

While we expected some diferences in accuracy, following prior 
evidence that data collection games are less accurate than gamifed 
equivalents [55] and the suggestion that games as complex stimuli 
will necessarily increase variance [29], the substantial efect sizes we 
observed surprised us, not the least since we followed the Intrinsic 
Elicitation approach [28] to give each possible input the same utility 
as much as possible. This suggests that there were relevant factors 
afecting player input choice outside of this model. 

What, then, difered between game and experimental task that 
may not similarly manifest in gamifed surveys? Perhaps whether 
or not the game is played as a game. Framing a task as a game, 
in contrast to an experiment, may afect participants’ inclination 
towards careful answering. When Orne [53] refected on the nature 
and origin of demand characteristics – the social cues a research 
participant uses to make sense of what kind of situation they fnd 
themselves in and what behaviour therefore is expected of them –, 
he expressly linked this to situational frames as understood in soci-
ology and recent game studies [19]. He suggested that participants 
would recognise that their role in the frame of an experimental 
study was to be a good participant. In contrast, in the frame of 
gaming, participants might take on the role of players and act 
accordingly, thus disregarding implicit or imputed normative ex-
pectations to respond carefully entailed in the good participant 
role. This would ft fndings by Lieberoth [44] that merely framing 
an activity as a game changes people’s experience and behaviour. 
While we took take great care to label the overall study and each 
condition as neutrally as possible and avoid any direct instructions 
to respond grammatically ‘correct’ in either condition, especially 
in study 2, participants in the control condition might still have 
imputed from the overall format of the task that they are engaged 
in a linguistic experiment where ‘correct’ word order is expected, 
while participants in the game condition did no such thing. After all, 
the framing of “game” or “experimental task” was not just aforded 
by explicit verbal labeling, but by the whole structure and charac-
teristics of the task itself. The game not only presented superfcial 
characteristics of a game (like a gamifed survey), but played like 
a game. We therefore suggest future research looking to directly 
induce and assess diferent framings and see whether this afects 
behaviours like careful responding and with it, data quality. 

Another possible explanation for the observed lower accuracy in 
the game condition is that the particular mental operations involved 
in assembling puzzle-solving moves in the game difer from those 
involved in assembling natural language structures. That is, game 
participants approached the task as a puzzle whereas control con-
dition participants approached it analogously to spoken language 
production. Relatedly, the cognitive load involved in strategising 
optimal moves in the game might have led participants to adopt 
tactics like ‘ofoading’ a frst likely choice as a frst input. One way 
of probing this explanation would be to further separate the puzzle-
solving part of the game from data entry, e.g. ask participants to 
frst choose a combination of words and then say them aloud. 
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Another alternative partial explanation may be that the oper-
ationalisation of accuracy we chose and the direct instruction to 
provide grammatically correct inputs in the control condition of 
study 1 infated diferences. Both may indeed have had an efect 
– after all, the efect size for accuracy shrank from d = −0.68 to 
d = −0.40 when we changed these two aspects of the study design 
in study 2. This invites future research into the efects of directly 
asking participants to provide accurate data (akin to common sur-
vey design strategies asking participants to respond honestly [71]), 
and future conceptual replications using diferent operationalisa-
tions of accuracy and data validity. 

Inspecting our data, we also observed that accuracy seemed to 
markedly decrease overall between studies, for both conditions. 
To test this, we looked at the frst 20 inputs in both conditions for 
study 1 and 2, evaluating accuracy in comparison to the idealised 
grammar. An exploratory two-tailed Mann-Whitney test shows that 
accuracy indeed is signifcantly higher in study 1 (M=.58, SD=.35) 
than study 2 (M=.37, SD=.27) value; U=8799, p<.001, d =.70. 
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Figure 8: Combining both conditions, overall accuracy be-
tween experiments decreases, measured as agreement with 
ideal English grammar 

One possible explanation for this overall decrease is simple re-
gression to the mean. Here, direct replications can help. Another 
possible explanation are history efects: our frst study was run 
before the COVID-19 pandemic, our second study in the middle of 
it. A recent analysis of Amazon Mechanical Turk studies identifed 
a surge of new participants, an increase in diversity of participants, 
a reduction in participant refectiveness, and an increase in failed 
attention checks during the pandemic [3]. Similar history efects 
may also apply between the studies using Prolifc reported here. 
Finally, study 2 was time-limited rather than input-limited, which 
may have induced a sense of time pressure in some participants, 
resulting in less careful responding. Though again, neither time 
pressure nor the impact of COVID-19 in study 2 would explain the 
diferences in accuracy observed in study 1. 

6.2 Enjoyment 
By and large, prior work found that data collection games are enjoy-
able [55], and that gamifed data collection (i.e. the incorporation of 

only game design elements) features a more positive user experience 
than comparable controls [32, 40, 45]. Our fndings align with this: 
players did experience more enjoyment in the game than control, 
with efect sizes in line with a recent meta-analysis on the engage-
ment/experience efects of gamifcation in cognitive assessments 
[70]. This supports prior claims that data collection games can make 
participation in data provision more enjoyable. We hasten to add 
that this does not answer whether such higher enjoyment corre-
sponds or leads to higher behavioural engagement – prior work 
on gamifed data collection suggests it may not [32, 40, 45]. Future 
work is needed that would track correlations between experiential 
enjoyment and behavioural engagement in data collection games 
(not gamifcation), especially in non-paid, volunteer contexts. 

We suggested above that framing might be responsible for how 
participants engaged with the game compared to the control. This 
might have afected enjoyment as well: if people perceived their 
activity to be voluntarily play rather than paid labour, this in and 
of itself might have e.g. satisfed people’s need for autonomy expe-
riences, generating higher enjoyment [20]. This opens the broader 
question whether the same qualities that make data collection 
games less accurate also make them more enjoyable (e.g. framing), 
or if the two are separable. The fact that gamifed data collection 
seems to improve enjoyment without a loss of data quality suggests 
the latter. Contrary to our original intuitions, one possible upshot of 
this is that gamifed data collection may prove to be a better option 
for practitioners than data collection games. If future research is 
able to identify and dissociate design aspects that drive one but 
not the other, this would hold great practical value, as it would 
help designers avoid the observed trade-of between accuracy and 
enjoyment. 

6.3 Intrinsic Elicitation 
While a detailed refection on our design process is beyond the 
scope of this paper, we would like to close with some observa-
tions on the Intrinsic Elicitation approach we used [28]. We found 
the frst two of its three design principles (necessity and central-
ity) straightforward to understand and implement. The veracity 
principle proved more difcult to realise for several reasons. First, 
while the model provided some suggestions for diferent extrinsic, 
intrinsic, and virtual utilities that might make one choice more 
utility-maximising than another, outside game-internal virtual util-
ities, there are no ready ways of identifying likely relevant factors, 
let alone estimating their likely impact. Here, the approach provided 
very little practical guidance. This feeds into a second issue: the 
approach presently ofers no pragmatic stopping point for when 
diferent actuation options for the data-providing mechanic can be 
considered reasonably balanced – how utility-balanced is enough 
for the mechanic actuation to be sensitive to the latent property we 
wish to elicit? Playtesting may be a partial pragmatic solution to 
this, but to work, we would need some ’ground truth’ idea of the 
likely tendencies a given player should reveal in their responses, to 
see whether the current iteration of the game produces comparable 
response patterns. The fnal obvious issue is that our studies found 
sizeably lower accuracy in the game condition despite our usage 
of the Intrinsic Elicitation approach, suggesting that in its current 
form, it doesn’t account for all likely important factors. 
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We think many of these issues stem from the fact that the ap-
proach is really an articulation of sensible principles or design goals, 
but lacks underlying methods that would walk a practitioner to-
wards accomplishing these goals. Thus, future work might expand 
on the approach with such methods and processes, and incorporate 
to-be-determined factors causing lower accuracy. Still, we feel that 
the Adjective Game we designed benefted from the approach in 
avoiding a larger number of potential validity threats that we might 
have otherwise overlooked. 

7 CONCLUSION 
Games are not an easy path to engaging participants in providing 
valid data. They are more challenging and efortful to design than 
“practice as usual” experiments or surveys. Thus, we need to justify 
their additional cost with commensurate benefts. The standard ra-
tionale is that data collection games are more enjoyable, but provide 
equal if not better data quality. Yet to our knowledge, this rationale 
had never been put to a rigorous test, comparing a data collection 
game to an equivalent control. In two studies using linguistic data 
elicitation as case material, we found that data collection games 
are indeed substantially more enjoyable than a “practice as usual” 
study design. Yet we also observed a signifcant trade-of, in that 
these games also provided less accurate data. Since we expressly 
followed a design approach dedicated to minimising validity threats 
and eliminated other likely confounds in a conceptual replication 
study, we have reason to believe that this trade-of is real, but have 
no ready explanation for its existence, apart from the possibility 
that framing a task as a game versus as an experiment may induce 
diferent demand characteristics for careful responding. 

It is not yet clear how widely this observed trade-of applies. 
In particular, it may not extend to data about individual compe-
tencies (e.g. typing speed), as in such cases a game could provide 
performance-contingent rewards to further maximise accuracy. 
However, spontaneous, non-deliberate behaviours or preferences 
allow no clear ways to further mandate or encourage higher-quality 
data and thus are likely to be subject to this trade-of. We thus urge 
future research to both test the generalisability of our fndings, 
using study designs with practice as usual controls, and to explore 
the potential impact of framing on data quality and enjoyment in 
game-based data collection. 
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