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Abstract

We study orbit-finite systems of linear equations, in the set-
ting of sets with atoms. Our principal contribution is a de-
cision procedure for solvability of such systems. The pro-
cedure works for every field (and even commutative ring)
under mild effectiveness assumptions, and reduces a given
orbit-finite system to a number of finite ones: exponentially
many in general, but polynomially many when the atom di-
mension of input systems is fixed. Towards obtaining the
procedure we push further the theory of vector spaces gen-
erated by orbit-finite sets, and show that each such vector
space admits an orbit-finite basis. This fundamental prop-
erty is a key tool in our development, but should be also of
wider interest.
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are constructed using atoms which can only be accessed in
a very limited way, namely can only be tested for equality.

Fix a countably infinite set AToms = {1,2,3,...}, whose el-
ements are called atoms, assuming that the only operations
on atoms are (dis)equality tests. As an example, consider
pairs of distinct atoms C = {aﬁ € Atoms? | a# ,B} as un-
knowns (for succinctness, here and in the sequel we write
ordered pairs (a, ) of atoms as af3, and likewise for triples),
and the infinite system of equations

af —2-py+ya =1

The system is finitely described by the above formula using
only (dis)equalities between atoms, and therefore is invari-
ant under all permutations of atoms. Furthermore, up to per-
mutation of atoms the system consists of just one equation —
it is one orbit; in the sequel we consider orbit-finite systems
(finite unions of orbits). Each unknown af € C is determined
(supported) by 2 atoms (its atom dimension is 2) while each
equation by 3 atoms, therefore the atom dimension of the
whole example system is 3. The example equations are fi-
nite, but need not to be so in general. Our primary goal is
to algorithmically test if such a system has a solution, that

(a,B.y € AToms,a # f # y # @).
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1 Introduction

Applications of linear algebra, and in particular of systems
of linear equations, are ubiquitous in computer science (see
e.g. [6, 7, 29]). In this paper, motivated by recent and po-
tential future applications to analysis of data-enriched mod-
els [3, 11, 13, 15], we augment systems of linear equations
with atoms [1, 28] (also called data values) thus shifting from
finite to orbit-finite systems. The infinite sets that we study
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assignment x : C — Z, that satisfies all the equations, i.e.,

x(ap) - 2x(Py) +x(ya) = 1

for every affy € Atoms® such thata # f # y # a.

We use the language of linear algebra. For instance, a so-
lution is a vector over C (belongs to the vector space gen-
erated by C), and the above system may be presented as an
infinite matrix plus the infinite right-hand side vector:

12 13 23 34 31 41 42

123 1 0 -2 0 1 0 O 1
234 0 0 1 -2 0 0 1 1
134 0 1 -2 0 1 0 1

0 1 0 0 1

312 -2 1 0
The columns of the matrix are indexed by pairs af € C, and
rows by triples afy € AToms® where a # B+ y # a.

Contribution. As the main contribution, we provide an al-
gorithm for solvability of orbit-finite systems of linear equa-
tions. More formally, our algorithm accepts as input a sys-
tem consisting of an orbit-finite matrix A and a right-hand
side vector t, both finitely-supported (i.e., definable using
finitely many fixed atoms, hence finitely presentable). The
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algorithm checks whether the given system admits a solu-
tion which is also finitely-supported (hence also finitely pre-
sentable).

The coefficients in A and t, as well as in the solutions, are
assumed to come from an arbitrary fixed commutative ring
(K, 0,1, +,-) whichis assumed to be effective: its elements are
finitely representable; equality is decidable for these repre-
sentations; ring operations (addition, subtraction, multipli-
cation) are computable using the representations; and solv-
ability of finite systems over K is decidable. Examples abound:
the rational field Q; the integer ring Z; finite commutative
rings; the field of algebraic numbers; the field of complex
numbers.

In brief, the algorithm computes a number of finite sys-
tems of linear equations over K and answers positively ex-
actly when all these systems are solvable. The number of fi-
nite systems and their sizes are exponential in general; how-
ever, once the atom dimension of the input system is fixed,
the algorithm computes only polynomially many finite sys-
tems of polynomial size. In particular, for fixed atom dimen-
sion we obtain polynomial time procedures for solvability
over Q or Z. On the way we also provide an algorithm for
finitary solvability where one only seeks solutions which
assign zero to almost all unknowns.

On the mathematical level, we push further the theory of
orbit-finitely generated vector spaces initiated in [3], in or-
der to obtain a key tool for our algorithmic considerations:
we show that each orbit-finitely generated vector space ad-
mits an orbit-finite basis. We believe that this finding is of
independent wider interest.

Outline. After preliminaries on sets with atoms, in Section 3
we introduce orbit-finitely generated vector spaces and Orbit-
finite Basis Theorem, and in Section 4 we introduce orbit-
finite systems of linear equations and formulate the main re-
sult. The remaining sections contain the proofs. Some miss-
ing parts thereof are to be found in the full version [10].

Motivations. The main motivation for this work comes from
past and potential future applications in analysis of compu-
tation models enriched with data, including different kinds
of automata over infinite alphabets [2, 9, 27]. For example,
while studying Parikh images [12] of register automata [9]
or register context-free grammars [1, 2, 5], one works with
nonnegative integer vectors of the form ¥ — N, where X is
an infinite alphabet. Another potential application of orbit-
finite systems of linear equations is the recently proposed
algorithm for equivalence of weighted register automata, in-
cluding unambiguous register automata [3].

Numerous applications arise in data-enriched Petri nets
[20, 22] (or vector addition systems [14]), an extension of
classical Petri nets [29] where tokens carry atoms (data val-
ues) that are compared by transitions. In case when tokens
are restricted to carry single data values (atom dimension 1)
one obtains a well structured transition system and hence
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standard decision problems like coverability or boundedness
are decidable [14, 20, 22, 23]. Status of the reachability prob-
lem is unknown; since integer linear equations form a cru-
cial component in a decision procedure for reachability of
classical Petri nets [18, 19, 25, 26], lifting the procedure to

data-enriched setting would require solving orbit-finite sys-
tems of integer linear equations. In case when tokens may

carry tuples of atoms (arbitrary atom dimension) all the stan-
dard problems are undecidable [20]. Decidability may be re-
gained by resorting to relaxations: continuous semantics [11]
allowing for fractional executions of transitions, or so-called

integer semantics [15] dropping non-negativeness restric-
tion on configurations. Both these results have been obtained
by reduction to solving certain systems of linear equations.

State of the art. Our results generalise, or are closely re-
lated to, some earlier partial results [15-17].

Systems of linear equations in [15] have row indexes of
atom dimension 1 in which case finitary solvability is in P
over Z or Q, and in NP over N. In a more general but still
restricted case studied in [16], where in particular all row
indexes are assumed to have the same atom dimension, fini-
tary solvability is still in P over Z or Q, but in ExpTIME over
N, both for fixed atom dimension. Columns of a matrix are
assumed to be finitary in [15, 16]. Systems in another related
work [17] are over a finite field, contain only finite equa-
tions, and are studied as a special case of orbit-finite con-
straint satisfaction problems; furthermore, solutions sought
are not restricted to be finitely-supported.

Additionally, the work [13] investigates system of linear
equations, in atom dimension 1, over ordered atoms: solv-
ability is in P over Z or Q, but equivalent to VAS reachability
(and hence ACKERMANN-complete [8, 21, 24]) over N.

Our Orbit-Finite Basis Theorem is a follow-up and strength-
ening of Theorem VL4 in [3]: each orbit-finitely generated
vector space has an orbit-finite spanning set.

2 Preliminaries on sets with atoms

Our definitions rely on basic notions and results of the the-
ory of sets with atoms [1], also known as nominal sets [28].
We only work with equality atoms which have no additional
structure except for the equality.

We fix a countably infinite set AToms = {1,2,3,...}, whose
elements we call atoms. We reserve Greek letters «, B, v, ...
to range over atoms. Informally speaking, a set with atoms
is a set that can have atoms, or other sets with atoms, as ele-
ments. Formally, we define the universe of sets with atoms
by a suitably adapted cumulative hierarchy of sets, by trans-
finite induction: the only set of rank 0 is the empty set; and
for a cardinal i, a set of rank i may contain, as elements,
sets of rank smaller than i as well as atoms. In particular,
nonempty subsets X € AToms have rank 1.

The group AuT of all permutations of Atowms, called in
this paper atom automorphisms, acts on sets with atoms by
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consistently renaming all atoms in a given set. Formally,
by another transfinite induction, for 7 € AuT we define
m(X) = {n(x)|x€X}. Via standard set-theoretic encod-
ings of pairs or finite sequences we obtain, in particular, the
pointwise action on pairs 7(x,y) = (n(x), 7(y)), and like-
wise on finite sequences. Relations and functions from X to
Y are considered as subsets of X x Y.

We restrict to sets with atoms that only depend on finitely
many atoms, in the following sense. For S € Atoms, let
Auts = {7 € AuT | n(at) = a for every a € S } be the set of
atom automorphisms that fix S. We call elements of Autg
S-atom automorphisms. A support of x is any finite set S Cqp
Atowms (we use the symbol Cqy for finite subsets) such that
for all 7 € AuTs it holds 7(x) = x. In this case we also say
that x is S-supported. As a special case, a function f is sup-
ported by S if f((x)) = n(f(x)) for every argument x and
7 € AUTs. An S-supported set is also S’-supported, as long
as S € S'. An element (or set) x is finitely supported if it has
some finite support; in this case x has the least support, de-
noted sup(x), called the support of x (cf. [1, Sect. 6]). Sets
supported by & we call equivariant.

For instance, given «, § € AToms, the support of the set
Atoms \ {a, B} is {a, f}; in general, a set is S-supported if
and only if it is invariant under all S-atom automorphisms.
The set Atoms? and the projection function 7; : AToms® —
Atoms : (a, f) — a are both equivariant; and the support of
atuple (ay,...,a,) € Aroms”, encoded as a set in a standard
way, is the set of atoms {ay,...,a,} appearing in it.

From now on, we shall only consider sets that are heredi-
tarily finitely supported, i.e., ones that have a finite support,
whose every element has some finite support, and so on.

Orbit-finite sets. Let S g, AToMS. Two atoms or sets with
atoms x,y are in the same S-orbit if 7(x) = y for some 7 €
Auts. This equivalence relation splits all atoms and sets
with atoms into equivalence classes, which we call S-orbits;
@-orbits we call equivariant orbits. By the very definition,
every S-orbit O is S-supported: sup(O) € S and, even if the
inclusion is strict (which may happen only for singleton or-
bits), O is also a sup(O)-orbit. When the set S is irrelevant,
we simply speak of an orbit, meaning an S-orbit for some
S Cfin ATOMS.

Every S-supported set is a union of (necessarily disjoint)
S-orbits; the set is orbit-finite if this union is finite. Orbit-
finiteness is stable under orbit-refinement: if S € S’, a finite
union of S-orbits is also a finite union of S’-orbits (but the
number of orbits may increase). Examples of orbit-finite sets
are: Atoms (1 orbit); Atroms — {a} for some a € AToms (1 or-
bit); AToms? (2 orbits: diagonal and non-diagonal); AToms®
(5 orbits, corresponding to equality types of triples); non-
repeating n-tuples of atoms (1 orbit)

Artoms(™ = {(a1,...,an) € AToMS" | a; # arj for all i # j };

n-sets of atoms (“"*) = { X ¢ Atoms | [X| = n} (1 orbit).

n
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The set Pgn(AToms) of all finite subsets of atoms is orbit-
infinite as cardinality is an invariant of each orbit.

Orbit representation. For a positive integer k > 0, denote
by Si the symmetric group on {1,...,k}. Given a subgroup
G < S of the symmetric group Si, we denote by ATOMS(k)/G
the set of non-repeating k-tuples of atom modulo coordinate
permutations from the group G. More formally, we define
an equivalence in Atoms¥), where a tuple a = (ay, ..., ax) €
Atoms®) is equivalent to every tuple aoo = (ay(1), - - > Ao(k) )
where o € G. The equivalence classes are thus finite. Then

we define a canonical quotient 7 : Atoms®) - AromsK) /G
mapping a tuple a € Atoms®) to its equivalence class.

Example 2.1. Let k = 3 and G < S; be generated by the

cyclic shift o to the right: ¢ = (; 2 ff) The quotient

g : Atoms® — Atoms(®) /G maps each triple (a, f,y) to

{(@.5.v), (v B), (B.y @) }- g

Lemma 2.2 ([1], Thm. 6.3). Every equivariant orbit is in
equivariant bijection with ATOMS(k)/G for some k € N and
some subgroup G < Sg.

3 Orbit-Finite Basis Theorem

Proviso. Throughout the paper we fix a countable commu-
tative ring (K,0,1, +,-) with multiplicative unit 1, and as-
sume that the ring is effective: its elements are finitely repre-
sentable and solvability of finite systems of linear equations
is decidable. As a direct consequence, equality is decidable
for the element representations, and the ring operations (ad-
dition, subtraction, multiplication) are computable using the
representations. The most prominent examples are rationals
Q and integers Z.

Vectors. We are investigating vector spaces' generated by
an orbit-finite set. Let B be a fixed orbit-finite set.

Definition 3.1. By a vector over B we mean any finitely-
supported function v from B to K, written v : B —¢ K (vec-
tors are written using boldface).

The set of all vectors over B we denote by LIN(B) = B —¢
K. It is a vector space, with pointwise addition and scalar
multiplication: for v,v' € LIN(B), b € B and q € K, we have
(v+v)(b) = v(b) +V'(b) and (q-v)(b) = q-v(b). The
space LIN(B) may be considered as the vector space gener-
ated by B, and B as its dimension®. We define the domain of
a vector v € LIN(B) as dom(v) = {b e B|v(b) £ 0}. A vec-
tor v over B is finitary, written v : B —g, K, if v(b) = 0 for
all except finitely many b € B (i.e., dom(v) is finite). A fini-
tary vector v with domain dom(v) = {by,...,bx} such that

1Formally, in case when K is not a field, we should use the term module.
Since modules/vector spaces studied in this paper are of particularly simple
kind, we prefer to stick to a widely known term vector space.

2Not to be confused with atom dimension introduced in Section 5.
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v(b1) = q1,...,v(br) = qx, may be identified with a formal
linear combination of elements of B:

V:q1~b1+...+qk~bk. (1)

The subspace of LiN(B) consisting of all finitary vectors we
denote by FIN-LIN(B) = B —¢,, K. For finite B of size |B| = n,
Lin(B) = Fin-Lin(B) is isomorphic to K".

For a subset X ¢ B, we denote by 1x € Lin(B) the charac-
teristic function of X i.e., the vector that maps each element
of X to 1 and all elements of B \ X to 0:

1 ifbeX
lxibi—> 0

otherwise.
We write 1, instead of 1), and 1 instead of 15. We some-
times want to treat B itself as a subset of FIN-LIN(B), iden-
tifying every b € B with the vector 1, or equivalently with
the trivial linear combination 1- b as in (1).

Lemma 3.2. Consider S S5, ATOMs and an S-supported v €
Lin(B). Then

(i) v is constant, restricted to every S-orbit O C B;
(ii) v is a linear combination of characteristic vectors 1o of
S-orbits O € B.

Proof. The first part follows immediately as S supports v.
This allows us to write v(O) € K in place of v(x) for x € O.
As required in the second part, we have:

v=>v(0)- 1o, ()
0
where O ranges over finitely many S-orbits O € B. O

Orbit-finite bases. The set { 1, | b € B} is, by the very def-
inition, a basis of FIN-LIN(B). As our first result we prove
that whenever B is orbit-finite, this set can be extended to
an orbit-finite basis of the larger space Lin(B):

Theorem 3.3 (Orbit-Finite Basis Theorem). For every orbit-
finite set B, the space LIN(B) has an orbit-finite basis.

The result constitutes a useful tool in our subsequent con-
siderations of solvability of systems of linear equations. The
proof is delegated to Section 5.

Remark 1. Theorem 3.3, as well as our subsequent results,
are all effective. Indeed, the transformation from B to Bis
equivariant, and the set B as well as the transformation from
v € LIN(B) to its basis representation in FIN-Lin(B) are sup-
ported by sup(B), and therefore all are subject to the gen-
eral rule of thumb: (hereditarily) orbit-finite sets are finitely
representable, and all finitely-supported transformations be-
tween these sets are effectively computable (for a detailed
presentation we refer to [4] or [1, Sect. 4,8,9]). <

Example 3.4. Let B = Atoms(®) . For y € Atoms, lety_ =
{ya|aeAroms\ {y}} ¢ B; and symmetrically let _y =
{ay| e Atoms \ {y} } € B. One obtains a basis B ¢ Lin(B)
by extending { 1ap | afeB } with the constant vector 1 that
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maps every pair af € B to 1, and also, for every y € AToms,
with the characteristic vector 1,_that maps all pairsin y_ to
1 and all others to 0, and the characteristic vector 1_, that
maps all pairs in _y to 1 and all others to 0.

Towards seeing that this is indeed a base, consider any
vector v € LIn(Atoms(?)). Let S = sup(v). Let Ope = (ATOMSN
S)®); for & € S, let Ope = {a} x (ATOMs \ S) and Ou, =
(Atoms \ S) x {a}. Note that all these are S-orbits. The de-
composition (2) of v may be rewritten into:

v = V(0e)-1 + Zg (v(Oge) = V(Ose)) - 14 +
Z (V(O.ﬁ) - V(O..)) . 1_/3 +
peS

Z (v(aB) = v(Oge) = V(Oap) +V(Oss)) - 14p.

afes®

This yields a representation of v in the base B, and the rep-
resentation is unique. <

4 Solving linear equations
We note that the inner product of two vectors x,y € LIN(B),

defined as
x-y = ), x(b)y(b),
beB

is not always well-defined. We consider the right-hand side
sum as well-defined when there are only finitely many b € B
for which both x(b) and y(b) are non-zero (equivalently,
the intersection dom(x) n dom(y) is finite). In particular,
the inner product x - y is always well-defined when one of
X,y is finitary.

Remark 2. Consider K = Q. Since vectors are finitely sup-
ported and hence (c.f. Lemma 3.2) contain only finitely many
different numbers, dom(x) N dom(y) is finite exactly when
the right-hand side sum is unconditionally convergent, i.e.,
convergent to the same value irrespectively of the order in
which the elements b € B are enumerated”. <

Systems of linear equations. Fix an orbit-finite set C (one
can think of C as an indexing set of columns of a matrix).
By a linear equation over C we mean a pair e = (a,t) where
a € LIN(C) is a vector of left-hand side coefficients and ¢ € K
is aright-hand side target value. A solution of e is any vector
x € LiN(C) such that the inner product a - x is well-defined
and equals t. We may consider constrained solutions, e.g.,
finitary ones.

A system of linear equations is just an indexed set of equa-
tions over the same set C. Formally, an orbit-finite system
of linear equations (over C) is any finitely-supported func-
tion B —¢ LiN(C) x K from some orbit-finite indexing set
B (one may think of B as an indexing set of rows of a ma-
trix). By projecting to the first component we get a function
A : B —g LIN(C) which we call the matrix of the system;

3We are grateful to Szymon Toruniczyk for attracting our attention to un-
conditional convergence.
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by projecting to the second component (the target) we get
a finitely-supported function t : B —¢ K, ie., a vector in
Lin(B), which we call the target of the system. The repre-
sentation B —¢, LIN(C) of the matrix may be equivalently
written as a finitely-supported function A : B x C —¢ K
(thus A € LiN(B x C) and hence it deserves boldface).
Systems of linear equations, when input to algorithms,
are assumed in the sequel to be given by a matrix-target

pair (A, t):
c

;:) A(é,c) t(:b)

A solution of a system of equations is any vector x € LIN(C)

which is a solution of all equations in the system. Note that

C can be seen as the indexing set of unknowns of the system.
For b € B we denote by A(b,_) € Lin(C) the row vector

indexed by b, and symmetrically, for ¢ € C we denote by

A(_,c) € LiN(B) the column vector indexed by c¢. One can

also consider the augmented matrix Alt : Bx (Cw{*}) —¢ K.
In all the examples below let K = Q.

Example 4.1. Let columns be indexed by C = Atoms(?)
and rows by B = (AT‘Z)MS). Consider the system of equations
containing, for every {a, f} € B, the equation (144 + 144,1).
Using the formal-sum notation as in (1) it may be written
as (af + fa, 1) or, identifying column indexes af € C with
unknowns, as:

af+Pfa =1

All the equations are thus finitary, and the target is t = 15.
The constant vector x = 1 : (a,f) = 1 is a solution. The
system has no finitary solution, as such a solution is in con-
tradiction with the infinitary target t = 1p. Furthermore,
the system has no integer (infinitary) solution either, as any
such solution x would necessarily satisfy, for every distinct
atoms a, § € AToms \ sup(x), the equality x(af) = x(fa),
which is in contradiction with x(af) +x(fa) = 1. <

(a, B € Atoms, a = f8).

Example 4.2. Let C = ATOMS(Z), B = AtoMms, and consider
the system of equations containing, for every a € AToMs,
the equation (1, , 1). As before, identifying column indexes
af € C with unknowns, the system may be written as:

Z af =1

PeAroms\{a}

(a € AToms).

All the equations are thus infinitary. The system has an in-
teger solution. Take any two fixed atoms y,§ € AToms and
consider the vector

X =1,+1.

Indeed, for o # y we have 1, -x = 14, - 14, = 1 as required.
Furthermore, for @ = y we have 1,_-x=1,5-1,5 = 1 as re-
quired. The system has no finitary solution (essentially for
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the same reason as in the previous example), and no equi-
variant one (as the only equivariant vectors over C are con-
stant ones q - 1, and the inner product 1, -1 is ill-defined
for every a € Atowms as long as g # 0). <

The two above examples show that the solvability prob-
lem is sensitive to additional restrictions on solutions: the
answer changes if solutions are additionally required to be
equivariant, finitary, or integer. The next example shows
that our implicit restriction to finitely-supported solutions
also matters:

Example 4.3. Let C = (ATCZ’MS), B = Atowms, and consider
the system of equations containing, for every a € B, the

equation (14, y,1), where

{a,_} = {{a,y}|a#y e Aroms}
is the set of all 2-sets containing a. We argue that the sys-
tem has no (finitely supported) solution (despite the appar-
ent similarity to the system in Example 4.2). Towards con-
tradiction suppose it has a solution x, supported by some

S Sgn AToMs. Thus it is constant on every S-orbit in (AT(Z)MS).

An infinite S-orbit in (AT(Z)MS) is either the set (Am’;“\s) of all
2-sets disjoint from S or, for some fixed « € S, the set of all
2-sets with one element « and the other element not in S:

{{a,y} |y € AToms \ S }
Therefore each infinite S-orbit in (**)*") intersects infin-
itely with {@, _} for some a € Atoms. In consequence, x
is necessarily 0 when restricted to any infinite S-orbit in
(ATCZ’MS) as otherwise 17, 1 -x would be ill-defined for some
a € Atowms. Therefore x is forcedly finitary, and the argu-
ment of the previous examples applies.

On the other hand the system would have an integer solu-
tion if we drop the implicit finite-support constraint. For in-
stance, taking any enumeration Atoms = {ag, &1, @2, ...} of
atoms, the function x : C — K that maps each set {2, @2n+1}
to1,forn=0,1,..., and all other sets to 0, satisfies all equa-
tions. Note that x is not finitely supported, i.e., there is no
finite S € AToms such that 7(x) = x for all 7 € Auts. <

Solvability of linear equations. We investigate the fol-
lowing type of solvability problems:
Sorv(K):
Input: an orbit-finite system of linear equations.
Question: does it have a solution?

As our main result we prove:

Theorem 4.4. Sorv(K) is decidable for every fixed effective
commutative ring K.

The proof, occupying the whole Sections 6 and 7, is by a
reduction to solvability of finite systems of linear equations,
and the transformation suffers from a singly-exponential
blowup. As an intermediate step we also consider a variant
of the problem where solutions are constrained to be fini-
tary, called FIN-SoLv(K).
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Remark 3. In case K = Q, when coefficients in the input
system are rational and we seek for rational solutions, as a
corollary of the proof we deduce that the answer does not
change if solutions are relaxed to real ones. <

Spans. For a subset P € LIN(B), we define FIN-SPaN (P) ¢
Lin(B) as the set of all linear combinations of vectors from
P, forming a subspace of Lin(B):

FIN-SPAN(P) = {q1-p1+..-+qr-Pr | k>0,
ql,...,quK, Pi,---5Pk GP}

Given a matrix A € LiN(B x C) with rows B and columns C,
we can define a partial operation of multiplication of A by
a vector v € LIN(C) in an expected way:

(A-v)(b)=A(b,_)-v
for every b € B. The result A - v € Lin(B) is well-defined if
A(b,_) - v is well-defined for all b € B. The multiplication
A v can be also seen as an orbit-finite linear combination of
column vectors A(_, ¢), for ¢ € C, with coefficients given by

v. This allows us to define the span of A seen as a C-indexed
orbit-finite set of vectors A(_, ¢) € Lin(B):

Span(A):={A-v|veLn(C), A-v well-defined } . (3)

The solvability problem for a system of equations (A, t) amounts

thus to deciding if t € SpaAN(A). When v is finitary, well-
definedness is vacuous, and we may define:

FIn-Span(A) := {A-v|veFIN-LiN(C) } = FIN-Span(P),
for P={A(_c) | c € C} the set of column vectors of A.

Outline. Concerning the proofs, we proceed in three steps.
We start by proving the Orbit-Finite Basis Theorem in Sec-
tion 5, a crucial technical tool for subsequent steps. As a
key novelty, we introduce here the concept of tight orbits.
Then we prove decidability of Fin-Sorv(K) in Section 6, by
reducing it to solvability of classical finite systems of linear
equations. This step relies on a generalisation of cogs intro-
duced in [3, 16]. Finally, in Section 7 we reduce Sorv(K)
to FIN-Sorv(K), thus completing the proof of Theorem 4.4.
This part strongly relies again on the technology developed
in Section 5.

5 Proof of the Orbit-Finite Basis Theorem

In this section we prove Theorem 3.3, i.e., provide a con-
struction of an orbit-finite basis in LiN(B), where B is an
arbitrary orbit-finite set.

Preliminaries. The mapping x — sup(x) is equivariant:

Claim 1. sup(n(x)) = n(sup(x)) for every element x and
7 € AUT.

We rely on the following basic properties of orbits:

Claim 2. Let S S, Atoms. Each equivariant orbit O con-
tains at most |S|! many elements x with sup(x) = S.
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Claim 3. Every orbit is either a singleton or an infinite set.

Definition 5.1. Let S S5, AToms. We define the S-atom di-
mension of an S-orbit O, written S-dim(O), as the size of
sup(x) for some (every) element x € O, but not counting
elements of S:

S-dim(O) := |sup(x) \ §|.

The choice of x is irrelevant due to Claim 1. When S is clear
from the context we omit S and speak of atom dimension.

Reduction to single-orbit B. We claim that we can assume,
w.lLo.g., that Bis a single orbit. Indeed, let T = sup(B) and let
B = By w---uB, be the partition into T-orbits. Then Lin(B) is
isomorphic to the Cartesian product LIN(B; ) x - -- x LIN(B,,).
Denote by 1; : LIN(B;) — LiN(B) the natural embedding that
extends a vector v : B; —¢ Kby 0 forall b € B\ B;:

v(b) ifbeB;
0 otherwise.

(V) (b) = {

Supposing we have orbit-finite bases By, . .., B, of the vector
spaces LIN(B;),...,LIN(B,), respectively, we get the basis
B of LIN(B) as the union of embeddings of By, ..., By:

1(B1) U ... U 1,(By).

We thus assume w.lo.g. that B is a single T-orbit.
As the support of a function is also a support (but not
necessarily the support) of its domain, we note:

Claim 4. T ¢ sup(v) for every vector v € LIN(B).

Tight orbits. A key role is played in the proof by the con-
cept of tight orbits.

Definition 5.2. Let S S5, AToMms. An S-orbit O is called
tight if S € sup(x) for every x € O.

In particular, every singleton is a tight orbit.

Example 5.3. Recall Example 3.4. In case of B = Atoms(?),
the tight orbits O C B are the following ones:

B o B Aaf}

where a, f range over atoms and « # f. The set B is an
equivariant orbit, a_ is an {a}-orbit, _f is a {b}-orbit, and
{a,p} is an {a, f}-orbit. Contrarily, for two fixed and dis-
tinct @, f € AToms, the {a, f}-orbit

taf = {yBly¢{ap}},
is not tight. <

W.lo.g. we can assume that B is tight, i.e., T < sup(b)
for every b € B. Indeed, it is sufficient to continue with B :=
Bx{T}.Then B’ and B are related by a T-supported bijection.
For future use we state:

Claim 5. LetS Sg, AToMms. Every S-orbit O isin an S-supported
bijection with a tight S-orbit.
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For every tight S-orbit O C B, the size of S is at most
the size of the support of elements of B. Furthermore, by
Claim 2, for every fixed S Cg, ATOMS there are only finitely
many S-orbits inside B. In consequence we deduce that the
set of all tight orbits in B is orbit-finite:

Claim 6. The set { O | O € B a tight orbit } is orbit-finite.

In the sequel we order tight orbits in B with respect to
inclusion.

Definition of the basis. We define B as the set of charac-
teristic vectors of all tight orbits O c B:

B := {10] O c B atight orbit } .

Once B is fixed, the set B is orbit-finite due to Claim 6. Since
every singleton is a tight orbit, 1, € B for every b € B; infor-
mally speaking, B extends B.

Example 5.4. Continuing Example 5.3, where B = Atoms?),
the basis vectors are the following ones:

1 1, 14 1op,
for any non-equal «, § € ATOMS. <

It now remains to argue that B spans the whole space
LiN(B), and that it is linearly independent.

Spanning. Given a subset S Cg, AToMs such that T € S, we
distinguish the set of all tight S’-orbits for T ¢ $’ ¢ S:

TO(T,S) := {O|OcBatightS-orbit, T ¢S cS}.

For every fixed S the set TO(T,S) is finite since, due to
Claim 2, B includes only finitely many S’-orbits for every
fixed S’ cg, ATOMS.

We prove that B spans the whole space, i.e., each vector is
a linear combination of vectors from B. To this aim we fix a
finite subset S ¢ Atoms such that T € S and prove that every
S-supported vector v is a linear combination of vectors from

Bs = {10|0€eTO(T,S)} < B.
For every fixed S the set Bj is finite, as TO(T, ) is so.

Lemma 5.5 (Spanning). Let S Cg, ATOMS such that T C S.
Each S-supported vector v € LiN(B) is a linear combination
of vectors from Bs.

Proof. Letv € LiN(B) and S Cg,, AToMms such that sup(v) € S.
By Lemma 3.2(i), v is constant when restricted to every S-
orbit O; we may thus write v(O) to denote this constant
value. We naturally define the S-orbit-domain of v as fol-
lows:

S-orbit-dom(v) := {O|O ¢ B an S-orbit, v(O) #0}.
For two S-supported vectors w,w’ € LIN(B), we write w <
w' if S-orbit-dom(w) is obtained from S-orbit-dom(w") by
removing one S-orbit and replacing it by arbitrarily many
S-orbits of strictly smaller S-atom dimension.
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We define a representation of v in basis B by structural
induction with respect to the transitive closure of <. Con-
cerning the induction base, if S-orbit-dom(v) is empty then
v is the zero vector and the claim holds vacuously. Other-
wise, suppose the claim holds for all strictly smaller vectors
w. Take an S-orbit O € S-orbit-dom(v) of maximal S-atom
dimension. Let

S"=sup(x)nS 4)

for some (every) x € O. Note that T € S" as T € sup(x) (since
Bis tight) and T ¢ S (by Claim 4). We define the S’-orbit O’
as §'-closure of O:

0" = {n(x)|xeO, meAuts }.

By definition, S is included in the support of every element
of O, therefore the orbit O’ is tight, and hence 1o/ € Bs. As
S’ € S, every S-orbit in B is either included in O’ or disjoint
from it, and hence O’ is a finite union of S-orbits. We claim
that O has the largest S-atom dimension among all S-orbits
included in O':

Claim 7. For every S-orbit M included in O’ but different
than O, we have S-dim(M) < S-dim(O).

Proof. Recall that S’ ¢ S nsup(x) for every x € O'.

Consider the subset N ¢ O’ containing those elements
x € O’ for which S’ = sup(x) N S. By the definition of S’ (4)
we have O ¢ N. We prove N ¢ O, by showing that every
element y € N is related by an S-atom automorphism to
some element of x € O. Indeed, consider any x € O and
y = 7' (x) for any 7’ € AuTg such that y € N. We have

S" = sup(x)nS = sup(x'(x))nS

and hence there is some 7 € AUTs, possibly different than 7/,
that coincides with 7’ on sup(x), which implies y = 7 (x),
as required. The two inclusions imply N = O.

Finally, forall x € O'~N = O’ ~ O we have S’ ¢ sup(x)nS§,
which implies that each S-orbit M ¢ O’ different than O has
strictly smaller S-atom dimension than O. O

Consider the vector

w = v -v(0)-1o. (5)

Note that w is supported by S as both v and 1o/ are so, and
w(O) = 0. By Claim 7 we infer that w < v and therefore
by the induction assumption w is a linear combination of
vectors from Bg. By (5) we deduce the same for v. This com-
pletes the proof of Lemma 5.5. m]

Linear independence. We rely on the following property
of tight orbits (not true for arbitrary orbits):

Claim 8. IforbitsO,O,,..., 0y are tight andO < O,U...U0,
then O € O; for somei=1,...,n.

Proof. If O is a singleton then the claim holds vacuously. Re-
lying on Claim 3 we may thus assume that O is infinite.



LICS °22, August 2-5, 2022, Haifa, Israel

Suppose O € O; U ... U O, for a tight S-orbit O and ar-
bitrary tight orbits O;,...,0,. Take any x € O and let R :=
sup(x) \ S. Consider elements 7(x) € O for all S-atom au-
tomorphisms 7, thus ranging over all elements of the orbit
O. At least one of the orbits Oy, ...,On, say the S;-orbit Oy,
necessarily contains 7 (x) and 7’ (x), for some two S-atoms
automorphisms 7, 7/, such that the sets 7(R) and 7’ (R) are
disjoint. By tightness of O; (and relying on Claim 1) we get
S1 €sup(x(x)) =Sun(R)and S; € sup(n’(x)) = Sux'(R),
and hence S; ¢ S, which implies 7(x) € O; for all S-atom
automorphisms 7, i.e., O € O;. O

We now argue that the set B is linearly independent. To-
wards contradiction, suppose that the zero vector is obtain-
able as a linear combination of basis vectors

q1~101+...+qn'10n = 0, (6)
for some tight pairwise-different orbits Oy, ...,0, € B and
q1s - -->qn € K\{0}. Take any inclusion-maximal orbit among

O;,...,0p, say O;. We distinguish two cases.

1. If O; €Oz U... U Oy, then using Claim 8 we arrive at a
contradiction with the inclusion-maximality of Oj.

2. Otherwise O; ¢ O, U ... U Oy. Taking any x € O \
(O2u...UOy,) we derive a contradiction, as the value of the
left-hand side of (6) on x is non-zero:

(g1-10, + ... + gn-10,)(x) = q1 # 0,
while the value of the right-hand side is 0(x) = 0.

6 Decidability of finitary solvability

In this section we prove decidability of the finitary solvabil-
ity problem.
FIN-Sorv(K):
Input: an orbit-finite system of linear equations.
Question: does it have a finitary solution?

Theorem 6.1. Fin-Sowv(K) is decidable for every fixed ef-
fective commutative ring K.

Let A € Lin(BxC) and t € Lin(B) be the input. We need to
check if t € FIN-SPAN (A), or equivalently t € FIN-SpaN(P),
where P = { A(_,c) | c € C} is an orbit-finite set of vectors
from LiN(B). As P can be computed from A, from now on
we assume we are given P and t.

Simplifying assumptions. First, for simplicity of presen-
tation we assume that P (but not t) is equivariant; hence also
B is forcedly so.

We further assume w.lo.g. that all vectors are finitary:
P ¢ FIN-LIN(B) and t € FIN-LIN(B). Indeed, according to
Remark 1 we may compute an orbit-finite basis B of LIN(B),
and then compute the representations P’ ¢ FIN-LIN(B) and
t' € FIN-LIN(B) of P and t in this basis. As B is a basis, the
representation preserves solvability: t € FIN-Span (P) if, and
only if t’ € FIN-SpaN (P').
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Finally, we assume w.l.o.g. that B is straight, by which we
mean that each of its orbits is in equivariant bijection with
Atoms‘®) for some k € N. By Lemma 2.2, each (equivariant)
orbit in B is in equivariant bijection with Atoms (k) /G for
some k € N and some subgroup G < Si. The vector space
Lin(Atoms®) /G) is, in turn, in equivariant bijection with
the subspace of all G-invariant vectors in Lin(Atoms(¥)),
i.e. vectors v : Aroms®) — K satisfying v(a o o) = v(a) for
every a € Atoms®) and ¢ € G. This yields the embedding

1: Lin(Atoms ¥ /G) > Lin(Atoms))

given by pre-composing with the canonical quotient g :
Atoms®) — ATOMS(k)/G,

v +— (v) = vorg. (7)

The embedding | extends to Lin(B) — Lin(B’), where B’
is the disjoint union of straight orbits corresponding to or-
bits of B. The embedding is efficiently computable, and pre-
serves linear combinations and finitariness. By the latter
property we may restrict ¢ to finitary vectors, namely ¢ :
FIN-LIN(B) — FIN-LIN(B'). Therefore, writing P’ and t’ for
1(P) and (t), respectively, we deduce that t € FIN-SpaN (P)
if and only if t’ € FIN-Span (P').

Summing up, by an instance of the problem we mean a
triple (V, P,t) consisting of a vector space V = FIN-LIN(B)
generated by an equivariant straight orbit-finite set B, an
equivariant orbit-finite subset P € V, and a vector t € V.
The instance is solvable if t € FIN-Span (P).

Canonical form. Recall that the atom dimension of the or-
bit Atoms) is k. Up to an equivariant bijection, we may
present B as a disjoint union B = B; w ... w B, where B; =
Atoms?) for some pi € N, for i = 1,...,n. Therefore the
vector space FIN-LIN(B) is equivariantly isomorphic to

(Atoms ) g K) x ... x (AtomsP") g, K).

For convenience we prefer to work with vector spaces in the
following canonical form, where all orbits Atoms®) of the
same atom dimension p are grouped together:

V = (Aroms®) g KO) x ... x (AtomsFm) g KO,

®)
where ki, ..., kp, are pairwise different nonnegative integers,
and 4y, ..., £y are arbitrary positive integers. A vector space

V in canonical form (8) is thus the Cartesian product of m
components. The definition of domain naturally extended to
vectors of the form v : AToms¥) - K¢ as follows:

dom(v) = {a ¢ Atoms¥) | v(a) # (0,...,0) e K }

Definition 6.2. By the atom dimension of a vector space V
in canonical form (8) we mean the maximum among atom

dimensions of orbits Atoms %) i.e., max(ki,...,km).
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The component V; = Aroms ki) —g Kb of largest atom di-
mension we call the main component of V and denote as V.
Assuming w.l.o.g. i = 1 (the main component is the first one)
we may write

V=Vxv
where V' is the Cartesian product of all non-main compo-
nents. Thus every vector v € V decomposes as a pair

v=(V,V)eVxV. 9)

Furthermore, V embeds into V as the subspace V x {0} x
. x {0}, where 0 : Atomski) s Kb maps every tuple
a € Atoms*) to (0,...,0) € K%, and likewise V' embeds
into V. Using the embeddings implicitly, we may write
v=v+v (10)
in place of (9).
Summing up, instances (V,P,t) are assumed from now
on to consist of a vector space V in canonical form (8).

Locally solvable instances. We distinguish locally solvable
instances (V, P, t), defined as follows. Let V = Atoms(®) -
K’ be the main component (for succinctness of notation we
write k, £ instead of ki, #1). We use the restriction operation:
for X ¢ Atoms®) and w : Atoms*) - K’ we define

wlx(a) = {:)v(a)

Given a k-set A € (ATOMS), we may consider the A-restriction

ifaeX

otherwise.

k
(V,P',t') of the instance, where
P'={Vlyw |veP} t :TFA(k)-

Thus the A-restriction is essentially a finite system of at
most |A®)| = k! equations. Any restriction of a solvable in-
stance is solvable too. An instance is called locally solvable
if each of its A-restrictions is solvable, for every A € (ATEMS).
Clearly, each solvable instance is locally solvable, but the op-
posite implication is not true in general (one of the reasons

is that local solvability only refers to the main component).
Claim 9. Local solvability is decidable.

We later make use of the fact that for any two different
(but not necessarily disjoint) k-sets A, A" € (ATZMS), the sets

A% and (A")*) are always disjoint.

Reduction of atom dimension. The following lemma is
the core of the proof of Theorem 6.1:

Lemma 6.3. Given a locally solvable instance (V,P,t) as
above, one may construct another instance (V, P, t) where atom
dimension of V is strictly smaller than that of V, and such that
t € FIN-SPAN (P) if and only if t € FIN-SpaN (P).

Proof of Theorem 6.1. Using the lemma we prove that the fini-
tary spanning problem reduces to solvability of finite sys-
tems of linear equations, which implies decidability. First,
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local solvability of an instance is a necessary condition for
solvability, and is decidable by Claim 9. The algorithm thus
checks if the input instance is locally solvable: if it is not so
it answers negatively, and if it is so the algorithm applies the
construction of Lemma 6.3 to produce an instance of strictly
smaller atom dimension. Continuing so iteratively, the algo-
rithm finally arrives at V of atom dimension equal to 0, i.e.,
at a finitely dimensional vector space V. In this case the set
P, being an orbit-finite subset of V, is necessarily finite too,
and the problem amounts to solving a finite system of linear
equations. i

We thus concentrate from now on on proving Lemma 6.3.

Cogs. We rely on a generalisation of cogs in [3] and of sim-
ple hypergraphs in [16]. Let A,S € (ATiMS) be two disjoint
subsets of atoms of size k, and let 0 : A — S be a bijection.
For every I ¢ A, we define an injective mapping

or(a) = {a fael

oAz AuS o(la) ifacl
Intuitively, the set I specifies those elements o € A that
should be replaced by o(«). In particular, oy is the iden-
tity on A and 04 = 0. Let w : ArtomsF) —an K¢ be a vec-
tor satisfying dom(w) ¢ A®). In (12) below we implicitly
extend o7, in an arbitrary way, to an atom automorphism
ATtoMs — Atoms. A cog of w via o is the vector [o](w) :
Atoms®) g K defined as:
[e](w) = X (-1 ar(w). (12)
IcA
Thus the domain of [¢](w) is a finite set of size at most
k! - 2k,

Example 6.4. Letk=2,¢=1,A={a,} € Atoms, and
w = af+2-fa € Aroms? —q, K.

Leto: {a, B} — {y, 5} be defined by o(ar) = y and o(f) = 6.
Then we have

[ol(w) = af+2-pa - yB-2-Py

+y5+2-8y — ad-2-da.
<
Claim 10. Let w : Atoms®) — K such that dom(w) ¢
A¥) Then ([o] (W)) Pa) = W
Proof of Lemma 6.3. Consider some locally solvable instance
(V,P,t) with V in canonical form (8).

We start by restricting the set P to a subset P’ ¢ P while
preserving solvability. Let S € (ATZMS) be an arbitrary fixed
subset of atoms of size k disjoint from T = sup(t). For any
p,geNand X ¢ Atoms(?) let X - K9 denote the subspace

X » K91 := {W:ATOMS(p) —gan K9 ‘ dom(w) EX}.
Furthermore, let

Artoms’; = (Arowms \ §)P)
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denote the set of non-repeating p-tuples containing no ele-
ment of S, and define the subspace Vs of V:

= (AtomsF, > K4) x ... x (AToms"z — K). (13)

Thus Vs contains only those vectors in V whose support is
disjoint from S. Consider an instance (V, P/, t) where

P = PnVs

{veP|sup(v)nS=2}.
We observe that any finitary solution

qgi-Vit...+qm-Vpm = t

of (V,P,t), where q1,...,qm € K and vy,...,vy, € P, may
be renamed, using a T-atom automorphism 7, to a solution
involving only vectors 7(vy),...,7(vy,) € P with support
disjoint from S. We have thus argued that:

Claim 11. For every S g, AToms disjoint from sup(t), the
instance (V, P,t) is solvable if and only if (V,P n Vs,t) is so.

The instance (V, P’,t) is forcedly locally solvable, and com-
putable from (V, P, t).

The instance (V,P,7). Let V = Atoms*) - K% be the
main component of V (for succinctness of notation we write
k, ¢ in place of ky, £;). For any p,q € N, let

P

= Aroms®) \ ATOMS ¢

AToms? S

denote the set of non-repeating p-tuples containing at least
one element of S. We define V as the subspace of V where

the domain in the main (first) component is included in ATomsg

ATOMSIE, and in all other components in ATOMs]:iS, fori>1:

V = (Aromsk - K') x (Aroms™, - K)

x ... x (Atoms™ - K'm).

Formally speaking, the space V is not in canonical form and
it is not even clear how its atom dimension would be de-
fined. The canonical form may be easily recovered by "elim-
inating" atoms from S. This is tackled formally below.

We now proceed to defining P and t. Note that for every
vector v € P’, the domain of its main component ¥ is in-
cluded in AToms* - Our aim is to replace every vector v € P’
by a finite set of vectors Vv whose domain, after projecting to
the main component, is disjoint from Atomsk - Likewise we
aim at replacing t by a vector t, while preserving solvability.

In the sequel we fix an arbitrary total order on S. Let O
denote the set of all total orders < on Atoms \ S. Given an
order < in O, for every k-set A € Atoms \ S the restriction
of < to A uniquely induces an (order preserving) bijection
0, A — S. For a finitary vector w € V = Atoms®) - K
we define a finitary vector A‘w € V as follows:

Kw z [oa](w

AcAtoms\S,|A|=k

Pa)- (15)

The sum is infinite but well-defined for finitary vectors w €
V, as only finitely many cogs [0 ](W] 4x)) are non-zero,

k1:
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namely only when A%) ndom(w) # @. For every < € O, the
function w — A°w is a linear mapping (from V to V), and in

consequence so is the function v — v — AV

Claim 12. For every < € O, the functionv — v — KV is a
linear mapping fromV to V.

Using Claim 10 we observe that Aw(a) = w(a) for every
a € Atoms* ;. We define

V={v-A¥|<cO} (16)

and derive, using the above observation:
Claim 13. For everyv € P’ we havevcV.

Since all vectors v € P’ are finitary, the set V is finite for
every v € P, even if < ranges in (16) over all uncountably
many total orders < € O.

We define P := Uycpr V and derive P € V by the last claim.
We also define t = t — At for some fixed arbitrarily chosen
total order <g € 0. We observe that the mapping v — V¥ is
supported by S, since the set O of total orders is supported
by S.In consequence, P is supported by sup(P’) = Susup(P).
As an orbit-finite union of orbit-finite sets is always orbit-
finite [1, Exercise 62, Sect. 3], so is also an orbit-finite union
of finite sets, and we have:

Claim 14. P is orbit-finite.
Refering to Remark 1 we may state:
Claim 15. (V,P,t) is computable from (V,P,t).

Correctness. Before proving correctness, we need to state
and prove two key technical facts: cogs appearing in (15)
are spanned by vectors from P’, and so is also the vector
A9t. Our notation below relies on the implicit embedding
of Vinto V=V x V/, cf. (10), which allows us to consider
every vector w € V,in particular every cog, as a vector in V.

Claim 16. For every < € O, vector w € (PA’J) and a k-set
A C AToMSs \ S,

[62](Wl ) € Fin-Span(P').

Proof. Letv € P’ be any vector such that vV = w. Thus sup(v)n
S = @. For every I ¢ A, we extend (o3); : A > AUS
to an atom automorphism oy € AuT that acts as identity
on sup(v) \ A. We are going to show that [oa](W] ) ) is
equal to the following linear combination of vectors from P’

(cf. the definition (12) of cogs):

= 2 (-1

IcA

DI

[o2](Wha) (17)
Recalling the implicit embedding of V and V' into V = Vx V",
we present v as the sum v = w + v (recall (10)), where v’
is the projection to all non-main components. Furthermore,
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we decompose w into w = W 4x) + W'. Thus the right-hand
side in (17) decomposes into three summands:

> D)o (v + > D)o (w) +

IcA IcA
1

> (D)Mo (whaw)-

ICA
The last one is equal to the left-hand side in (17) and hence
it is sufficient to show that the first two summands are zero
vectors. Denote the first two summands as s; and s, respec-
tively. Recall that, given a tuple of atoms b in the domain of
$1 Or sy, respectively, we have

si(b) = Y (-1)1-v' (o7 (b))

IcA

0o (18)
s2(b) = > (- w' (o7 (B)).
IcA
In each of the two summands, every tuple b = (by,...,by)
in the domain contains less than k elements of AU S:
|{b1,...,bk1}ﬂ(AUS)|<k. (19)

In case of s; the reason is that the domain of every non-
main component contains tuples b ¢ Atoms* " of atoms of
length k' < k = |A|. In case of s,, while b € Aroms*),
the reason is twofold: first, o7 (b) ¢ A®*) which implies
[{b1,....bpr} NA| < k; second, S nsup(w) = @ which im-
plies |{b1,...,bxr} N'S| = 0. Due to the property (19), for
every tuple b in the domain of a respective vector s; or s,
when I ranges over all subsets of A, each tuple o7!(b) ap-
pears as many times for I of odd size as for I of even size.
In consequence all these appearances cancel out and, what-
ever the vectors v/ and w’ and tuple b are, the right-hand
sides in the two equalities (18) are necessarily zero vectors.
This completes the proof of Claim 16. O

Using Claim 16 one further shows:
Claim 17. At € FIN-Span(P').
It remains to show:
Claim 18. t € FIN-SpaN(P') if and only if t € FIN-Span (P).

Proof. The ‘only if” direction is immediate due to Claim 12:
if t € FIN-SpAN(P’), i.e., for some ¢ € N and ¢y, ...,q, and
Vy,...,Vp € P’ we have:

t:ql'V1+...+q['V[

then by Claim 12 applied to the total order <y € O we also
have:

E: q1- (Vl - A<°'\71) +...tQqe- (V[ - A<OV[). (20)

Therefore t € FIN-SpaN (P).

For ‘if* direction we assume t € FIN-SpaN(P), ie., for
some £ € Nand qy,...,qs, Vi,...,vp € P and <q,...,<, € O,
we have:

t- A<OT: q1- (V1 - A<1V1) +...+qe- (V[ - A<IV[).
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By Claim 16 we know that Aw ¢ FIN-SpaN(P’) for every
w € P and < € O (since the sum in (15) is essentially fi-
nite), and hence the right-hand side is in FiN-Span (P"). By
Claim 17 we get t € FIN-SpAN (P'), as required. mi

Canonical form. (V,P,t) is not a formally correct instance
as the space V (14) is not in canonical form, and furthermore
neither V nor P are equivariant. (V,P,t) may be however
easily transformed further into a formally correct instance
as follows. Consider the partition of ATOMS’§ into S-orbits:

ATOMS’§ =01 W...80,y,

for m’ € N, an observe that the main component ATOMSI§ -

K¢ of V is isomorphic to
(07 » K x ... x (Opy - K. (21)

In case of all other componentsi = 2,...,m, the set ATOMS]iiS

is a single S-orbit. For i = 1,...,m’, let r; > 0 denote the S-

atom dimension of O;. As each O; is related by an S-supported

isomorphism to Atoms”', the vector space (21) is related by

an S-supported isomorphism to
(Atoms"s » K') x x (Aroms™ - K").

We group together orbits with the same atom dimension r;:

there are some pairwise different r{, e, rl', ¢ N, and some

positive £, ..., fjg € N, such that the main component of V is
related by an S-supported isomorphism to the subspace

’ ’ / ’
(Aroms”ls » K1) x x (ATOMSrfS > K%)  (22)
of the vector space in canonical form

(ATOMS(’{) —fin Kfl,) X ... X (ATOMS( —gn K ) (23)

Relying on (14) we deduce that the whole vector space V
is also related by an S-supported isomorphism to the sub-
space (22) of some vector space of similar form (23). De-
note the latter vector space by V', and observe that the sub-
space (22) is exactly V; (as defined in (13)).

Applying the above S-supported isomorphism also to P
and t, we get an instance (VI, P, t') equisolvable with (V, P, ).
Finally, we replace 2 by its equivariant closure

P’ = {n(v) ‘ 7 € AuT, ve?’}

(therefore P=Pn V;) and deduce using Claim 11 that the
so obtained instance (V' , P, ) is equisolvable with (V, P, ).
The transformation from (V,P,t) to (V,, ﬁ”, f,) is effective
(cf. Remark 1). Finally, each r] in (23) is strictly smaller than

k and hence the atom dimension of V' is smaller than that
of V. We have thus shown:

Claim 19. (V,,ﬁ”,f’) in canonical form is computable from
(V,P,1), it is equisolvable with (V,P,t), and V' has smaller
atom dimension than V.

Claims 15, 18 and 19 conclude the proof of Lemma 6.3. O
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7 Solvability reduces to finitary solvability

In this section we reduce solvability to finitary solvability:
Theorem 7.1. Sorv(K) reduces to FIN-SoLv(K).

Let A € LIN(BxC) and t € Lin(B) be the input system. In
terms of spans, the solvability problem amounts to deciding
if t € SpaN(A). We will prove the result by effectively con-
structing a matrix A with the same row-indexing set B as A,
such that SPAN(A) = FIN-SPAN (A).

Well-definedness and exactness. Let x € LiN(C) a vec-
tor. We start by a characterisation of vectors x € LiN(C) for
which the product y = A-x is well-defined. Recall that y(b) is
well-defined if and only if there are only finitely many c € C
such that A(b,c) # 0 and x(c) # 0. Let S = sup(A) U sup(x);
in other words, S is the support of the pair (A,x). We say
that the pair (A, x) is exact if for every b € B and ¢ € C such
that A(b,c) # 0 and x(c) # 0 it holds

sup(c) € sup(b) USS. (24)

Lemma 7.2. A-x is well-defined if and only if (A, x) is exact.

Proof. For the if direction, suppose (A, x) is exact, and con-
sider an arbitrary fixed b € B. Let T = sup(b) U S. By (24)
the support of every c satisfying A(b,c) # 0 and x(c) # 0
is included in T. By Claim 2 in Section 5, for every fixed
set T' ¢ T, every orbit O ¢ C contains at most |T’|! ele-
ments ¢ € O such that sup(c) = T/, and since C is orbit-finite,
there are only finitely many ¢ € C satisfying A(b,¢) # 0 and
x(c) # 0. The product A - x is thus well-defined, as required.

For the opposite direction, suppose (A, x) is not exact, i.e.,
for some b € B and ¢ € C we have:

A(b,c) +0, x(c) #0, sup(c) ¢ sup(b) US.

According to the latter condition, some atom «a € AToMms sat-
isfies @ € sup(c) and @ ¢ T = sup(b) U S. Note that every T-
atom automorphism preserves b and A, and hence also pre-
serves the row vector A(b, _). Consider an infinite family of
T-automorphisms 7 that map « to different atoms n(a) ¢
T. For every such = we have 7(c) # ¢, but A(b,n(c)) =
A(b,c) # 0. Furthermore, every such m preserves x, and
hence we have x(7(c)) = x(c) # 0. In consequence, there
are infinitely many ¢ € C such that A(b,c) # 0 and x(c) # 0,
i.e., the product A-x is not well-defined on b. This completes
the proof. O

The following lemma is a crucial tool in our proof:

Lemma 7.3. Let B be an orbit-finite set, T Sfin ATOMS, and
C aT-orbit. Let A € LIN(B x C) be a T-supported matrix and
v € LIN(C) a vector. IfA-v is well-defined and 1o € C appears
in the basis representation of v then A -1 is well-defined too.

Proof. By Claim 5 in Section 5 assume w.l.o.g. that C is a
tight T-orbit. Let v € Lin(C), and let S = sup(v) U T. We fol-
low the definition of the basis representation of S-supported
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vector v by structural induction with respect to the transi-
tive closure of <, as in the proof of Lemma 5.5. If S-orbit-dom(v)
is empty then v is the zero vector and the claim holds vac-
uously. Otherwise, suppose the claim holds for all strictly
smaller S-supported vectors w. As in the proof of Lemma 5.5,
take an S-orbit O € S-orbit-dom(v) of maximal S-dimension.
Let

S":=sup(c)nS (25)

for some (every) ¢ € O.Since T € Sand T < sup(c) (as C
is tight), we deduce T ¢ S’. We define the S’-orbit O’ as §'-
closure of O:

0" = {n(c)|ceO, meAuts }.

By definition, S’ is included in the support of every element
of O’, therefore the orbit O’ is tight, and hence 10/ € C. Ac-
cording to the proof of Lemma 5.5, the vector 1o/ appears
in the basis representation of v, together with the vectors
appearing in the basis representation of the vector

w = v -v(0)-1o. (26)

Note that w is supported by S as both v and 1o are so, and
w(O) = 0. By Claim 7 we infer that w < v and therefore, re-
lying on the induction assumption w;, it is sufficient to show
that A - 1o/ is well-defined.

According to the assumption and Lemma 7.2 we know
that (A,v) is exact. Using Lemma 7.2 again, it is sufficient
to show that (A, 1o/) is exact too.

Choose an arbitrary element ¢ € O" and b € B such that
A(b,c) #0, and an arbitrary $’-atom automorphism 7 such
that 7(c) € O. A is T-supported so it is also S’-supported
(since T ¢ S). Hence A(n(b),m(c)) + 0. As (A, V) is exact
and v(O) # 0, we have:

sup(r(c)) € sup(n(b))uS. (27)

By definition (25) of §', as 7(c) € O, we have S’ = sup((c))n
S, and thus the inclusion (27) can be strenghtened to

sup(7(c)) € sup(x(b))us'.

Application of 77! to both sides yields sup(c) € sup(b) U S’
As b and ¢ were chosen arbitrarily, we conclude that (A, 1o/)
is exact, as required. m]

Proof of Theorem 7.1. Consider a system of equations (A, t)
where A € LIN(B x C) is a matrix and t € LIN(B). Let T =
sup(A). Thus B and C are supported by T as well.

We are going to construct effectively a matrix A with the
same row-indexing set B as A, which satisfies SPaAN(A) =
FIN-SPAN (A). We claim that it is enough to consider the spe-
cial case when C is a single T-orbit. Indeed, split the matrix
A into m matrices

A = [A...|An]
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each corresponding to one T-orbit C; € C. Assuming matri-
ces A; such that SPAN(A;) = FIN-SPAN(A;) fori=1,...,m,

we construct a matrix A as
A = [A]...|A]

and claim that SPAN(A) = FIN-SpaN(A) as well. Indeed,
v € SpaN(A) if and only if (*) v = v; + ... + v, where
v; € SpaN(A;) for i = 1,...,m; replacing v; € SpaN(A;)
by equivalent v; € FIN-SPaN (A;) for every i = 1,...,m, the
claim (+) is equivalent to v € FIN-SPAN (A ). We thus proceed
under the assumption that C is a single T-orbit. Therefore
A satisfies the assumptions of Lemma 7.3.

As the indexing set of A we take those basis vectors w € C
for which A - w is well defined:

C= {we5|A-wiswell—deﬁned}.

The new indexing set C is orbit-finite as C is so, and is T-
supported since both A and C are T-supported. We define
the new matrix A : B x C —¢ K as follows

A(Lw) = A-w.

Note the injection ¢ — 1. of C into C, as A - 1 = A(c)is
always well-defined. Therefore A extends A, as A(_,1.) =
A-1. = A(_, ¢). It is now sufficient to prove:

Claim 20. SpPAN(A) = FIN-SPAN(A).

Proof. W.lo.g. we assume that A contains non-zero column
vectors only (otherwise, since C is a single orbit, all column
vectors in A are zero vectors and the claim holds vacuously).
In one direction, consider any vector v € FIN-Span(A), ie.,

v=g- (A w)+...+qn (A-wp)

for q1,...,qn € Kand wy,...,w, € 5, which immediately
yields the required membership in SPAN(A):

v=A(q -Wi+...+qn-wWy,) € SPaN(A).

In the opposite direction, let v = A - x be well-defined for

some x € LIN(C). We are going to prove that v € FIN-SpaN (A).

Consider the representation of x in the basis C:
X =(q1-Wi+...+qp Wy

Due to Lemma 7.3 we know that A - w; is well-defined and
hence w; e Cforall i =1,...,¢. Therefore

v=A(q -Wi+...+q W) =
ql'(A'W1)+...+Q['(A'W[) =
q1-A(wi)+...+qr-A(_w,) € FIN-Span(A),

as required. O

As discussed in Remark 1, the transformation from A to
A is effective. This completes the proof of Theorem 7.1. O

LICS °22, August 2-5, 2022, Haifa, Israel

Complexity. We conclude with a rough estimation of com-
plexity with respect to the number of orbits in B and C, and
the atom dimension of the input system (A, t) defined as the
largest atom dimension of each of its orbits, plus the size of
its support.

The blow-up of reduction of Theorem 7.1 is exponential
in the atom dimension of input, but polynomial in the num-
ber of orbits in B and C. Likewise is the number and size of
finite systems of equations that are produced in the proce-
dure of Theorem 6.1. Summing up, the combined algorithm
for Sorv(K) produces exponentially many finite systems of
exponential size (polynomially many finite systems of poly-
nomial size, when atom dimension of input is fixed), and
answers positively exactly when all these systems are solv-
able.

In the two most significant special cases, namely K = Q
or K = Z, finite systems are solvable in P. Therefore, the
problems Sorv(Q) and SoLv(Z) are in ExpT1ME, and likewise
are FIN-SoLv(Q) and FIN-SoLv(Z). When atom dimension of
input is fixed, all these problems are in P.

8 Final remarks

We have shown decidability of solvability of orbit-finite sys-
tems of linear equations over an arbitrary effective commu-
tative ring. We expect applicability of this general result in
various corners; as a first example, combining our result
with the insight of [16] leads to decidability of rechability
in integer-relaxation of data-enriched Petri nets.

We leave a lot of questions for further research—here we
list the most important ones. First, the immediate next step
is to compute the whole solution sets represented, for in-
stance, as a (coset of) an orbit-finitely spanned vector sub-
space. Second, an intriguing open question is whether solv-
ability is still decidable if the finite-support restriction on
solutions is dropped (like in [17])? Furthermore, an impor-
tant restriction on solutions is nonnegativity, as it allows to
model systems of inequalities. According to our preliminary
results FIN-SoLv(Q), FIN-SoLv(Z) and SoLv(Q) are decidable
under the nonnegativity restriction, but we don’t know the
status of SoLv(Z). Finally, in this paper we have exclusively
considered equality atoms and are very curious about other
richer structures. For instance, concerning ordered atoms,
the results of [13] indicate a huge increase of complexity of
solvability, compared to equality atoms.
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A Proofs missing in Sections 5-6

Claim 2. Let S Cg, Atoms. Each equivariant orbit O con-
tains at most |S|! many elements x with sup(x) = S.

Proof. Fix some element x € O with sup(x) = S and con-
sider (x) for all & € Aur, thus ranging over all elements
of O. By the definition of support, if 7 and 7’ agree on S
then 7(x) = x'(x). Under the condition sup(z(x)) = S,
ie. 7(S) = S (by Claim 1), there are only |S|! different pos-
sibilities for 7 restricted to S, and hence at most that many
different elements 7 (x). mi

Claim 3. Every orbit is either a singleton or an infinite set.

Proof. Consider an S-orbit O and some element x € O. If
sup(x) € S then every S-atom automorphism 7 € AUTg pre-
serves x, 7(x) = x, and hence O = {x}. Otherwise, choose
any a € sup(x) \ S and consider, for each § € Aroms \
(sup(x)US), some arbitrary S-atom automorphisms 74 that
map a to f and preserves sup(x)\{a}. By Claim 1, sup(7g(x)) #
sup(my(x)) for B # y, which implies 7g(x) # m,(x) for
B # y. Therefore O is infinite. ]

Claim 5. LetS Cg, AToMms. Every S-orbit O isin an S-supported
bijection with a tight S-orbit.

Proof. Given an S-orbit O, the mapping x ~ (x,S) is the
required S-supported bijection between O and the tight S-
orbit { (x,5) [x €O }. mi

Claim 9. Local solvability is decidable.

Proof. Consider an instance (V,P,t). Let k be the atom di-
mension of V and let T = sup(P) U sup(t). The set of all
k-sets A ¢ (ATZMS) splits into finitely many T-orbits (expo-
nentially many with respect to k), and for two such k-sets
in the same T-orbit the resulting restrictions are also in the
same T-orbit. Therefore the set of A-restrictions of the in-
stance, for all k-sets A, splits also into finitely many T-orbits.
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Solvability of orbit-finite systems of linear equations

To check local solvability it is enough to checking solvabil-
ity of a representative of each T-orbit, i.e., solvability of a
finite number of finite systems of linear equations. O

Claim 17. A%t € FIN-Span(P').

Proof. Let u =t € V. We use local solvability of the instance
(V,P',t): for every k-set A € AToMs,

we (P) }). (28)
We consider below only these finitely many subsets A for

which A®) n dom(u) # @. In consequence of (28), and be-
cause the mapping Wl — [03°](W!, ) is linear, for

ul ;) € FIN-SPAN({ Wl 40
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every such A we have:
[o] (uly0) € Fin-Sean ({ [03 1 (Whyw) | we (P) ).

As Snsup(t) = @, we have S nsup(u) = @ and hence we
know that all considered subsets A satisfy A € Atoms \ S.
We can thus apply Claim 16 to all w involved in the linear
combination above, thus obtaining:

[03°](ut4x)) € FIN-SPAN(P').

Finally, the vector A®u, being a finite sum of cogs of the
form [0,°](ul 1)), for finitely many subsets A for which

A% ndom(u) # @, is also in FIN-SpAN (P'), as required. O
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