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ABSTRACT
Mapping behaviours to the features they relate to is a prerequisite
for variability-intensive systems (VIS) reverse engineering. Manu-
ally providing this whole mapping is labour-intensive. In black-box
scenarios, only execution traces are available (e.g., process mining).
In our previous work, we successfully experimented with variant-
based mapping using supervised machine learning (ML) to identify
the variants responsible of the production of a given execution
trace, and demonstrated that recurrent neural networks (RNNs)
work well (≥ 80% accuracy) when trained on datasets in which
we label execution traces with variants. However, this mapping
(i) may not scale to large VIS because of combinatorial explosion
and (ii) makes the internal ML representation hard to understand.
In this short paper, we discuss the design of a novel approach:
feature-based mapping learning.
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1 INTRODUCTION
Variability-intensive systems (VIS) constitute a unique category
within the realm of software systems, distinguished by the ability to
adapt their characteristics and behaviour through the activation or
deactivation of specific features. These systems encompass a diverse
range of applications, including Software Product Lines (SPLs) [1, 9],
and business process families [10]. Yet, their behaviours are complex
to analyse primarily due to combinatorial explosion and the absence
of explicit variability-aware models [7]. In this context, locating
variations is essential for any reverse-engineering endeavour [2].
Black-box testing techniques can also benefit from this information
to e.g., sample which variants should be tested first [7].
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We previously proposed VaryMinions [4]1 to tackle the research
question of identifying variant(s) that may have produced a given
trace. VaryMinions relies on Recurrent Neural Networks (RNNs)

mapping the occurrence of event messages to variants directly.
Once the RNNs are trained, the learned mappings can be applied
to new event logs. VaryMinions showed good performance, with
a minimum of 80% accuracy in retrieving which variants could
produce a specific event log.

Currently, to determine if a variant can generate a specific trace,
we have to observe a substantial number of traces per variant to
establish statistically significant patterns and draw confident con-
clusions. In practice, performing predictions across all potential
variants requires enumerating and executing each variant, prefer-
ably multiple times. While this is doable for event logs associated
with a limited number of variants [4], we may face combinatorial
explosion while enumerating variants. Sampling is a common prac-
tice in such cases [7], though it may miss important configurations
impacting the ML model confidence [12]. Mapping a trace to the
entire configuration of a variant is quite demanding in terms of
ML algorithms. We chose our Deep Learning (DL) models for their
capacity to treat sequences. Yet, as in any DL model, interpretability
is an issue, ultimately questioning the notion of learned features
in the model’s representation (latent space) [11]. Additionally, the
cost of training and tuning these models is not negligible.

2 FROM VARIANTS TO FEATURES
To overcome these limitations, we shift our perspective from pre-
dicting which variants generate a specific execution trace to assess-
ing the significance of (de)selecting particular features regarding
that trace. We propose to independently predict the (de)selection of
each feature, relying solely on the execution trace and the ground
truth, represented as a vector of features, which can produce the
trace. Each feature could be predicted using smaller and more inter-
pretable ML models. But we should choose models that can output
their confidence in their decision so that each feature can have
three values: selected, deselected, or undetermined (i.e., irrelevant
in the current context).

Consequently, we need to train a set of small ML models, one
for each feature. These models associate the presence of specific
messages with the (de)selection of a given feature. As illustrated in
the left segment of Figure 1, we have chosen Support Vector Ma-
chines (SVMs) as our ML models, although other options are worth
considering. For instance, the first SVM learns the (de)selection of
the first feature, the second SVM handles the second one, and so
on.
1the replication package is available at [5]
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Figure 1: Conceptual representation of the feature-based approach during the prediction phase.

Once these models are trained, they can be applied to new ex-
ecution traces. However, rather than providing a binary decision
(selected or deselected), we intend to leverage the confidence level
associated with the decision, represented as a floating value be-
tween −1 and 1, with 0 being the most uncertain case (i.e., lying
perfectly on the separation function). This more expressive ap-
proach justifies our choice of SVMs, as depicted in Figure 1. Based
on this confidence score, we can establish thresholds for decision-
making. A feature will be considered as selected if the confidence
score falls between, for instance, 0.65 and 1, while it will be re-
garded as not selected if the confidence score ranges between −0.65
and −1. Any confidence score between −0.65 and 0.65 is deemed
uncertain due to its proximity to the decision boundary, resulting
in an “undetermined” decision. It’s worth noting that the definition
of these thresholds and their implications will require thorough
evaluation.

The previous description, which includes the three possible out-
puts (selected, deselected, and “undetermined”), pertains to the
prediction phase. Each model yields a confidence score for the
(de)selection of its corresponding feature. Consequently, we obtain
potential partial configurations (i.e., when at least one feature is
predicted as “undetermined”). In some scenarios, it may be ben-
eficial to get a complete configuration, achieved by replacing all
the "undetermined" with random (de)selected values. However,
independent learning of (de)selection for features can introduce
inconsistencies with the underlying feature model of the system,
which is a problem that also arises when attempting to set values
for “undetermined” features. Consequently, we need to use a solver
to check that all constraints are satisfied. If any constraints are
violated, we must develop strategies to rectify the configuration,
such as through repair methods [3, 6, 8, 14]. As illustrated in the
right part of Figure 1, this repair process should consider the input
trace to ensure that the output of the repair procedure remains ca-
pable of executing the trace. Nonetheless, the initial output partial

configuration provides the “form” (i.e., the selection and deselection
of features) of a configuration, or set of configurations, having a
high likelihood of generating the input execution traces. In case of
errors or unexpected behaviour, we can swiftly focus on the most
relevant features and their interactions.

3 CONCLUSION
In this paper, we highlighted the role of mapping choices when
usingmachine learning to relate configurationswith their execution
trace. While our initial direct mapping performed well (i.e., variant-
based), it is challenging in terms of scalability, interpretability and
computation. Learning a feature-to-trace mapping may alleviate
these issues, but wemust assess the proposed correctionmechanism.
We hypothesise that there is no perfect mapping and that we could
eventually revisit the product line analysis cube [13] for ML tasks.
Our long-term goal is to offer a detailed account of the trade-offs
involved in the choices along the cube’s edges and to help the
community make informed mapping choices.
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