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The quality of Virtual Reality (VR) apps is vital, particularly the rendering quality of the VR Graphical User
Interface (GUI). Different from traditional two-dimensional (2D) apps, VR apps create a 3D digital scene for
users, by rendering two distinct 2D images for the user’s left and right eyes, respectively. Stereoscopic visual
inconsistency (denoted as “SVI”) issues, however, undermine the rendering process of the user’s brain, leading
to user discomfort and even adverse health effects. Such issues commonly exist in VR apps but remain under-
explored. To comprehensively understand the SVI issues, we conduct an empirical analysis on 282 SVI bug
reports collected from 15 VR platforms, summarizing 15 types of manifestations of the issues. The empirical
analysis reveals that automatically detecting SVI issues is challenging, mainly because: (1) lack of training
data; (2) the manifestations of SVI issues are diverse, complicated, and often application-specific; (3) most
accessible VR apps are closed-source commercial software, we have no access to code, scene configurations,
etc. for issue detection. Our findings imply that the existing pattern-based supervised classification approaches
may be inapplicable or ineffective in detecting the SVI issues.

To counter these challenges, we propose an unsupervised black-box testing framework named StereoID to
identify the stereoscopic visual inconsistencies, based only on the rendered GUI states. StereoID generates a
synthetic right-eye image based on the actual left-eye image and computes distances between the synthetic
right-eye image and the actual right-eye image to detect SVI issues. We propose a depth-aware conditional
stereo image translator to power the image generation process, which captures the expected perspective shifts
between left-eye and right-eye images.We build a large-scale unlabeled VR stereo screenshot dataset with larger
than 171K images from 288 real-world VR apps, which can be utilized to train our depth-aware conditional
stereo image translator and evaluate the whole testing framework StereoID. After substantial experiments,
depth-aware conditional stereo image translator demonstrates superior performance in generating stereo
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images, outpacing traditional architectures. It achieved the lowest average L1 and L2 losses and the highest
SSIM score, signifying its effectiveness in pixel-level accuracy and structural consistency for VR apps. StereoID
further demonstrates its power for detecting SVI issues in both user reports and wild VR apps. In summary,
this novel framework enables effective detection of elusive SVI issues, benefiting the quality of VR apps.

CCS Concepts: • Software and its engineering → Software testing and debugging; • Computing

methodologies→ Virtual reality.

Additional Key Words and Phrases: Automated Testing, Virtual Reality, Extended Reality, Software Quality
Assurance, GUI Testing, Deep Learning
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1 INTRODUCTION

Virtual Reality (VR) is a technology that provides users with immersive experiences by creating
interactive virtual environments. Over the past few years, VR has experienced a remarkable surge
in popularity and diversity, encompassing tens of thousands of apps [46] tailored for various
purposes such as skill training [2], entertainment [1, 3], and even usage scenarios that require
high reliability like medical procedures [41]. This successful deployment has captivated a global
user base of exceeding 171 million people [66]. VR apps adopt stereoscopic 3D (S3D) [34, 58],
which provides two distinct two-dimensional (2D) images for the eyes of the user respectively.
The user’s brain then constructs the corresponding stereoscopic 3D scene with an illusion of
depth based on these two images. Rendering issues can lead to discomfort feelings in VR, which is
the well-known cybersickness1 [30, 51] problem. The cybersickness, including symptoms such as
headaches, disorientation, and nausea, potentially affects the users’ health and safety, hindering
the development and growth of VR apps [43, 47, 53, 54, 57].

A common cause of rendering-induced cybersickness issues is the inconsistent left and right eye
view from the 2D-to-S3D construction process. Figure 1 illustrates an example. This issue reported
on GitHub [9] pertains to left-eye rendering corruption in the entry-point application for all Steam
VR apps, SteamVR Home [10]. In the figure, some virtual objects in the left eye present completely
inverted colors, while others display washed-out hues. Additionally, the Skybox, which projects
the 3D panoramic background scene, appears to be absent in the left-eye view. We refer to such
issues on VR apps’ GUI as Stereoscopic Visual Inconsistencies (SVI). The inconsistencies not
only mislead users with conflicting information but also discourage users from playing the VR
application. Manual playtesting with human testers could be one possible solution to mitigate SVI
issues [27], but it is time-consuming, labor-intensive, and may expose testers to health and safety
risks [43, 53], prompting researchers to develop automated testing methods.

To better understand the SVI issues in real-world VR apps, we first collect 282 bug reports of SVI
issues from 15 VR-related platforms and conduct an empirical analysis to manually analyze their
manifestations. Our findings reveal that the SVI issues are diversified in both scale andmanifestation,
and are closely tied to the semantics of the VR apps’ semantics or logic. For scale, the symptoms
span both view level and object level. View-level inconsistencies are global and encompass view
displacement, deformation, and view angle discrepancies. Object-level inconsistencies are local and
related to object quantity, rendering effects, position, etc. For manifestations, we summarize 15
different categories of them. Instead of causing application crashes or runtime errors, these issues
only affect user experience and thus can hardly be detected with regular test oracles.
1We use cybersickness and VR sickness interchangeably in this paper.
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Fig. 1. A bug causing stereoscopic visual inconsistencies in the SteamVR home app (issue #299 of

ValveSoftware/SteamVR-for-Linux [9] on GitHub)

Recent research has taken steps to address the above-mentioned shortcomings of conventional
test oracles and testing approaches in detecting GUI display issues, using deep learning (DL)
techniques in automated GUI testing [32, 49, 50, 72]. These methods model GUI issue detection
as a classification problem, augmenting training data by generating abnormal screen captures
through modifications of regular GUI screenshots or bug injections into the code. Such supervised
approaches enable DL classifiers to detect faults effectively and enhance GUI testing efficiency.
Despite the advancements, they still face the following three challenges in identifying SVI issues: (1)
Lack of labeled training data. It is hard to collect sufficient labeled data for model training, especially
data with confirmed SVI issues. Manual inspection of large amounts of data which might cause
cybersickness is inapplicable. Data augmentation methods cannot work well, either, due to the
following two challenges. (2) Semantic-related manifestations can hardly be captured by pre-defined
patterns. SVI issues are closely linked to application-specific semantics, making it challenging to be
captured using existing pattern-based detection techniques. Besides, current approaches are limited
to detecting predefined patterns and can hardly handle unreported symptoms. (3) Closed-source
VR apps provide limited accessible information for issue detection. Some approaches supplement
issue detectors with internal application data like code and scene configurations [32, 50], while
commercial VR apps only expose externally rendered states for SVI issue detection.

To address the challenges, in this paper, we propose StereoID, an automated testing framework
to IDentify Stereoscopic visual inconsistencies in VR apps. StereoID relies solely on external
rendered states of VR apps and does not require additional information such as code configurations.
Instead of pre-defining detection patterns, StereoID reformulates the SVI issues identification
problem into an anomaly detection problem. StereoID generates a synthetic right-eye image
based on the actual left-eye image and computes distances between the synthetic and the actual
right-eye images to detect anomaly2. For the generation of synthetic right-eye images, we propose
a dePth-awAre condItioNal sTereo imagE translatoR (Painter in short). Painter captures the
complicated but predictable mappings between left-eye and right-eye images. To deal with the
spatial shift between left-eye and right-eye images due to object depths in the scene, Painter
integrates monocular depth maps for the left-eye image and the right-eye image respectively as
additional inputs. This depth-aware manner empowers Painter with the crucial spatial context it
requires to generate accurate right-eye images.

In summary, we make the following contributions:
• To the best of our knowledge, our work is the first to systematically analyze and detect the
stereoscopic visual inconsistencies (SVI issues) in real-world VR apps. We build a dataset of bug
reports and screenshots with SVI issues.

• We construct a large-scale dataset of over 171K VR stereo image screenshots via execution of 288
real-world VR apps.

2The model can be used to generate from left to right and vice versa. We take the left-right direction as an example in the
rest part of the paper.
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• We propose StereoID, an automatic testing framework to detect SVI issues. StereoID is em-
powered by a novel depth-aware conditional stereo image translator. Extensive evaluations show
that StereoID can effectively detect SVI issues in real-world VR apps.

• To facilitate follow-up studies, we release our datasets and StereoID, at
https://sites.google.com/view/stereoid.

2 EMPIRICAL ANALYSIS OF SVI ISSUES

2.1 Data Collection

We collect real-world SVI issues by searching the keywords in reports of VR users or developers
from 15 platforms: VR-related online forums and app stores. The 15 platforms include VR online
forums (Unity-related forums [16, 17, 19], Unreal Engine related forums [7, 22]), VR app stores and
app store forums (Meta Quest App Store [5], Meta Quest App Lab [4], VIVEPORT [25], SideQuest [6],
Steam [26], Meta Community Forums [11], VIVE Forum [24], Steam Community [15]), GitHub [8],
and Stack Overflow [14]. To include as many related posts as possible, we start by sampling some
posts and analyzing the related keywords, such as eye render, rendering left eye, rendering right
eye, two eyes, both eyes, eyes render difference, inconsistent render (display), in the sampled posts.
The identified keywords are then used to search for more related posts for keyword analysis. This
process iterates until no more new posts and keywords can be found. After the keyword search,
we get 3,266 candidate bug reports. As keyword search cannot guarantee that the candidate bug
reports are related to SVI issues, two authors further check the contents of candidate bug reports.
282 distinct bug reports are agreed to be related to SVI issues by both authors and we finally collect
a screenshot dataset of 108 image pairs with real-world SVI issues guided by the 282 bug reports.

2.2 Categorizing the Manifestation of SVI Issues

(a) Monocular Blind-
ness

(b) ViewMisalignment (c) Warped Views (d) REI: Lighting and
Shadow Discrepancies

(e) REI: Shader Ab-
sence

(f) REI: Material or
Texture Mismatch

(g) REI: Postprocessing
Inconsistency

(h) REI: Particle and Vi-
sual Effect Variations

(i) Object Omission (j) Unilateral Object
Rendering

(k) Object Position Dis-
crepancy

(l) Object Warping (m) Level of Detail In-
consistency

(n) Partial Object Ren-
dering

Fig. 2. Examples of stereoscopic visual inconsistencies

Following the widely-adopted open coding procedure [33], two authors of this paper, with
over three years of software development experience and sufficient domain knowledge on VR,
perform further analysis on the manifestation of SVI issues. They first individually examine the
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title, description, discussions, and all uploaded attachments, such as screenshots, of the collected
bug reports to understand the specific manifestation of each SVI issue, and then discuss their
results to add/delete, update, or merge codes together. In case of disagreement in the discussion,
another three authors are involved in making final decisions. Finally, we reach a consensus on the
categorization of SVI issues and report our findings as follows3.

The SVI issues are classified into two types: view-level (global) and object-level (local) inconsis-
tencies. View-level inconsistencies refer to issues that impact the entire view, while object-level
inconsistencies pertain to inaccurate rendering of single objects. Note that some bug reports have
multiple manifestations and thus they belong to multiple categories. We classify bug reports with
vague descriptions and manifestations with low occurrences into the “Other” category.

We present the refined symptom categories of SVI issues in the rest of the section.
2.2.1 View-Level Inconsistencies.

Monocular Blindness (17%). This category covers issues where one eye fails to render any
visual information, resulting in a blank or black screen for that eye. Figure 2(a) shows that the
right-eye image is not rendered.
View Misalignment (6%). This category pertains to issues where the left-eye and right-eye

views are misaligned, causing a noticeable offset between the two views. Figure 2(b) depicts the
left-eye view as distinctly offset to the left, obscuring its full view for the user.
Warped Views (3%). This category includes issues where the visual information displayed to

each eye is distorted or stretched, resulting in awarped or unnatural view. Unlike viewmisalignment,
warped views can also cause object distortion and alter the overall proportions of the view. Figure 2(c)
shows the left-eye and right-eye images rendered normally but with abnormal compression and
ratio. Ultimately, only the left-eye view is displayed, leaving the right-eye view dark.

Asymmetric Viewing Angles (1%). This category involves issues where the viewing angles of
the left and right eye views are inconsistent, or one eye’s view is flipped or skewed. For example,
one bug report [21] shows the following manifestations: “when each eye gazes in a different direction,
the left eye sees the object from the side while the right eye sees it from the front.” This difference in
perspective, despite their similar positions in the field of view, leads to double vision and dizziness.
2.2.2 Object-Level Inconsistencies.

Rendering Effect Inconsistencies (REI) (29%). This category covers various types of inconsis-
tencies related to the rendering of graphical effects as follows.
• Lighting and Shadow Discrepancies (11%): differences or absences in lighting, shadows, or reflec-
tions between the eye views. In Figure 2(d), there is an inconsistency in the shading between the
left and right eyes.

• Shader Absence (6%): missing or incomplete visual effects in one eye view due to shaders not
rendering. In Figure 2(e), a user-defined shader for a red highlight material is rendered solely in
the left eye, while being absent in the right eye.

• Material or Texture Mismatch (6%): missing or mismatched textures between the two eyes. In
Figure 2(f), the materials of clothing for the left and right eyes differ, with the left eye featuring
black pants and the right eye featuring white ones.

• Post-Processing Inconsistency (3%): inconsistent post-processing effects between the two eyes. Post-
processing effects offer several specific rendering effects with little latency for developers [12, 13].
Inconsistent post-processing effects can lead to vignettes, blurring, or ghosting in the monocular
view. In Figure 2(g), there is a disturbance and blurriness in the center of the left and right eye
views, as they appear at different positions.

3The raw data can be found in our dataset.
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• Particle and Visual Effect Variations (3%). The Visual Effect Graph [23] creates a particle system
to simulate particle behavior, generating Visual Effects like varying appearances, explosions, or
smoke within a single view, greatly enhancing immersion and gameplay. Particle effects can be
considered specialized effects generated by a particle system. Inconsistency of such effects can
cause variations in phenomena such as smoke, sparks, shooting stars, clouds, dust, and more in
both eyes. For instance, in Figure 2(h), GPU particles in the view are only rendered on the right
eye, leaving the corresponding part of the left eye black.
Object Omission (20%). This category pertains to issues where some objects are not rendered

in either eye view, leading to a loss of important visual information. E.g., in Figure 2(i), the blue
text is only visible in the right eye, indicating the omission of the text object in the left eye view.

Unilateral Object Rendering (7%). This category includes repeated objects or foreign elements
that shouldn’t exist in the monocular view, leading to an uneven visual experience for the user. For
example, the time text shown in Figure 2(j) is repeated in the left eye.
Object Position Discrepancy (7%). This category pertains to issues where the position or

orientation of objects differs between the left and right eye views. For instance, in Figure 2(k) the
controller appears in a different position in each eye.

Object Warping (2%). This category encompasses issues where some objects appear distorted
or stretched in one eye view. In Figure 2(l), the shadow looks bigger in the left image and the jacket
is stretched.
Level of Detail (LOD) Inconsistency (2%). The level of detail refers to the complexity of 3D

VR models which can be decreased for distant or dynamically changing objects. This category
includes issues where the level of detail differs between the two eyes’ views, such as level of detail
inconsistencies or anti-aliasing problems. In one bug report from the Unity Forum [20], the VR
application displays different levels of detail for each eye, leading to disparities at specific distances.
For example, in Figure 2(m), when two planes intersect in front of the user, it creates an erroneous
perception of varying distances between the planes and the L/R perspectives, resulting in incorrect
depth perception for users.
Partial Object Rendering (1%). This category involves issues where some objects are only

partially rendered. Take Figure 2(n) as an example, the red fluid is displayed normally in one eye,
but becomes mutilated and incomplete in the other eye [18].

2.3 Challenges to Automatic Detection of SVI Issues

SVI issues adversely affect user experience without causing application crashes or throwing errors,
making the detection of them difficult with regular test oracles. There exist prior studies [32, 49,
50, 72] on automated GUI test oracles that employ DL techniques for identifying abnormal GUI
states in mobile, web apps, and games. These methods typically formulate the process of GUI issue
detection as a classification task. To enhance the training data, they generate anomalous screen
captures by modifying standard GUI screenshots or by injecting bugs directly into the codebase.
Further details are presented in Section 7. However, despite these progressive advancements, the
existing methods struggle to accurately identify SVI issues and face the following challenges.

Challenge 1: Lack of training data.While the concerns of SVI issues widely exist in the forums
of VR apps, few bug reports from users include the described problematic images. This is evidenced
by only 108 (<40%) image pairs extracted from the 282 bug reports. For data augmentation methods
to enrich the dataset, both image-based and code-based methods rely on manually identified glitch
or bug patterns, which exhibit similar manifestations across different apps, such as random noise,
overexposure, and black borders. However, as introduced in Section 2.2, the symptoms of SVI issues
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Fig. 3. Overview of StereoID

are strongly related to application semantics and exhibit diverse manifestations across different
scenarios, making it challenging to capture them with a set of general image patterns.
Challenge 2: Semantic-related manifestations can hardly be captured by pre-defined

patterns. To augment with, neither image-based nor code-based data augmentation can work well
even on one specific image pattern. For image-based methods, complex S3D rendering for VR is
hard to manipulate and mimic feasibly according to a predefined image pattern as real-world SVI
issues, while maintaining the consistency of the rest part. We observe that the root cause of SVI
issues is more complex than several lines of code changes, and the bugs arise from multiple sources
spanning apps, developing engines, runtime, and related libraries. Thus, it is also hard to inject
bugs and conduct code-based data augmentation.
Challenge 3: Closed-source VR apps provide limited accessible information for issue

detection. Previous approaches require semantics information derived from internal application
data such as code, assets, and scene configurations. The internal application data, however, can
hardly be accessed for commercial VR apps. Limited input information obtained from commercial
VR apps hinders previous approaches to effectively detect SVI issues in practice.

3 APPROACH: STEREOID

In this section, we elaborate on the proposed automatic testing framework, named StereoID,
for identifying SVI issues. As illustrated in Fig. 3, StereoID mainly includes four components,
including monocular depth estimator, depth-aware left-right-eye image translator, distance calculator,
and inconsistency detector. Given a dataset of paired stereo screenshots with left-eye and right-eye
images, the depth-aware conditional stereo image translator tries to learn the mapping relations
between the rendered GUI screenshots of the two eyes to generate synthetic right-eye images
given the left-eye image. To make the generation a depth-aware process to calculate and involve
the 2D representations (referred to as depth maps) that encode the distance between the viewer
and virtual objects in the scene for each pixel for both eyes. A distance metric is then computed
by the distance calculator between the generated synthetic right-eye image and the real right-eye
image, which serves as the basis for the inconsistency detection procedure. Outliers in this metric
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(a) Original stereoscopic screenshot (left:
left-eye view, right: right-eye view)

(b) Depth map generated by monocular
depth estimator (Section 3.1)

Fig. 4. Illustration of the stereoscopic screenshot and the corresponding depth map
4

space are finally identified by inconsistency detector as SVI issues. The StereoID framework is
unsupervised and does not need any annotated SVI issues.

3.1 Monocular Depth Estimator

In StereoID, we consider the depth information inherent in the stereo-mapping generation process
in S3D VR scenarios. As shown in Fig. 4(a), the relationship between the left-eye and right-eye
images essentially relates to the shifts of virtual objects on the scene, and the shift is strongly
related to the depth of each object (i.e., the distance between the object and the camera/viewer). To
accurately synthesize the right-eye image given the left-eye image, we propose to involve depth
maps as spatial context input. Specifically, we design the monocular depth estimator component for
computing the depth maps of left-eye and right-eye images, respectively, before image generation.
The proposed component incorporates 𝐵𝐸𝑖𝑇512 − 𝐿 [60], a robust monocular relative depth

estimation model. 𝐵𝐸𝑖𝑇512 − 𝐿 employs a Transformer-based architecture which enables it to learn
and extract deep features from input images. The model has been trained with multi-objective
optimization for image classification on up to 12 datasets. This allows the accurate generation of
depth maps, even when the depth varies across a wide range in a single scene. Fig. 4(b) illustrates
the depth maps generated by our monocular depth estimator for Figure 4(a), in which each depth
map is generated from one monocular image.

3.2 Depth-Aware Conditional Stereo Image Translator

3.2.1 Overview of Painter. With the depth maps generated by the monocular depth estimator,
depth-aware conditional stereo image translator (Painter in short) is able to learn the complex
mappings from the provided context and generate an expected corresponding stereoscopic image
from a monocular-eye view.
The principal architecture of depth-aware conditional stereo image translator is a conditional

variant of Generative Adversarial Networks (GAN) [52], specifically a Conditional Wasserstein
GAN [29] with Gradient Penalty [37], to generate right-eye images from corresponding left-eye
images and their respective depth maps generated by the monocular depth estimator.

The model may not be stable, i.e., sometimes it generates low-quality samples or fails to converge.
The gradient penalty (GP) [37] is proposed to enhance the stability of training for the Wasserstein
GAN framework. To ensure the stability of the training process, our model employs a gradient
penalty that is designed to penalize the norm of the gradient of the output of the discriminator 𝐷
with respect to its input. This mechanism encourages the gradient norm to be close to 1, effectively
enforcing the Lipschitz constraint without the potential drawbacks of weight clipping. This approach

4The depth map assigns each pixel color based on the actual distance from the viewer (camera) to the object, with surfaces
closer to the viewpoint appearing darker in color, and those farther away appearing brighter [40].
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ensures a stable learning process and precludes the model from potential divergence, thereby
increasing the overall robustness of StereoID.

3.2.2 The Generator Architecture of Painter. In our proposed model, the synthesis of the right-eye
images is carried out by a generator constructed around a U-Net architecture [62]). This architecture
is a prominent choice in image synthesis due to its capacity to capture intricate details and retain
context through its design. The U-Net incorporates an encoder-decoder framework complemented
by skip connections between mirrored layers in the encoder and decoder blocks. This unique
configuration facilitates the transfer of low-level, localized information directly across the network,
thereby enhancing the quality of the synthesized output.

The generator is structured to accept three inputs: a left-eye image and depth maps of both eyes.
These inputs are aggregated along the channel dimension, resulting in a nine-channel tensor which
constitutes the initial input to the U-Net.
The architectural design of the generator includes numerous layers. Each layer is composed of

two 3× 3 convolutions, each succeeded by a Rectified Linear Unit (ReLU) activation function, and a
2 × 2 max pooling operation with a stride of 2 for downscaling. This structure persists until the
model reaches the lowest resolution point in the encoding path.
Following this, the decoding path, or upscaling process, is initiated. Each step in this phase

includes an up-convolution operation, subsequent concatenation with the correspondingly deep
feature map from the encoding path, and a pair of 3×3 convolutions, each succeeded by a ReLU. The
upscaling process continues until an output image of equivalent dimensions to the input left-eye
image is generated, representing the synthetic right-eye image.

The number of features per layer in the generator is governed by a hyperparameter denoted as
ngf, which in our implementation is set to 64. As the network transitions from the encoding to
the decoding path, this parameter value doubles and halves respectively at each layer, ensuring a
balanced distribution of features across the network.

3.2.3 The Discriminator Architecture of Painter. The underlying discriminator in our conditional
Wasserstein generative adversarial network harnesses a Markovian architectural design, which
is known as PatchGAN [39]. This specialized architecture operates on segments of the image,
specifically patches of dimensions 𝑁 × 𝑁 , enabling it to independently classify each patch as either
real or synthetic. This patch-based approach bolsters the capability of the network to synthesize
images exhibiting sharper details and textures, thereby focusing on localized structural nuances as
opposed to a global perspective.

Our discriminator is designed to accept a twelve-channel input: a composition of the nine-channel
tensor provided to the generator (comprising a left-eye image and two depth maps), in addition
to the three-channel output from the generator, representing the synthetic right-eye image. Each
discriminator input corresponds to a 70 × 70 patch of an image.

The structure of the discriminator is characterized by a series of layers, with each layer composed
of a Convolution-BatchNorm-LeakyReLU sequence. This number of layers is preset to three in
our implementation, and the LeakyReLU activation function employs a slope parameter of 0.2 for
negative input values. The number of features per layer commences at 64 and subsequently doubles
after each layer.
In the context of enhancing model learning stability, our design incorporates Wasserstein dis-

tance [29] coupled with a gradient penalty [37]. This mechanism ensures unit norm gradients,
thereby fostering robust learning dynamics and alleviating prevalent issues such as mode collapse
often encountered in conventional GAN designs. The magnitude of this gradient penalty is mod-
ulated by a hyperparameter, 𝜆𝑔𝑝 , which is preset to a value of ten, adhering to widely adhered
standards.
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The final aspect of the discriminator architecture revolves around maintaining equilibrium in the
training dynamics between the generator and the discriminator. This balance is governed by the
critic_iterations parameter, specifying the ratio of discriminator iterations per generator iteration.
Set to a value of 5 in our model, this parameter ensures that the critic is adequately trained prior to
each update in the generator, thereby upholding a balanced training regimen.

3.2.4 Objective Functions and Training Approach. Our model employs a conditional Wasserstein
GAN [29] with gradient penalty [37] for the synthesis of right-eye images conditioned on the
left-eye image and respective depth maps.

The training methodology necessitates a cyclic optimization of the generator and discriminator
with the aim of minimizing an ensemble of loss functions. These functions include the Wasserstein
GAN loss (𝐿𝑊𝐺𝐴𝑁 ), the L1 loss (𝐿1), and a weighted Mean Squared Error (MSE) loss (𝐿𝑊𝑀𝑆𝐸 ).
Wasserstein GAN Loss with Gradient Penalty. The 𝐿𝑊𝐺𝐴𝑁 is designed to quantify the

distance between the distributions of authentic and synthesized images. Incorporation of the
gradient penalty facilitates the enforcement of Lipschitz continuity, yielding stability to the GAN
training procedure. The loss is calculated for both real and generated images.

𝐿𝑊𝐺𝐴𝑁 = E𝑥∼𝑃real [𝐷 (𝑥)] − E𝑧∼𝑃𝑧 [𝐷 (𝐺 (𝑧))] + 𝜆𝐸𝑥 [( | |∇𝑥𝐷 (𝑥) | |2 − 1)2], (1)

where 𝑃real and 𝑃𝑧 represent the data and generator distributions, 𝐷 is the discriminator, and 𝐺
is the generator. 𝑥 denotes a randomly sampled point along the straight line between a real and a
generated data point, 𝜆 is a hyperparameter that controls the penalty strength, and | | · | |2 is the
Euclidean norm.
L1 Loss. The 𝐿1 loss encourages the generated right-eye images to approximate the ground

truth in the absolute difference sense.

𝐿1 = E𝑥,𝑦∼𝑃data [|𝑦 −𝐺 (𝑥) |1], (2)

where 𝑥 and 𝑦 are the input and corresponding target images.
Weighted MSE Loss. The 𝐿𝑊𝑀𝑆𝐸 loss computes a weighted pixel-level squared difference

between the real and generated right-eye images.

𝐿𝑊𝑀𝑆𝐸 = E𝑥,𝑦∼𝑃data [𝑤 (𝑥,𝑦) · (𝑦 −𝐺 (𝑥))2], (3)

where𝑤 (𝑥,𝑦) indicates the weight, which is determined by the absolute difference between the
real and generated images.

𝑤 (𝑥,𝑦) = 1
1 + 𝑒−|𝑦−𝐺 (𝑥 ) |1

. (4)

Optimization Procedure.

The total loss 𝐿 for the generator is defined as:

𝐿 = 𝐿𝑊𝐺𝐴𝑁 + 𝛼𝐿1 + 𝛽𝐿𝑊𝑀𝑆𝐸, (5)

where 𝛼 and 𝛽 are hyperparameters that modulate the contribution of each loss term. The model
employs the Adam optimizer, iterating between updating the generator and the discriminator.

𝐺 = argmin
𝐺

𝐿(𝐺, 𝐷), 𝐷 = argmax
𝐷

𝐿(𝐺,𝐷), (6)

where 𝐺 and 𝐷 represent the optimal generator and discriminator parameters.
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3.3 Inconsistency Detection

From the empirical analysis, we find that SVI issues exhibit a wide array of manifestations, some
of which may be unknown or unexpected, making it infeasible to learn the “wrong” patterns.
Additionally, SVI issues are naturally rare compared to normal behavior, leading to a scarcity of
positive samples for supervised training. However, SVI issues are expected to inhabit less dense
regions of the feature space and have distinctive attribute values. Therefore, we formalize the whole
testing problem as an anomaly detection process, which focuses on learning the “right” patterns
and flagging deviations from these patterns as potential issues.

3.3.1 Distance Calculator. The objective of our inconsistency detector is to identify the most
discrepant pairs between synthetic and runtime right-eye images. These pairs serve as indicators of
significant inconsistencies between the two image types. To quantify the discrepancy, we employ
three well-established image similarity metrics: L1 norm, L2 norm, and the Structural Similarity
Index Measure (SSIM). Let 𝐼𝑠𝑦𝑛 represent the synthetic right-eye image and 𝐼𝑟𝑢𝑛 denote the runtime
right-eye image. The three measures are defined as:

𝐿1(𝐼𝑠𝑦𝑛, 𝐼𝑟𝑢𝑛) =
∑︁
𝑖

|𝐼𝑠𝑦𝑛 [𝑖] − 𝐼𝑟𝑢𝑛 [𝑖] | (7)

𝐿2(𝐼𝑠𝑦𝑛, 𝐼𝑟𝑢𝑛) =
√︄∑︁

𝑖

(𝐼𝑠𝑦𝑛 [𝑖] − 𝐼𝑟𝑢𝑛 [𝑖])2 (8)

𝑆𝑆𝐼𝑀 (𝐼𝑠𝑦𝑛, 𝐼𝑟𝑢𝑛) =
(2𝜇𝐼𝑠𝑦𝑛 𝜇𝐼𝑟𝑢𝑛 + 𝑐1) (2𝜎𝐼𝑠𝑦𝑛𝐼𝑟𝑢𝑛 + 𝑐2)

(𝜇2
𝐼𝑠𝑦𝑛

+ 𝜇2
𝐼𝑟𝑢𝑛

+ 𝑐1) (𝜎2
𝐼𝑠𝑦𝑛

+ 𝜎2
𝐼𝑟𝑢𝑛

+ 𝑐2)
(9)

Where 𝜇 denotes the average, 𝜎2 is the variance, 𝜎𝐼𝑠𝑦𝑛𝐼𝑟𝑢𝑛 is the covariance of 𝐼𝑠𝑦𝑛 and 𝐼𝑟𝑢𝑛 , and
𝑐1, 𝑐2 are constants to stabilize the division with a weak denominator.

3.3.2 Inconsistency Detector. Introducing hyperparameters 𝛼 , 𝛽 , and 𝛾 , the weighted aggregate
discrepancy is obtained by summing these measures:

𝐷 (𝐼𝑠𝑦𝑛, 𝐼𝑟𝑢𝑛) = 𝛼 · 𝐿1(𝐼𝑠𝑦𝑛, 𝐼𝑟𝑢𝑛) + 𝛽 · 𝐿2(𝐼𝑠𝑦𝑛, 𝐼𝑟𝑢𝑛) + 𝛾 · (1 − 𝑆𝑆𝐼𝑀 (𝐼𝑠𝑦𝑛, 𝐼𝑟𝑢𝑛)) (10)

The hyperparameters 𝛼 , 𝛽 , and 𝛾 can be fine-tuned to reflect the importance of each metric in
the context of the application. StereoID uses Isolation Forest [48] to perform the inconsistency
detection based on 𝐷 (𝐼𝑠𝑦𝑛, 𝐼𝑟𝑢𝑛). During detection, StereoID constructs numerous random binary
decision trees as isolation trees. Each tree is constructed by recursively partitioning the data based
on a randomly selected feature and a random split value between the maximum and minimum
values of the selected feature. The anomalies are isolated early, meaning they are closer to the
root of the tree, as they are distinct and inhabit less dense regions. Therefore, they have shorter
paths on average in these trees compared to normal data points. The length of this path, averaged
over multiple trees, forms the anomaly score of a data point. There exist two key hyperparameters
during detection, (1) howmany trees are constructed to form the Isolation Forest (n_estimators), and
(2) the proportion of outliers in the dataset (contamination), which is used to define the threshold
for separating outliers from normal observations. This methodology ensures a structured and
comprehensive approach to identifying inconsistencies.

4 EXPERIMENT DESIGN

4.1 ResearchQuestions

Our experiment is designed to answer the following three research questions:
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• RQ1 (Stereo-Mapping Generation): How effective is our proposed depth-aware conditional
stereo image translator in generating stereo images, i.e., generating right-eye images from left-eye
images of VR apps?

• RQ2 (Detecting User-Reported SVI Issues): How effective is our proposed StereoID in
detecting user-reported SVI issues?

• RQ3 (Detecting Wild SVI Issues): How well does StereoID perform in detecting SVI issues in
wild real-world VR apps?

4.2 Dataset Construction

Since there are no existing stereoscopic datasets for VR apps. The three experimental datasets are
entirely collected by ourselves from the following sources.

The first dataset is automatically collected on 288 real-world VR apps. Based on the interaction
simulation and automated testing framework for spatial computing extended reality applications
proposed by Li et al. [45], we instantiate ten automated testing agents that simulate HTC VIVE
device models and perform automated app interactions on ten Windows PCs. The interaction
actions are generated randomly. During the automated execution, the testing agents open the VR
View of two eyes (side-by-side) on the PC and capture screenshots regularly. The 288 VR apps are
sampled from 4,215 free VR Only apps available on Steam [26], which is one of the most popular
VR app stores currently [46]. To ensure the diversity and representativeness of our dataset, we
employ a stratified random sampling strategy, selecting Virtual Reality (VR) apps based on their
associated categories (tags) within the Steam platform. We initially select one random application
from each category to capture the broadest possible scope of VR experiences. Following this initial
sampling, we proceed to randomly sample an additional 2% of the apps within each category. At
last, we collect 171,740 stereoscopic screenshots as shown in Figure 4(a). Table 1 demonstrates the
statistics among manifestation categories in Section 2.2.
The second dataset is composed of screenshots of real-world bug reports collected during the

empirical analysis introduced in Section 2. Removing the user-edited screenshots with coverings
(e.g., texts), screenshots with only monocular views, partial screenshots, etc. leaving us a buggy
dataset of 82 stereoscopic screenshots (or left-right image pairs).
For ease of quantitative evaluation, we construct the third dataset. It is a labeled dataset. We

randomly sample a subset from the first dataset, comprising 4,000 VR screenshots. We hire three VR
users to rigorously analyze and label these images. All of them are equipped with real VR devices
(device model: Pico 4 Pro), using head-mounted displays to view the image in the S3D mode. Each
user independently examines the screenshots and labels those stereo-inconsistent images that make
them feel cybersickness as SVI issues. To ensure objectiveness, we only consider screenshots that
have been marked by all three users as the final set of SVI issues, other screenshots are regarded as
normal cases. After manual inspection, we get 237 SVI issues. We further classify these SVI issues
into the 14 manifestation categories as introduced in Section 2.2. Table 1 demonstrates the statistics.

4.3 Implementation Details and Experimental Setup

We implement the Painter in Python using the PyTorch framework [56]. The U-Net architecture of
the generator is with 256 feature maps. The model is trained by Adam optimizer [42] over batches
of 64 input samples with an initial learning rate of 0.001. The activation functions we use are ReLU
(for the generator) and LeakyReLU (for the discriminator) [71]. We resize the binocular images to
1024 * 576. During training, we scale the input size of monocular images to 512 pixels in width
before performing a random crop to a 512 * 512 dimension. To ensure normalization at each layer of
the network, we adopt instance normalization. For the model used in-depth estimation, we directly
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Table 1. Manifestation category statistics of SVI issues in our datasets

Dataset Collected from Online Bug Reports Sampled Screenshot Dataset

Object Omission 16 44
Lighting and Shadow Discrepancies 11 0
Object Position Discrepancy 9 105
Shader Absence 6 0
Monocular Blindness 5 17
Particle and Visual Effect Variations 5 0
Unilateral Object Rendering 5 7
Material or Texture Mismatch 5 0
Post-Processing Inconsistency 5 0
Level of Detail Inconsistency 4 0
Object Warping 4 21
View Misalignment 3 0
Partial Object Rendering 1 6
Warped Views 1 0
Asymmetric Viewing Angles 0 37
Other 2 0

Total 82 237

use the pre-trained model from the MiDaS v3.1 model suite[60]. For experiments, we split the first
screenshot dataset into training, validation, and testing sets with a ratio of 90%, 5%, 5%, resulting
in 154,566, 8,587, and 8,587 screenshots in each group. Due to the limit of computation resources,
we randomly sample a subset of the training set containing 20,000 screenshots, instead of training
Painter on the whole training set. Experiments for RQ1 use the aforementioned subset (20,000) for
training, the original validation set (8,587) for validation, and the original test set (8,587) for testing.
To detect user-reported SVI issues, we need to put them into a complete testing set with both
positive samples and negative samples. To make the results align with real-world scenarios, we align
the SVI issue ratio of the whole testing set for RQ2 with the natural SVI issue ratio in real-world
data distribution. As demonstrated in Table 1, our manual analysis results show that the natural
ratio, i.e., “SVI issues:the whole set” is close to “237:4,000”. We sample the appropriate number (i.e.,
1,302) of the manually-verified normal data (see Section 4.2) and mix them with user-reported SVI
issues (total number: 1,384), forming a testing set under the real-world ratio to evaluate RQ2. For
RQ3, the experiments are conducted on the manual-labeled dataset (see Section 4.2). There are
several key hyperparameters for Inconsistency Detector (see Section 3.3.2). For contamination (i.e.,
1 - threshold) and n_estimators, we randomly split the manual-labeled dataset into a “training set”
and a test set (6:4) for parameter tuning. Guided by literature, we conduct a grid search using the
metrics of F-1 score for detecting SVI issues for 100 potential contamination values from 0.01 to 0.1
evenly spaced, and n_estimators from 50 to 300 with a step of 5. As shown in Figure 5, StereoID
reaches best results on the F-1 score of detecting SVI issues when contamination equals 0.058 (i.e.,
threshold equals 0.942), n_estimators equals 110. Subsequent experiments on RQ2 and RQ3 are
conducted using these hyperparameters. Other parameters use default or recommended values,
e.g., we set 𝛼 , 𝛽 , and 𝛾 of Inconsistency Detector as 1.

4.4 Baselines

4.4.1 For Stereo Generation of Painter. To assess the effectiveness of our proposed Painter, we
compare it against five well-established baselines that are widely used: three in the image generation
task and two in the 2D to 3D image conversion task. All five baselines use default or recommended
configurations and hyperparameters from the original papers.
• ResNet-Based Autoencoder [69]. A simple yet powerful neural network structure for image
reconstruction.

• U-Net [62]. A convolutional network, especially efficient for image segmentation.
• CycleGAN [73]. A generative adversarial network, well-known for image-to-image translation.
• Deep3D [70]. A widely-used 2D to stereoscopic 3D image conversion approach using deep
convolutional neural network (CNN).
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Fig. 5. Experiment results of hyperparameter settings of inconsistency detector (F-1 score)

• DIBR [38]. The state-of-the-art 2D to 3D image conversion approach, utilizes a deep CNN
alongside a fast inpaint algorithm.

We also use a variant of our model without depth guidance as a baseline:
• Painter without Depth Guidance (Painter𝑁𝐷 ). Another version of our Painter with depth
guidance removed. The whole framework without depth guidance is referred to as StereoID𝑁𝐷 .

4.4.2 For SVI Issue Detection of StereoID. Use the stereo generation method in Section 4.4.1,
our distance calculator, and our inconsistency detector for issue detection. The stereo generation
methods include ResNet-Based Autoencoder, U-Net, CycleGAN, Deep3D, DIBR, and Painter𝑁𝐷 .

4.5 Evaluation Metrics

4.5.1 For Stereo Generation of Painter. We adopt three distinct evaluation metrics in experiments.
• L1. The mean absolute error between the synthesized right-eye image and the actual one.
• L2. The mean square error between the synthesized right-eye image and the actual right-eye
image. Smaller L1 and L2 values indicate better performance in terms of pixel-level accuracy.

• SSIM (Structural Similarity Index Measure). Unlike traditional metrics like MSE (Mean
Squared Error), SSIM considers changes in structural information, luminance, and contrast. It
provides a more perceptual assessment, aiming to capture the human visual system’s judgment
of quality. Higher SSIM values indicate better performance of Painter.

4.5.2 For SVI Issue Detection of StereoID (RQ3). A comprehensive set of evaluation metrics was
chosen to assess StereoID. These metrics enable both a granular insight into the detection of each
class and an overall performance understanding. Specifically, we utilize:
• Precision (-1): Quantifies the proportion of true SVI issues among the instances labeled as
anomalies by the model. It is defined as:

𝑃−1 =
𝑇𝑃−1

𝑇𝑃−1 + 𝐹𝑃−1
(11)

• Recall (-1): Measures the proportion of actual SVI issues that were correctly detected.

𝑅−1 =
𝑇𝑃−1

𝑇𝑃−1 + 𝐹𝑁−1
(12)

• F1-score (-1): The harmonic mean of Precision and Recall for SVI issues, offering a balance
between the two. It is computed as:

𝐹1−1 = 2 × 𝑃−1 × 𝑅−1
𝑃−1 + 𝑅−1

(13)
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Table 2. Performance of depth-aware conditional stereo image translator (Painter) compared with baselines

Approach Autoencoder U-Net CycleGAN Deep3D DIBR Painter𝑁𝐷 Painter

Metrics avg std avg std avg std avg std avg std avg std avg std

L1 ↓ 0.1737 0.1117 0.0521 0.0356 0.0230 0.0382 0.2966 0.2086 0.0381 0.0465 0.0219 0.0372 0.0204 0.0366
L2 ↓ 0.2141 0.1138 0.0862 0.0456 0.0553 0.0575 0.3517 0.2069 0.0861 0.0709 0.0555 0.0556 0.0495 0.0529
SSIM ↑ 0.3639 0.2534 0.5223 0.3013 0.8287 0.1667 0.2840 0.2409 0.7903 0.1957 0.8417 0.1622 0.8638 0.1455

• Precision (1): Analogous to Precision (-1), but for the normal class.
• Recall (1): Similar to Recall (-1), but captures the detection rate of the normal instances.
• F1-score (1): Represents the balance between Precision and Recall for the normal instances.
• Accuracy: Highlights the proportion of all instances (both SVI issues and normal instances) that
are correctly classified. It’s given by:

Accuracy =
𝑇𝑃−1 +𝑇𝑃1

𝑇𝑃−1 +𝑇𝑃1 + 𝐹𝑃−1 + 𝐹𝑃1 + 𝐹𝑁−1 + 𝐹𝑁1
(14)

• Macro avg: The average score across both classes, treating them equally irrespective of their
imbalance.

• Weighted avg: The average score across both classes, but weighted by the number of instances
in each class to account for potential class imbalances.
Where 𝑇𝑃−1, 𝐹𝑃−1, and 𝐹𝑁−1 denote the true positives, false positives, and false negatives for

the anomaly class (-1), respectively, and similarly for the non-anomalous class (1).
For RQ2, since we don’t have ground truths for the test set, we can only calculate the detected

SVI issues, undetected SVI issues and recall on the subset of bug report screenshot.

5 RESULTS AND ANALYSIS

5.1 Performance of Stereo Generation (RQ1)

To evaluate the effectiveness of our proposed depth-aware conditional stereo image translator
(Painter) of StereoID in generating stereo images, we conducted extensive experiments comparing
StereoID with five baseline approaches: ResNet-Based Autoencoder, U-Net, CycleGAN, Deep3D,
and DIBR, along with a variant of our model without depth guidance (i.e., Painter𝑁𝐷 ). The
comparison focused on three key metrics: L1 loss, L2 loss, and the SSIM, where lower L1 and L2
losses indicate higher pixel-level accuracy, and higher SSIM scores signify better structural and
perceptual quality of the generated images.
Table 2 presents the performance of Painter compared with the baseline models. It is evident

from the results that Painter achieves the lowest average L1 and L2 losses, at 0.0204 and 0.0495,
respectively, and the highest SSIM score, at 0.8638. These results signify that Painter is capable of
generating right-eye images with superior pixel-level accuracy and structural consistency compared
to the baseline methods. Notably, Painter outperforms the Painter𝑁𝐷 variant, demonstrating the
importance of depth guidance in enhancing the quality of stereo image generation.
The superior performance of Painter can be attributed to its depth-aware image translation

mechanism, which incorporates depth information to accurately model the spatial shift between the
left and right-eye images. This depth awareness enables Painter to better capture the perspective
shifts and occlusions that occur in stereo imaging, resulting in more accurate and consistent right-
eye images. The high SSIM score further indicates that Painter maintains the structural integrity
of the scene, which is crucial for avoiding disorientation and cybersickness in VR apps.
In contrast, baseline methods such as Deep3D and DIBR, while effective in certain contexts,

exhibit higher L1 and L2 losses, indicating less accurate pixel-level image generation. Their lower
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Table 3. Performance of SVI issue detection in each manifestation category, Y denotes detected SVI issues, N

denotes undetected SVI issues
5

Category Y N Total Recall

Object Omission 14 2 16 87.5%
Lighting and Shadow Discrepancies 10 2 11 90.9%
Object Position Discrepancy 5 4 9 55.6%
Shader Absence 3 3 6 50.0%
Unilateral Object Rendering 4 1 5 80.0%
Particle and Visual Effect Variations 5 0 5 100.0%
Material or Texture Mismatch 4 1 5 80.0%
Monocular Blindness 5 0 5 100.0%
Post-Processing Inconsistency 2 3 5 40.0%
Object Warping 4 0 4 100.0%
Level of Detail Inconsistency 3 1 4 75.0%
View Misalignment 3 0 3 100.0%
Warped Views 0 1 1 0.0%
Partial Object Rendering 1 0 1 100.0%
Asymmetric Viewing Angles 0 0 0 -
Other 2 0 2 100.0%

Total 65 17 82 79.3%

SSIM scores also suggest that these methods may struggle to preserve the structural and perceptual
qualities of the original scenes when generating stereo images.
The results from our evaluation underscore the effectiveness of Painter in addressing the

challenge of generating accurate and consistent right-eye images for VR apps. By leveraging depth
information, Painter significantly enhances the quality of stereo-mapping generation, offering a
promising solution to mitigate SVI issues.

5.2 Performance of StereoID: Detecting User-Repoted SVI Issues (RQ2)

This section evaluates the capability of StereoID in accurately identifying user-reported SVI issues
across various manifestation categories (see Section 4.3).

Table 3 summarizes the detection performance of StereoID across each SVI category, presenting
the number of issues detected (Y), undetected (N), the total number of issues, and the recall rate.
The overall recall rate of StereoID stands at 79.3%, indicating a high degree of effectiveness in
identifying SVI issues across most categories. Notably, StereoID achieved a 100% recall rate in
several challenging categories, including Particle and Visual Effect Variations, Monocular Blindness,
Object Warping, and View Misalignment, showcasing its robust detection capabilities even for
semantically-complex SVI issues. The comprehensive coverage across diverse manifestations of
SVI issues demonstrates the adaptability and generalizability of StereoID.
The analysis also reveals specific areas where StereoID could be further optimized, offering

directions for future research and development. Categories such as Post-Processing Inconsistency
and Shader Absence reflected not as high recall rates as other issue categories, suggesting ar-
eas for further refinement. This indicates the challenge of identifying subtle or semantic-driven
inconsistencies, where the spatial or contextual cues are less pronounced. These findings open
research opportunities for integrating more nuanced detection mechanisms or leveraging additional
contextual information to improve detection accuracy in these areas.
Our results confirm that StereoID effectively identifies a wide range of SVI issues in VR apps,

marking a significant advancement in automated SVI detection tools. By achieving high recall rates
across various manifestations, StereoID provides a valuable resource for developers and quality
assurance teams to proactively address and rectify SVI issues, thereby enhancing the overall quality
and safety of VR environments.

5Some samples have multiple manifestations and have been categorized in multiple classes.
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Table 4. Performance of SVI issue detection compared with baselines, -1 represents SVI issues, 1 represents

normal cases

Metrics Autoencoder U-Net CycleGAN Deep3D DIBR StereoID𝑁𝐷 StereoID

Precision (-1) 5.19 32.03 31.60 2.16 17.75 34.63 38.53
Recall (-1) 5.04 31.09 30.67 2.10 17.23 33.61 37.39
F1-score (-1) 5.12 31.56 31.13 2.13 17.48 34.12 37.95

Precision (1) 93.99 95.64 95.61 93.80 94.76 95.80 96.04
Recall (1) 94.16 95.82 95.79 93.98 94.94 95.98 96.22
F1-score (1) 94.08 95.73 95.70 93.89 94.85 95.89 96.13

Accuracy 88.85 91.95 91.90 88.50 90.30 92.26 92.71
Macro avg 49.59 63.84 63.61 47.98 56.25 65.21 67.28
Weighted avg 88.69 91.84 91.79 88.34 90.17 92.20 92.61

5.3 Performance of Detecting Wild SVI Issues (RQ3)

In this section, we delve into the performance of StereoID in wild real-world VR scenarios. This
assessment is crucial for understanding the practical applicability and robustness of StereoID when
faced with diverse and complex (industrial-setting) real-world VR apps. We compare StereoID
against five baselines: Autoencoder, U-Net, CycleGAN, Deep3D, and DIBR, along with a variant of
our framework, StereoID𝑁𝐷 , which lacks depth guidance. Performance metrics include precision,
recall, F1-score, and overall accuracy for detected SVI issues (-1) and normal cases (1).

Table 4 presents the detection performance of StereoID and baselinemethods. Notably, StereoID
demonstrates superior performance across all metrics, particularly in the detection of SVI issues,
with a precision of 38.53%, recall of 37.39%, and F1-score of 37.95%. These results are highlighted
in comparison to normal case detection, where StereoID also leads with precision, recall, and
F1-score of 96.04%, 96.22%, and 96.13%, respectively. Overall, StereoID achieved an accuracy
of 92.71%, outperforming all baselines and evidencing its effectiveness in real-world scenarios.
StereoID’s leading performance in detecting SVI issues underscores its capability to accurately
identify inconsistencies in complex VR environments. The improvement over baselines, especially
in detecting SVI issues, is significant, considering the challenges posed by real-world apps, such as
diverse visual effects, dynamic content, and varying levels of detail. The depth-aware mechanism
within StereoID is pivotal for this success, enabling it to discern subtle discrepancies that are often
missed by other approaches. The superior recall and precision in normal case detection further
illustrate StereoID’s robustness, minimizing false positives and ensuring reliable identification of
non-issues. This balance is crucial for practical apps, where over-reporting can burden developers
with unnecessary reviews, and under-reporting can leave critical issues undetected.

The evaluation results in the wild reinforce the potential of StereoID as a valuable tool for
developers and testers of VR apps. By offering high accuracy and robust performance across a
spectrum of real-world scenarios, StereoID stands out as a promising solution for enhancing the
quality assurance process in VR development. Moreover, the results highlight the importance of
incorporating depth information in SVI detection tools, opening avenues for future research to
explore more sophisticated depth-aware approaches for even greater accuracy.

5.4 Statistical Significance Analysis

We conducted Mann–Whitney U test to analyze whether there exist statistically significant differ-
ences between the results achieved by our approach and those of baselines. This non-parametric
test is particularly apt for analyzing data that do not necessarily follow a normal distribution,
making it a robust choice for our evaluation. Specifically, the test is conducted under the distance
calculation results between the generated right-eye images and actual right-eye images.
As shown in Table 5, these results collectively demonstrate the statistical significance of our

method’s performance when compared with baselines. The consistently low (or near-zero) p-values
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Table 5. Results of statistical significance analysis

Analyzed Between Our Approach

and Which Baseline

Autoencoder U-Net CycleGAN Deep3D DIBR StereoID𝑁𝐷

P-Value 0.0000 0.0000 7.8358e-19 0.0000 4.0191e-235 1.0528e-05

across different comparisons unequivocally suggest that our approach is significantly better than
baselines in terms of detecting SVI issues.

6 THREATS TO VALIDITY

Internal Validity. StereoID partially depends on deep learning models, specifically conditional
GAN models. These models inherently possess a risk of overfitting, which could lead to high
performance on our dataset but limited generalization to unseen data. To mitigate this threat, we
employ a rigorous training protocol, involving validation sets and early stopping mechanisms.
External Validity. While our empirical study incorporates a wide range of VR apps, it is

conceivable that certain types of apps are underrepresented. This implies that our findings and
the resulting deep learning model may not apply universally to all VR apps. Furthermore, our
research is grounded in the current state of VR technology. Future advancements in VR hardware
and software may necessitate adaptations in our methodology.

Construct Validity.We identify SVI issues based on a discrepancy metric between synthetic and
actual right-eye images. While this discrepancy measure is intuitive and has demonstrated utility
in our work, it may not capture all possible manifestations of SVI issues. Certain types of glitches
might lead to negligible discrepancy according to our measure, yet still induce cybersickness in
users. Furthermore, both the empirical study and data collection of one of our datasets rely on the
analysis of bug reports from online forums. The inherent subjectivity and potential inaccuracies of
these reports present a risk to the fidelity of our empirical study findings and the collected dataset.

7 RELATEDWORK

7.1 Studies on VR Applications

Several empirical studies have been conducted to explore and understand VR apps. Rodriguez and
Wang [61] studied the growing trends, popular topics, and common file structures of open-source
VR projects. Adams et al. [28] conducted interviews with VR developers and users to understand
their concerns about security and privacy. Li et al. [47] performed an empirical study on web-based
extended reality bugs to understand their symptoms, root causes, and uniqueness. Nusrat et al. [55]
analyzed the optimization commits in open-source Unity-based VR projects to better understand
VR performance optimization. Epp et al. [35] studied the characteristics of VR games on Steam and
players’ complaints about these VR games. Rzig et al. [63] conducted a quantitative and qualitative
empirical study to analyze existing testing practices of open-source Unity-Based VR apps. Recently,
Li et al. [46] conducted a large-scale empirical study to model the software quality of VR apps
from users’ perspectives. Based on the findings of VR software quality, they discussed insightful
implications of VR quality assurance for both developers and researchers.

7.2 Virtual / Augmented Reality Testing

In the realm of Extended Reality (XR, including VR/AR/MR) testing, significant strides have been
made to address the unique challenges posed by these technologies [36, 59, 63, 65, 67, 68]. For
VR testing, Wang [67] proposed a white-box framework, VRTest, to automate the testing of VR
scenes by extracting scene information and manipulating the user camera with predefined testing
strategies. Further refining the approach to VR testing, Wang, Rafi, and Meng [68] developed
VRGuide. VRGuide employs a computational geometry method, Cut Extension, to optimize camera
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routes for comprehensive object interaction coverage in VR scenes. Gil et al. [36] proposed Youkai,
a framework tailored for Android-based VR apps. Youkai’s capabilities in object detection, camera
position adjustment, and support for six Degrees of Freedom scenarios offer promising preliminary
results for VR unit testing. Souza, Nunes, and Dias [65] introduced VR-ReST, which facilitates the
specification of requirements through a semi-formal language and generates test data from these
specifications. As for AR testing, Rafi et al. [59] proposed PredART to predict human ratings of
virtual object placements in AR scenarios and further detect placement issues. Using automatic
screenshot sampling, crowd-sourcing, and a hybrid neural network for image regression, PredART
achieves effective results in placement issue detection. Given the lack of user-side end-to-end
dynamic XR testing infrastructure, recently, Li et al. [45] proposed an interaction simulation and
automated black-box testing framework for spatial computing XR apps.
Our work, StereoID, uniquely contributes to the VR/AR testing domain by focusing on the

detection of SVI issues without the need for labeled data or access to internal application code.
Unlike the methods mentioned above, which primarily target general testing challenges in VR/AR
environments, StereoID specifically addresses the nuanced issue of SVI through a novel unsuper-
vised, black-box testing framework. Our depth-aware left-right-eye image translator, integral to
StereoID, signifies a groundbreaking step towards understanding and rectifying SVI issues in VR
apps, pushing the boundaries of automated VR testing further.

7.3 Automated GUI Test Oracle

Recently, in order to address the limitations of regular test oracles in detecting GUI glitches,
researchers have started exploring automated GUI test oracles that employ deep learning (DL)
techniques for identifying abnormal GUI states in mobile and web apps [32, 49, 50, 59, 72]. These
studies typically model GUI glitch detection as a classification problem and use different methods
to perform buggy-side training data augmentation, generating screen captures with GUI glitches by
either modifying normal GUI screenshots or injecting bugs into the application code and capturing
the resulting screens. These data augmentation methods supply sufficient training data for deep
learning classifiers to effectively detect faults. Such approaches yield promising results in their
corresponding scenarios, significantly improving the efficiency of GUI testing.

Liu et al. proposed OwlEye [49], a deep learning-based approach to detect UI display issues such
as text overlap, blurred screens, and missing images. The technique utilizes visual information from
GUI screenshots. Chen et al. introduced GLIB [32], a technique designed for graphically-rich apps
like games. GLIB detects non-crashing bugs, such as graphical glitches, using a code-based data
augmentation technique. Zhao et al. presented Seenomaly [72], a vision-based linting approach for
GUI animations. Seenomaly uses an unsupervised, computer-vision-based adversarial autoencoder
to group similar GUI animations, even when lacking sufficient labeled data for training. This
approach aids in linting GUI animations against design-don’t guidelines. Macklon et al. [50]
developed a technique for automatically detecting visual bugs inHTML5 canvas games by leveraging
an internal representation of objects on the canvas. The method decomposes snapshot images into
object images and compares them to oracle assets using four similarity metrics.

7.4 2D-to-3D Image Conversion

There exist multiple works in the computer vision domain that are related to 2D-to-3D image
conversion. Deep3D by Xie et al. [70] uses deep CNNs for the automatic conversion of 2D videos and
images into stereoscopic 3D formats. Unlike traditional methods requiring ground truth depth maps,
Deep3D leverages stereo pairs from 3D movies for end-to-end training, showcasing significant
advancements in performance and human subject evaluations. Lee et al.’s [44] multi-scale DNN
approach redefines view synthesis from a single reference view by integrating a spatial transformer
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module within a unified CNN framework. Chen, Yuan, and Bao’s DenseNet3D [31] introduces a
novel application of 3D densely connected convolutional networks for automatic 2D-to-3D video
conversion, achieving improved results and speed by incorporating 3D convolution layers to grasp
the spatiotemporal video characteristics. The Fused Network proposed by Zhu, Liu, and Wang [74]
integrates unsupervised depth estimation with DIBR in an end-to-end framework, demonstrating
the benefits of leveraging both contextual and geometric information for view synthesis. Shih
et al.’s [64] context-aware layered depth inpainting technique for 3D photography innovatively
combines color and depth structure synthesis in occluded regions, offering an improved method for
novel view synthesis in everyday scenes. Recently, Hachaj’s [38] adaptable 2D-to-3D conversion
approach utilizes a deep convolutional neural network alongside a fast inpainting algorithm,
emphasizing the adaptability and efficiency of converting 2D images to 3D.

Our work, StereoID, distinctively focuses on the detection of SVI issues in VR apps, a niche yet
critical aspect of the 2D-to-3D conversion domain. Unlike the aforementioned studies primarily
aimed at enhancing the conversion quality or efficiency, StereoID tackles the challenge of SVI
issues detection through an innovative unsupervised black-box testing framework. The novel depth-
aware left-right-eye image translator, proposed by us, can generate high-quality synthetic right-eye
images for SVI issue detection. Results in Section 5 demonstrate that StereoID outperforms the
state-of-the-art 2D-to-3D image conversion approaches DIBR [38] and Deep3D [70].

8 CONCLUSION

This paper presents StereoID, an unsupervised black-box testing framework, to detect stereoscopic
visual inconsistencies (SVI issues) in VR apps. Our empirical analysis of 282 real-world SVI issue
bug reports from 15 VR platforms reveals the complexity and diversity of SVI issues, which are
challenging for existing pattern-based supervised GUI testing methods. StereoID leverages a depth-
aware conditional stereo image translator, Painter, to generate synthetic right-eye images from
left-eye images, framing SVI issue detection as an anomaly detection problem. We construct several
datasets to verify the effectiveness and usefulness of StereoID, including a large-scale dataset of
over 171K VR stereo image screenshots collected from 288 real-world VR apps. Extensive evaluations
demonstrate that StereoID effectively identifies SVI issues in both user-reported SVI issues and
wild VR scenarios, outperforming baselines in pixel-level accuracy, structural consistency, and
SVI issue detection accuracy. We believe our research significantly advances the quality assurance
of VR apps, enhancing user experience and safety. Our future work will focus on refining and
enhancing the framework to further improve robustness and applicability.

9 DATA AVAILABILITY

We release our datasets and StereoID, at https://sites.google.com/view/stereoid.
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