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ABSTRACT

A wide range of algorithms have been developed for var-
ious types of automated negotiation. In developing such
algorithms the main focus has been on their efficiency and
their effectiveness. However, this is only part of the picture.
Agents typically negotiate on behalf of their owners and for
this to be effective the agent must be able to adequately
represent the owners’ preferences. However, the process by
which such knowledge is acquired is typically left unspeci-
fied. To remove this shortcoming, we present a case study
indicating how the knowledge for a particular negotiation
algorithm can be acquired. More precisely, according to the
analysis on the automated negotiation model, we identified
that user trade-off preferences play a fundamental role in
negotiation in general. This topic has been addressed little
in the research area of user preference elicitation for gen-
eral decision making problems as well. In a previous paper,
we proposed an exhaustive method to acquire user trade-off
preferences. In this paper, we developed another method
to remove the limitation of the high user workload of the
exhaustive method. Although we cannot say that it can ex-
actly capture user trade-off preferences, it models the main
commonalities of trade-off relations and reflects users’ indi-
vidualities as well.

Keyword: tradeoff, negotiation, preference elicitation, de-
cision making software agent, e-Commerce.

1. INTRODUCTION

Negotiation—the process by which a group of agents come
to a mutually acceptable agreement on some matter—is a
key form of interaction in e-commerce systems [16]. Given
its importance, a wide range of models have been devel-
oped; these include models for auctions, direct one-to-one
negotiations, and argumentation-based encounters (see [19]
for an overview). To date, however, research in this field has
been almost exclusively concerned with the development of
efficient and effective algorithms that enable agents to be
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successful and obtain acceptable outcomes. While this is
clearly important, it is only part of the picture. In most
cases, agents negotiate on behalf of their owner (which may
be an individual or an organisation). For this to be effective,
agents must be able to adequately reflect their owners’ in-
terests, preferences, and prejudices in the given domain such
that they can negotiate faithfully on their behalf. So, the ac-
quisition/learning of this sort of knowledge can be regarded
as an essential aspect of negotiating agent design. However,
at this time, little thought has been given to the problems of
exactly what knowledge an owner needs to impart to their
agent in order to achieve high fidelity negotiation behaviour,
and how such knowledge can be effectively acquired from the
owner. These are clearly serious shortcomings of existing re-
search that need to be addressed if negotiating agents are
to be widely used.

Against this background, our research seeks to start bridg-
ing the knowledge acquisition gap between the negotiating
agents’ owners and the negotiation algorithms that their
agents use. In this paper, we focus on exploring how the
necessary knowledge of tradeoff preferences can be acquired.
Here term tradeoff among negotiation issues refers to a set
of combinations of the issues’ values in which making some
issues’ values worse can be balanced by improving other is-
sues’ values (elements of the set are called tradeoff alterna-
tive), and term tradeoff preference refers to an ordering on a
set of tradeoff alternatives (this is realised through assigning
each alternative a satisfaction degree). Tradeoff is a funda-
mental aspect in the principled negotiation approach and,
in general, is necessary in many other negotiation models
(e.g., [7]). This is because negotiating participants are usu-
ally assumed to be their interest maximisers and a trade-
off alternative can minimise the loss of their interest but
may increase the interest of their negotiation partners (thus
win-win solutions could be reached). So, although our ex-
ploration is carried out for a particular negotiation scenario
[21], its method for eliciting tradeoff preference is significant
for negotiation in general. Also, it contributes towards ex-
tending the research area of user preference elicitation where
the problem has been addressed little.

In the previous paper [20], we develop an exhaustive acquisi-
tion method to obtain user tradeoff preferences. It works in
this way: first make some attributes worse, then ask users to
adjust other attributes to get a balance, and finally asks the
users to assign satisfaction degree to each tradeoff alterna-
tive. According to standard business negotiation theory [1,



8, 25, 26, 30], before doing a real negotiation, people should
explore options as widely as they can. So, when our system
makes some attributes worse, it explores options as widely
as possible. This method is good for acquiring trade-offs be-
tween two attributes that are the most common. However,
its workload for users in eliciting tradeoff preferences values
is very high because: (1) it exhaustively explores the whole
space of all possible tradeoff alternatives; and (2) it assumes
that the human users must be aware of the attributes be-
tween which the tradeoffs exist and the types of tradeoffs.
This motivates the further work that aims at reducing the
workload (most heuristic methods for eliciting user prefer-
ences [12, 14, 13, 10, 27, 15, 6] have similar motivation).
Thus, like that used in heuristic methods of user prefer-
ences elicitation, neural networks, case based reasoning and
inductive learning methods are alternative techniques for re-
ducing the elicitation workload of user tradeoff preference.
Nevertheless, these alternative techniques assume that a lot
of data are available. This is true in many domains, but
not always in this case especially for a new user. Thus,
in this paper we chose to design a meta-knowledge based
method for acquiring user tradeoff preference. Its advan-
tage over these potential alternative techniques' is that it
does not require a large amounts of user data before it works
(i-e., plug in and play). However, like all similar heuristic
method, the accuracy of the method proposed in this paper
is lower than the exhaustive method although the one here
is more efficient.

Additionally, our work is also significant at the following
two aspects. Firstly, the problem of user tradeoff prefer-
ence acquisition has been addressed little in the research
areas of general knowledge acquisition and preference elic-
itation. Accordingly, our work can be viewed as a contri-
bution to these areas. Secondly, to address the problems of
knowledge acquisition for other types of negotiation models
is less significant. The decision models of most negotiation
systems are utility-based, reasoning-based and constraint-
based. The utility acquisition has been revisited and refined
over the past 50 years, and the main results of this research
effort are now well established. so, even if we applied it
to automated negotiation, little could make it special (e.g.,
[11]). As to reasoning based models, knowledge used for
reasonings is mostly modelled as Bayesian networks, fuzzy
rules, or cases; there also exist well-established methods for
acquiring these forms of knowledge (either from data or from
human users). Even if we applied these existing methods to
acquire knowledge for reasoning-based negotiation systems,
the contribution would be limited since we just applied the
existing methods. Nevertheless, there are no general meth-
ods for constraint acquisition and thus we have to invent
some new methods ourselves to solve the problem that has
not been solved yet.

"However, the alternatives are worth studying since gener-
ally speaking different approaches are appropriate for differ-
ent classes of applications. Actually, besides presenting the
first attempts on the topic of tradeoff preference elicitation,
another more important aim of this paper is to motivate
more work on this topic and, more generally, to develop a
thorough understanding of the opportunities and challenges,
problems and candidate solutions, that arise in acquiring
sufficient user requirements and preferences to build soft-
ware agents that are able to negotiate effectively.

The remainder of this paper is structured as follows. Sec-
tion 2 presents our knowledge-based model for acquiring user
tradeoffs. Sections 3-5 identify three common types of trade-
off relations. Section 6 presents knowledge that is used in
our knowledge-based acquisition system for generating con-
crete tradeoff relations. Section 7 discusses related work.
Finally, Section 8 concludes and outlines the avenues of fur-
ther research.

2. KNOWLEDGE-BASED ACQUISITION

This section outlines our knowledge based system of tradeoff
acquisition. Fig. 1 shows the basic idea behind the method.
First, the system queries the user about choice features in
order to determine which attributes the trade-off relations
exist between. Second, in oder to determine the shape of
the tradeoff curve, the system queries the user about the
relative importance degree of one attribute against another
and about some features of tradeoff curves. Finally, the sys-
tem queries the user about his satisfaction degree for each
tradeoff alternative. For example, in the accommodation
renting scenario (described in [21]) a user consults the sys-
tem how to reduce rental rate via tradeoff. First, the system
could query him about his choice: e.g., take accommodation
that is further away from the desired location or for a longer
rental period? If the user tells the system that he likes to
take it further away, the system will suggest the tradeoff is
between distance and rate. Then the system queries about
which attributes, rate or distance, is more important. In
the case the user rates the distance as more important, the
system will further query the user about some features that
are useful in determining the curve shape of tradeoff be-
tween distance and rate. For instance, the system could
ask the user whether medium distance is important. If the
user’s answer is negative, the system will advice the trade-
off takes the curve of adaptive tradeoff relation (details on
this it later). Finally, the system asks the system to assign
satisfaction degrees to the tradeoff alternatives.

The system consists of a number of knowledge bases and
inference functions that we will explain in the following.

The knowledge bases that are applied in the process of trade-
off acquisition are choice rules and generation rules. A
choice rule is used to choose the attributes a tradeoff relation
exists between. The condition part of a choice rule consists
of some choice features that the system will ask a user to
confirm, and its conclusion part specifies which attributes
the trade-off exists. We can have such rules because various
attributes that tradeoffs exist between have been identified
by human negotiation theory [29, 30, 31]. For example, in
business negotiation, usually tradeoffs exist between price
and quality, between price and quantity, and so on. In our
accommodation renting scenario [21], we consider two kinds
of tradeoff relations: (1) the tradeoff between rental rate and
rental period, and (2) the tradeoff between rental rate and
walking distance. In this scenario, choice rules are used to
choose a tradeoff relations from these two. For example, in
the scenario, we have choice rules like “IF moving=‘like’A
busy="‘yes’ THEN use ‘tradeoff between rent and period’ .

2This rule means that if the potential tenant likes to move
from one place to another so that he can often make more
friends and if he is too busy to spent much time on the
journey then he can choose longer rental period to trade off
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Figure 1: Graphical specification of the task model
of the tradeoff acquisition system. The following
graphical conventions are used: Rectangles repre-
sent dynamic knowledge roles. The name of the
knowledge role is written in the rectangle. Ovals
represent inferences. Arrows are used to indicate
input-output dependencies between roles and infer-
ences. The name of a static knowledge role is writ-
ten in a cylinder. The bullet represents the start
point and the o-bullet represents the end point.

After determining which attributes a tradeoff relation exists
between, the generation rules are used to determine the spe-
cific shape of the tradeoff relation. In this paper, we iden-
tified three common types of tradeoff relations. We shall
discuss these in detail in the next three sections. While
discussing these three types of tradeoff relations, accord-
ing to principles of software and knowledge engineering [28],
we first present their axiom framework and then instantiate
these axioms. Actually, the axioms identified define the re-
quirements of some common tradeoffs, and then in order to
fit these requirements we instantiate them.

The following inferences and two transfer functions are em-
ployed in the process of tradeoff acquisition: (1) query: The
inference function specifies the question about information
that the system needs in order to determine tradeoff rela-
tions. The information includes the choice information of
attributes that tradeoffs exist between, relative degree of

the rental rate.

importance of one attribute against another, and features of
various tradeoff types. (2) choose: The inference function
chooses attributes that a tradeoff should be made between.
(3) generate: According to the relative degree of importance
of one attribute against another as well as the feature infor-
mation of tradeoff types, the inference function determines
the concrete curve of the tradeoff relation. (4) assign: The
inference allows the user to assign and adjust their satisfac-
tion degrees to tradeoff alternatives that have been identi-
fied. (5) present: This transfer function presents information
(questions, tradeoff alternatives, and preference on tradeoff
alternatives) to the user. (6) receive: This transfer function
reads in information (the answer to the question, the rela-
tive importance degree of one attribute against another, and
the satisfaction degrees of tradeoff alternatives).

3. THE QUALITY TRADEOFF

This section discusses a kind of tradeoff relation where the
concession of good value of one attribute is used to improve
the bad value of another attribute, and thus we call it a qual-
ity tradeoff. The basic idea of this kind of tradeoff between
attributes z and y is inspired by the following intuitions that
people make tradeoffs between two attributes:

1. If attribute x is more important than attribute y, then
when 1’s good values® are used to tradeoff z’s very bad
values, the user is willing to make y a lot worse to get
x a little better; and the worse z is the more one needs
to make y worse. For example, in our accommodation
renting scenario, if the rental rate is more important
than the walking distance, then when the rental rate is
£330 and the walking distance is (almost) no time, the
user might be willing to increase walking distance to 15
minutes (half to the worst value, or say 50% worse) to
get the rental rate reduced to £250 (about 24% better).
This is because each month he saves 330 — 250 = 80
pounds; so if he needs to go to university once each
day, it means that he makes % = 2.67 pounds by
spending 15 + 15 = 30 minutes—clearly it is worth if
it is regarded as a kind of part time job (suppose that
for a student the minimum payment of a part time job
is 5 pounds per hour).

2. If attribute z is less important than attribute y, then
when y’s good values are used to tradeoff z’s very bad
values, the user is willing to make y a little worse in
order to get = a lot better and the better y’s value is
the less one needs to make y worse in order to get x
better. For example, in the accommodation renting
scenario, if the rental rate is less important than the
walking distance, then when the rental rate is £330
and the walking distance takes (almost) no time, the
user is willing to increase walking distance to 10 min-
utes (about 33% worse) for reducing the rental rate to
£150 (about 54% better).

3. If attribute z is equally important as attribute ¥, then
the user is willing to make y worse to the same extent of

3Generally speaking, it is a fuzzy concept. However, in this
paper we regard a value as a good value if it is greater than
a threshold. Regarding it as a fuzzy concept falls outside the
scope of the current paper although it is certainly a subject
of further research.



getting « better. Again, in the accommodation renting
scenario, if the rental rate is equally important as the
walking distance, then when the rental rate is £330
and the walking distance is (almost) no time, the user
is willing to increase walking distance to 16 minutes
(about 53% worse) for reducing the rental rate to £154
(about 53% better).

Formally, let the range of attribute z be [a, b] and the range
of attribute y be [¢,d], where a,¢ > 0. Suppose the user
thinks the greater z’s value is the worse it is, and the greater
y’s value is the worse it is. Thus, the alternative tradeoffs
between z and y can be defined as a relation f : [a,b] —
[c,d]. Then, the first intuition means that when z is not
smaller than a point zo the decrement rate of = is smaller
than the increment rate of y = f(z), i.e.,

2 &1 flx1) = f(z2)

z
xo <21 < T2 =
0 =T =" b—a d—c ’

(1)

the second intuition means that when z is not smaller than
a point the decrement rate of z is greater than the increment
rate of y = f(x), i.e.,

-z x1) — f(x
2 1>f( 1) f( 2); (2)
b—a d—c
and the third intuition means that the decrement rate of x

is the same as the increment rate of y = f(x), i.e.,

w2 —x1 _ fx1) = f(x2)
b—a d—c ’ (3)

x
o <11 < T2 =
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And with respect to (1), we have:
flz2)=f(z1) _ _d=c lim
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with respect to (2), we have:

fle2)=flx)  d=c
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and with respect to (3), we have:
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In mathematical calculus,

f(z2) — f(x1)

r2 —T1

lim
zro—x1—0

is the derivative of y = f(z), denoted as y'.

Moreover, intuitively when the degree, «, to which attribute
x is more or less important than attribute y is different, the
tradeoff relations between them should be different. More
specifically,

e when z is more important than y, the greater a the
more concession at y is needed in order to get x better
a little from its worst value;

e when z is less important than y, the smaller « the less
concession at y from its best value is needed in order
to get = better a lot; and

e when « is approaching to 0.5 (i.e., = is equally impor-
tant as y), the rate of the concession at y is approach-
ing to the rate of the improvement at z.

We let this kind of degree take its value on [0, 1]:

e In the case a € (0.5,1], the greater a the more z is
more important than y (in particular, when a is 1, x
is completely more important than y). So, the greater
a the more concession at y is needed to get = better
from its worse value.

e In the case a € [0,0.5), the smaller a the less z is
more unimportant than y (in particular, when 6 is 0,
x is completely unimportant compared with y).

Thus, formally we have the following definition:

DEFINITION 1. Suppose a € [0,1] is a degree to which
attribute x is more or less important than attribute y. For
a given value of o, let fo : [a,b] — [c,d] be not increasing,
and Va € [0,1], fa(a) = d,fa(b) = ¢. Then y = fo(z)
is a quality tradeoff relation between x and y if there is a
constant xo € [a,b] such that

1. when x is more important than y, the following prop-
erties hold:

/ d—c

< T bh—a’

(a) > x0=>y

(b) T > T2 = Y1 >y,
far(@)=e _ far@)=c

b—z — b—z ’

(d) limgo5y =d— Z:S (x —a);

(c) a1 < az =

2. when x is less tmportant than y, the following proper-
ties hold:

(a) x> w0 =y >—§=¢,

(b) 1 < w2 = y1 >y,

faq (z)—c fag(z)—c
(C) ar <oz = })71 < 2bfz ’ and
(d) limaosy=d— Z:g (z —a); and
3. when x s equally important as y, y = —f:g.

The above definition lists the axioms that formally represent
human tradeoff commonalities we discussed above. The fol-
lowing theorem gives an instantiation of the generic frame-
work of these axioms.

THEOREM 1. Let o € [0,1] is a degree to which attribute
x € [a,b] is more important than attribute y € [c,d]. The
relation
2(1—a)
(d—c) (1—’0—“) +e ifa€(05,1]

y= (d_c)<1_2%a;)2“>+c if a € 10,0.5]

is a quality tradeoff relation between x and y.

(7)




The above theorem indeed realises the idea of making y
worse to get x better. For example, from the proof of the
above theorem,? we can see that:

e In the case that a = %, when z is improved from d to
3(b— a) + a, y becomes worse from ¢ to

(d—c)\/l— (%(b_a)+a)_a+c= d—c ..

b—a 2

This means that when z is more important than y,

d—c —
the concession of 50% (%) of y can get the
—(3(b—a)+a
improvement of 25% (%) of z.

e In the case that o = i, when x is improved from b to
+(b—a) +a, y becomes worse from c to

(d—c) 1—\/(i(b_ba)_:a)_a +c= d;c+c.

This means that when z is less important than y, the
(43 +e)—c
d—c
b—(i(b—a)+a)) of =

b—a

concession of 50% ( ) of y can get the im-

provement of 75% (

Now we apply tradeoff relation (7) in our accommodation
renting scenario. This involves three attributes rate, period
and distance that have domains of [0, 330], [0, 12] and [0, 30],
respectively. For the student, the greater the value of rate
the worse it is (its worst value £330 and its best value is
£0); the greater the value of period the worse it is (its worst
value 12 months and its best value is 0 month); and the
greater the value of distance the worse it is (its worst value
30 minutes and its best value is 0 minute). Thus, by (7) the
quality tradeoff relation between rate (r) and period (p) are
as follows:

121 gr) Y ifae (0.5,1], )
Pl (- (5n™)  iface,05)
and the quality tradeoff relation between rate (r) and dis-
tance (d) are as follows

B { 30 (1—+5r)""" ifa e (05,1],

30 (1= (s%7)™) ifa€o,05] ©

From Fig. 2 of tradeoff relation (9),® it can be seen that:

e When rate is more important than distance the good
values of distance are decreased to improve rate, the
rate of getting rate better is smaller than that of mak-
ing distance worse. Intuitively, it means that the user
is willing to make distance a lot worse in order to get
rate a little better. Moreover, the greater the relative
importance degree o the more concession at distance

“We omitted the proofs of all theorems in this paper due to
space limitations.

5The figures of tradeoff relation (8) is similar, and so omit-
ted.
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(a) Tradeoff relations between rate and distance for given
relative importance degrees.
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(b) Tradeoff relation between rate and distance for various
importance degrees.

Figure 2: The quality tradeoff relations.

is needed in order to get rate better a little from its
worst value.

o When rate is less important than distance and the good
values of distance are decreased to improve rate, the
rate of getting rate better is greater than that of mak-
ing distance worse. Moreover, the smaller the relative
importance degree a the less concession at another at-
tribute from its best value is needed in order to get
rate better a lot.

e When rate and distance are equally important, the rate
of getting rate getting better is the same as that of
making distance worse.

Different users may have different opinion about how much
one attribute is more important than another. So, the rel-
ative importance of one attribute against another actually
reflects a user’s individuality (i.e., the user’s preference). So,
among a family of tradeoff relations (7), for a specific user,



the one that takes his preference is better than any other.
Without considering user preferences, we cannot talk about
whether a given tradeoff relation is better than another.

4. THE IMPASSE TRADEOFFS

In quality tradeoffs, an attribute is always made worse to get
another better. However, this may not be true in all cases.
For example, although attribute y is less important than
attribute z, it may have a perceived bottom line. Tradeoffs
may reach an impasse at the bottom line. However, the
desirable attribute’s value can suddenly become very much
attractive so that the users may feel the values of the other
attribute can go beyond the bottom line; after that moment,
since the value of the more important attribute becomes very
good, it is reasonable to make the less important attribute a
lot worse to get the more important attribute a little better.
The following definition captures this intuition.

DEFINITION 2. Suppose a € (0.5,1] is a degree to which
attribute x is more important than attribute y. For a given
value of a, let fo : [a,b] = [c, d] be not increasing, fo(a) =d
and fo(b) = c. Let B € [c,d] is one constant, called bottom
line of y. Then y = fo(x) is an impasse tradeoff relation
between x and y if Ja1,b1,a2,b2 € [0,1],

Vz € [a1,b1], f(z) = B, (10)

Va € [o,a2) U (ba, By < — 5, (1)

Vri, 22 € [a,a2), 71 < x2 = y) < Yo, (12)

Vzi,z2 € (b2, b, 21 < 2 = 4y > v, (13)

Vz € [a,a1),a1 > a2 = A= fou (@) > i [ (1‘)7 (14)
T —a T —a

fa;)(m)_c > fﬂfz(x)_c. (15)

VmE(bz,b],a12a2:> s b— 2

In the above definition, (10) means that £ is the bottom line
of y where it is stuck after x is improved from b, to ai; (11)
means that the good value of the less important attribute
y is decreased a lot to improve a little the very bad value
of the more important attribute z, and the bad value of the
less important attribute y is decreased a lot to improve a
little the very good value of the more important attribute
z; (12) means that the better the very good value of z the
more concession at y needs to be made to get z further
better; (13) means that the worse the very bad value of x
the more concession at y needs to be made to get x better;
(14) means that the more important z is than y the more
concession at y is needed to get x closer a little to its best
value; and (15) means that the more important z is than y
the more concession at y is needed to get x better a little
from its worst value.

The following theorem gives an impasse tradeoff relation.

THEOREM 2. Suppose the domain of attribute x is [a, b]
and the domain of attribute y is [c,d], a € (0.5,1] is a degree
to which  is more important than y, and B € [c, d] is bottom

line of y. Then the relation, defined as

r 2(1—a)

(@-o(1-52)" e

Zfl' S (xuery-bad;b]a

B

Yy = lfil? S [x'uery—goody xvery-bad]: (16)
2(1—a)
@-o(1- (7)) +e
L ’Lfil? € [a,fl:very—good);

is an impasse tradeoff relation between x and y, where

1
- 2(1-a)
Lvery-good = (b - a) (1 - 5_ z) +a, (17)

Tyery-bad = (b - a) (1 a <§ :z) 2(1_‘1)) + a.(].S)

Now we apply the impasse tradeoff relation (16) in our ac-
commodation renting scenario. From (16) the impasse trade-
off relation between between rate (r) and period (p) is:

. 2(1—a)
12 (1 — 5557) .
if r € (330(1 — (£)=T7),300],
B
p= if r € [330(1252 ) 207w, 330(1— (&) 7)),
2(1—a)
12 (1= (557) l)
1
{ if r € [0,330(252) 30,

(19)
and the impasse tradeoff relation between rate (r) and dis-
tance (d) is:

(130 (1 — 5557)°0
1
if r € (330(1 — (&)2T-27),300],

B

1

if r € [330(22=2) w7, 330(1— (&) TTw)),

30 (1= (5h7)"" ™

1
{ if r € [0,330(2%52) 2027 );

(20)

In (19), if a user specifies a = % and 8 = 6, then the impasse
tradeoff relation between rate(r) and period(p) is

124/1 — o&=r if r € (330 x 2,300],
p=46 if r €330 x £,330 x 3], (21)

12 (1 - \/%) if r € [0,330 x 3);

and in (20), if a user specifies « = § and 8 = 6, then the
impasse tradeoff relation between rate (r) and distance (d)

1S:
304/1— z5r  if r € (330 x £,300],
i={ 15 if r € [330(330 x 1330 x 2],
30 (1-y/5kr) ifr€[0,330 x 1),
(22)

From the figures (Fig. 3) of these relations, it can be seen
that:

o When rate is very bad (i.e., more than 2 x 330), since

it is more important than another attribute, the user is
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Figure 3: The impasse tradeoff relations.

willing to make it a lot worse to get rate a little better;
and as the other gets worse the speed of getting rate
better becomes less.

e When the other decreases to its bottom line (i.e., 6
months for attribute period, and 15 minutes walking
for attribute distance), the user is unwilling to make it
worse further unless rate becomes very good (i.e., less
than & x 330).

e When rate becomes very good and thus very attractive,
the user may become interested in bringing rate down
further by making the other a lot worse.

For example, for a student who wants to rent an accommo-
dation with limited budget, when the accommodation with
good distance is very expensive, he is willing to increase the
distance a lot to get accommodation cheaper a little; but
when the distance reaches his bottom line he becomes un-
willing to increase the distance further until the rental rate
becomes very good; after the rental rate becomes very good,
he likes to bring it down further by increasing distance a lot

since at the moment the rental rate is so attractive for him
and the distance is already not good any more.

S. THE ADAPTIVE TRADEOFF

In some cases, the negotiator’s attitude about which at-
tribute between x and y is more important can change dur-
ing the course of a tradeoff. For example, (1) when y takes
on very good values it can be viewed as more important
than z, and so making y a little worse should get = a lot
better; (2) when y’s value becomes not very good but z’s
value is still not very good, the user would like to make y a
lot worse to get x a little better, but this cannot go too far;
thus (3) when y becomes too bad the user will not make y a
lot worse to get x a little better, or say y is viewed more im-
portant than z again, and so the user makes y a little worse
to get x a lot better. These intuitions can be captured by
the following definition.

DEFINITION 3. Suppose a € [0,0.5) is a degree to which
attribute x 1s more important than attribute y. For a given
value of a, let fo : [a,b] = [c,d] be not increasing, fo(a) =d
and fa(b) =c. Let f :[a,b] — [c,d] be decreasing, f(a) =d
and f(b) = c. Theny = f(x) is an adaptive tradeoff relation
between x and y if Ja1,b1,a2,b2 €[0,1],

Vr € [al,bl] :>y' < —Z:;,

Vz € [a,az2) U (b2, b] = y > _%:
Vzi,z2 € [a,a2),z1 < x2 = Y1 > Yo,
Vo1, 22 € (b2,b], 21 < T2 = y1 > ys,
d—fa, (x) < d_faz(x), 97
r—a ~ z—a
@)=c _ forl@)—c.

—x — b—x

Vz € [a,a1), 01 <ar=

Vr € (bz,b],al <az= fﬂqb

In the above definition, (23) means that when y is neither
very good nor very bad, by making y a lot worse users can
get = a little better; (24) means that when y is either very
good or very bad, by making y a lot worse users can get
z a little better; (25) means that when y is very bad, the
improvement in z is increasing as y gets worse (the more the
value of = approaching to the limit the harder the concession
on y); and (26) means that when y is the very good, the
improvement in z is decreasing as y gets worse (the worse
the value used to tradeoff the less its worth); (27) means
that the less important x is than y the less concession at y
is needed to get x closer a little to its best value; and (28)
means that the less important x is than y the less concession
at y is needed to get x better a little from its worst value.

The following theorem gives an adaptive tradeoff relation.

THEOREM 3. Suppose the domain of attribute x is [a,b]
and the domain of attribute y is [c,d], a € [0,0.5) is a degree
to which x is more important than y. Then the relation,



defined as

2a
(d—c) (1— (”,f:;’) ) +c  if x € (Tpaa, b,
Yy = %(l’ - z‘bad) + Ygood fo € [xgoody xbad]v

(d—c)(1- §:g)2a +eo

if © € [a,Tgood),

(29)
is an adaptive tradeoff relation, where

Ygood = (d — C) (1 - (%)ﬂ +e (30

20
Ybad = (d — ) (1 - %) +ec. (31)

Now we apply the adaptive tradeoff relation (29) in our ac-
commodation renting scenario. Let kgood, kbea € [0,1] and
kgood < kpaq- Then from (29), the adaptive tradeoff relation
between rate (r)

(12 (1- ()™
if 7 € (330kpqa, 330],
2 2a
p= e 3§3§,§jjod_,f;d'§g°°d)) (r—330kpaq)+12(1 —K<,)
ifre [330kgood;330kbad]7
12 (1 - 5hr)™
{ if 7 € [0, 330k 00a);

(32)

and the adaptive tradeoff relation between rate (r) and dis-
tance (d) is as follows:

(30 (1 - (%07«)2“)
if r € (330kbaa, 330],

30((1_kgood )2 — (1—’93?”))

d= 330(kyo0d —Foad) (r—330kbaa)+30(1 —Koy)
if r€[330kg004,330kpad],
1 2a
30 (1 — 5357)
L if r € [0,330kg004)-

(33)

In (32) and (33), if a user specified o = 7, kgood = 2 and
kbad = ;—g, then the adaptive tradeoff relation between rate
and period (p) is as follows:%

1
12 (1= /557)

if r € (28 x 330,330],

25
p=1q —5 (r—3 x330) +2 ifrelg x330,5 x 330],
124/1— r if r € [0, = x 330);
(34)

6There the 20% best values of p are regarded as being very
good and the 20% worst values of y are regarded as being

very bad. Thus, by (34) and (35), when pyery-good = = X 12,

16 4
Toad = 3z X 330, and when pyery-bad = 7 X 12, Tgood =

5
= x 330.
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Figure 4: Adaptive tradeoff relations.
and the adaptive tradeoff relation between rate (r) and dis-
tance (d) is as follows:

30 (1—\/177") it r € (1 x 330,330],

330 25
d=4¢ —22(r— 32 x330) +6 ifrelz x 330,52 x 330],
304/1 — 5257 if r € [0, = x 330).

(35)
From the figures (Fig. 4) of these relations, it can be seen
that:

e when period (or distance) is very good (i.e., less than
12 x % for period or 30 x % for distance), since it is
viewed as more important than rate, the user is willing
to make it a little worse in order to get rate a lot better;

and

e when period (or distance) becomes not very good (i.e.,
more than 12 x £ for period), 30 x % for distance) but
rate is still not very good (i.e., less than 330 x %), the
user will make period (or distance) a lot worse to get
rate a little better, but this cannot go too far; thus



e when period (or distance) becomes too bad (i.e., more
than 12 x % for period, 30 x % for distance), the user will
not make it a lot worse to get rate a little better, or
say the attribute that is used to tradeoff rate is more
important than rate again, and so the user makes it
just a little worse to get rate a lot better.

Again, these points capture another viable way of trading
off between attributes. For example, for an international
PhD student who is seeking accommodation. Suppose she
is preparing her PhD thesis and her husband wants to go
back to their motherland as soon as possible. Thus, she
wish to live as close to the university as possible so that she
can get more time and finish her thesis as soon as possible.
Accordingly, she regards the distance being important than
more the rental rate when the distance is very good although
the rental rate is very expensive. So, in this situation she
is unwilling to increase distance a lot to get rate cheaper a
little. However, when the distance becomes not very good
she likes to increase distance a lot to decrease rate a little
since in this situation she would like to take bus to her ac-
commodation if she can save some money and taking bus
will not significantly increase the time that she spends in
the journey. Nevertheless, when the distance becomes too
bad, even if she takes the bus it is not convenient for her and
takes a lot time in the journey, and so she does not want to
increase distance much to get rental rate better a little.

6. GENERATION RULES

From the analysis of the above three sections, we can see
that tradeoff relations can be classified into three types: (1)
a less important attribute is used to trade off another more
important attribute, (2) a more important attribute is used
to trade off another less important attribute, and (3) an at-
tribute is used to trade off another attribute with the same
importance. For the first type of tradeoff relations can be
further classified into two subtypes: (1) the users do not
want to stuck at the bottom line of the attribute that is
used to trade off another attribute (i.e., a kind of quality
tradeoff relations); and (2) the users do want to be stuck
at the bottom line of the attribute that is used to trade
off another attribute (i.e., impasse tradeoff relations). For
the second type of tradeoff relations can be further classi-
fied into two subtypes: (1) the users care about all good
values of the attribute that is used to trade off another at-
tribute (i.e., another kind of quality tradeoff relations); and
(2) the users do not care about not very good values and not
very bad values of the attribute that is used to trade off an-
other attribute (i.e., adaptive tradeoff relations). Thus, the
generation rules that are used to choose concrete tradeoff re-
lations are based on the following information: (1) which at-
tributes the desired tradeoff is between, (2) which attribute
is more important and how much it is more important, and
(3) whether the tradeoff relations have the characteristics of
impasse tradeoff relations or adaptive tradeoff relations.

Accordingly, for example, the generation rules for the ac-
commodation renting scenario are as follows:

Ry: IF the tradeoffs are between rate and period AND
rate is more important than period AND
do not want to be stuck at the bottom line of period

THEN the tradeoff relation is (8) with respect to
relative importance degree a of rate against period

R>: IF the tradeoffs are between rate and period AND
rate is more important than period AND
want to be stuck at the bottom line of period
until the rate becomes very good
THEN the tradeoff relation is (21) with respect to
relative importance degree a of rate against period

R3: IF the tradeoffs are between rate and period AND
rate is less important than period AND
care about all good values of period
THEN the tradeoff relation is (8) with respect to
relative importance degree a of rate against period

Ry4: IF the tradeoffs are between rate and period AND
rate is less important than period AND
do not care about not very good and not very bad
values of period
THEN the tradeoff relation is (32) with respect to
relative importance degree a of rate against period

Rs: IF the tradeoffs are between rate and period AND
rate is equally important as period

THEN the tradeoff relation is (8) with respect to
relative importance degree o = 0.5

Rs: IF the tradeoffs are between rate and distance AND
rate is more important than distance AND
do not want to be stuck at the bottom line of
distance
THEN the tradeoff relation is (9) with respect to
relative importance degree a of rate against distance

Ry7: IF the tradeoffs are between rate and distance AND
rate is more important than distance AND
want to be stuck at the bottom line of distance
until the rate becomes very good
THEN the tradeoff relation is (22) with respect to
relative importance degree a of rate against distance

Rs: IF the tradeoffs are between rate and distance AND
rate is less important than distance AND
care about all good values of distance
THEN the tradeoff relation is (9) with respect to
relative importance degree a of rate against distance

Rgy: IF the tradeoffs are between rate and distance AND
rate is less important than period AND
do not care about not very good and not very bad
values of distance
THEN the tradeoff relation is (33) with respect to
relative importance degree a of rate against distance

Rio: IF the tradeoffs are between rate and distance AND
rate is equally important as distance
THEN the tradeoff relation is (9) with respect to
relative importance degree o = 0.5

7. RELATED WORK

The background of our work is knowledge acquisition and
preference elicitation. There are many methods for acquir-
ing knowledge from humans for knowledge-based system in
general (see [17] for an overview). However, usually they



do not aim at eliciting user preferences for decision mak-
ing. Fortunately, there are also some methods for prefer-
ence elicitation for decision making problems. The most
common ones elicit a user’s preferences by means of utility
functions. For instance, (1) gambling elicitation techniques
[23] in which the utility of one outcome is ascertained by
comparing it to a lottery involving two others; and (2) visual
exploration and incremental utility elicitation [3] in which
suggestions are made visually to a human user based on an
incomplete model of their utility function and the model is
updated based on the feedback from the user. However, the
workload that users use these methods to elicit preferences
is very high. In order to address the limitation, some special
ways to acquire preferences from users have been proposed.
For example, (1) the case based preference elicitation [12,
14, 13] that requires a user to provide partial information
about their preference and then constructs the whole pref-
erence structure via choosing the most similar one in the
case base of preference structure; and (2) preference elic-
itation via theory refinement [10, 27, 15] that starts with
approximate and incomplete domain knowledge and then
corrects inaccuracies and incompleteness by training on ex-
amples (i.e., knowledge-based artificial neural networks are
used to learn user preferences).

While a procedure of negotiation can be viewed as the one of
dynamic decision making over time, our tradeoff preference
elicitation for negotiation is different from preference elici-
tation for decision making in general. In the area of pref-
erence elicitation for decision making problems, the term
preference refers to ordering on a set of alternatives and its
focus is on eliciting the ordering; little work is on eliciting
alternatives. In this paper, our focus is on eliciting tradeoff
alternatives. As to the problem of eliciting ordering on a
set of tradeoff alternatives (i.e., the preference on tradeoff
alternative), we just use a method of direct rating in order
to highlight the elicitation of tradeoff alternatives. In future
work, we believe it is worth merging more elaborate meth-
ods for preference elicitation into our methods for eliciting
tradeoff alternatives.

While existing techniques for constraint elicitation have shown

some success in particular contexts, they are not easily able
to handle our tradeoff acquisition problem. This is true even
though in our model the users’ tradeoff preferences are rep-
resented by fuzzy constraint. Firstly, a number of methods
have been proposed to acquire crisp constraints. For ex-
ample, [24] presents an approach to interactive constraint
acquisition based on the techniques of Mitchell’s List-Then-
Eliminate method [22]. In this approach, there is a “hypoth-
esis space” of constraints over which a general-to-specific
ordering is known (or is implicit in the hypothesis space
representation). Then the user’s examples (where a con-
straint should be satisfied or violated) are used to eliminate
hypotheses that are inconsistent with the examples. In this
procedure, a strategy is also employed to minimise the di-
alog length between the user and the computer. However,
this method is only applicable to crisp constraints. Secondly,
Biso et al. used neural networks to attack the problem of
soft constraint acquisition [2] (fuzzy constraints are a spe-
cial case of soft constraints). However, their method is used
to learn the solution rating function given a fixed constraint
graph and some examples of solution ratings. Thus, their

method assumes the constraints are already available, and
what their method learns is how to rate a solution according
to the available constraints. It does not resolve the problem
of how to acquire soft constraints themselves.

Perhaps the most related work to ours is that of [9] that aims
to acquire tradeoffs in a user’s preferences. However, there
are a number of important differences. First, [9] uses heuris-
tic strategies to generate various tradeoffs and then asks the
user to confirm whether they are acceptable (their aim is
to improve the efficiency of the acquisition process). This
approach may cause some tradeoffs to be missed in complex
multi-dimensional spaces and so we focus on a more system-
atic exploration of the space based on knowledge about the
types of tradeoff relation. Second, the method in [9] is not
designed for negotiation problems, and their example sce-
nario, the N-Queens problem, is much more objective than
that typically used in negotiations. Third, in [9] tradeoffs
are crisp (i.e., the user regards each tradeoff as an equal
alternative), but in this paper tradeoffs are fuzzy (i.e., for
different alternative tradeoffs the user has different satisfac-
tion degrees, or simply the user has a preference on tradeoff
alternatives). Fourth, [9] does not identify various types of
tradeoff relation, but we do and moreover, we gave an in-
stance for each type. This significantly reduces the users’
burden.

Finally, in the research area of agent-based automated nego-
tiation little work has addressed the problem of preference
acquisition from human users.

e The work [18] provides a method for one agent to elicit
preferences from another agent in combinatorial auc-
tion settings. However, this work assumes that the
user has already imparted their preferences into the
negotiating agent (the aim of our work presented in
this paper) and the aim of their elicitation process is
to prune the auctioneer agent’s search space.

e In another work [4], negotiation and preference elici-
tation is linked. However, the work is different from
ours in the following aspects: (1) Its preference elicita-
tion does not refer to user preference elicitation. Ac-
tually, it refers to a program (an automated resource
manager) that elicits the preferences on resources from
other programs (workload managers). Rather, the aim
of our work in this paper is to elicit tradeoff preferences
from users. (2) The process of its preference elicitation
is viewed as a cooperative negotiation between an au-
tomated resource manager and workload managers. In
other words, the motivation of its elicitation is not for a
program to negotiate faithfully on behalf of its human
owner (the motivation of our work in this paper). In
fact, its motivation is to find near-optimal allocations
of resources to distinct computing elements in large,
distributed computing systems.

e In our work [5], the most valuable contribution is that
it can acquire seller’s rewards and restrictions to prod-
ucts, but user tradeoff preference elicitation is not in-
volved there. Acquiring buyer’s tradeoffs on negoti-
ation issues is the focus of this paper. So, they are
complementary to each other.



e The work in [11] employs an evolution algorithm to
address the problem of preference elicitation in form
of utility functions. However, there term preference is
general rather than tradeoff preference. As a result, it
is not distinguished from the research area of general
user preference elicitation.

8. CONCLUSIONS AND FUTURE WORK

This paper highlights the importance of knowledge acqui-
sition for negotiation agents. In particular, we develop a
knowledge-based method for acquiring user tradeoff prefer-
ences and identify three common types of tradeoff relations.
This is very important because tradeoffs are one of the fun-
damental things in the principled negotiation approach [8].
Moreover, our negotiation model [21] partially realised the
principled negotiation approach. The approach is recognised
as one of the best approaches for manual bilateral nego-
tiations and it has been shown to be applicable to many
domains. So, although we use an accommodation renting
domain as the example, our methods are also generally ap-
plicable.

Motivating more work is one of the important aims of this
paper. We think the following issues are worth further
studying:

e Other types of knowledge used in negotiation mod-
els. For the principled negotiation approach [8], there
are three classes of knowledge used in negotiation: (1)
knowledge for interest-based negotiation, (2) knowl-
edge for making tradeoffs, and (3) knowledge for argu-
mentation. This paper focuses on eliciting the second
class; the issues of eliciting the other two need to be
studied. More generally, work is needed to determine if
there are knowledge requirements that are more com-
mon to many negotiation algorithms and, if so, what
knowledge acquisition methods can be applied to these
broad classes of requirements.

e Other methods of user tradeoff preference elicitation.
The exhaustive method proposed in another paper [20]
can be viewed as a base line of user tradeoff preference
elicitation; its high elicitation cost can motivate a lot of
further work. The knowledge-based method developed
in this paper is an example that is motivated by the
high elicitation cost of the first method. Like what has
been done in the area of general preference elicitation,
many heuristic methods (e.g., neural networks, case
based reasoning and inductive learning) can be used
for reducing the elicitation workload of user tradeoff
preferences.

e Other types of tradeoff: (1) beyond the trading off of
one issue against another; (2) beyond the linearity of
preferences (e.g., a user may prefer tradeoff alternative
a to tradeoff alternative b, and tradeoff alternative a to
tradeoff alternative ¢, but have no preference between
b and c); and (3) beyond the crisp curves of tradeoff
relations (e.g., two alternatives: (i) if rate is about 260
pounds then the distance is about 20 minutes walking;
and (ii) if rate is about 270 pounds then the distance
is about 15 minutes walking).

e Other types of negotiation model. Besides constraint-
based negotiation models, other two common classes of
negotiation models are utility-based ones and reasoning-
based ones. The utility acquisition have been revisited
and refined over the past 50 years, and the main results
of this research effort are now well established. As to
reasoning based models, knowledge used for reasonings
could be modelled as Bayesian networks, fuzzy rules,
or cases; there also exist well-established methods for
acquiring these forms of knowledge from data or from
human users. These existing methods can be applied
for acquiring knowledge for reasoning-based negotia-
tion systems.
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