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Abstract

A local convergence analysis for a generalization of a family of Steffensen-type iterative methods with
three frozen steps is presented for solving nonlinear equations. From the use of three classical divided
difference operators, we study four families of iterative methods with optimal local order of convergence.
Then, new variants of the family of iterative methods is constructed, where a study of the computational
efficiency is carried out. Moreover, the semilocal convergence for these families is also studied. Finally,
an application of nonlinear integral equations of mixed Hammerstein type is presented, where multiple
precision and a stopping criterion are implemented without using any known root. In addition, a study,
where we compare orders, efficiencies and elapsed times of the methods suggested, supports the theoretical
results obtained.
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1 Introduction

Let F : D ⊂ Rm −→ Rm and assume that F has, at least, third-order Fréchet derivatives with continuity on
a convex nonempty set D. Suppose that the equation

F (x) = 0, (1)

has a solution x∗ ∈ D at which F ′(x∗) is nonsingular. In this study we are concerned with the local convergence
and the computational efficiency of a family of iterative methods for solving (1). We analyze the following
iteration family

Φ :


x ∈ D ⊂ Rm,
y = x−Θ−1 F (x),

z = y −Θ−1
(
α1F (x) + α2F (y)

)
,

X = z −Θ−1
(
β1F (x) + β2F (y) + β3F (z)

)
,

(2)

where α1, α2, β1, β2, β3 are real parameters and Θ can be the following three different divided difference
operators:

Θ1 = [x, x+ F (x);F ], Θ2 = [x− F (x), x;F ] or Θ3 = [x− F (x), x+ F (x);F ], (3)
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which give three variants of the Steffensen method [16] if we only consider the first step of five-parameter
iteration family Φ defined in (2); namely, X = x−Θ−1 F (x). Observe in (2) that the same operator Θ is used
in the three steps in order to minimize the computational cost. Several papers in the recent literature taking
into account iterative methods with an operator repeated, that we call frozen, can be found in [1–4,12].

We give a more general expression of the first order divided difference operator setting εA = A − x∗ and
εB = B − x∗, where x∗ ∈ Rm is a simple solution of nonlinear equation (1), and A and B are functions of x
with A(x∗) = x∗ and B(x∗) = x∗. From papers [9, 10], the divided difference operator, in terms of the errors
εA and εB , can be expressed by

[A,B;F ] = Γ
(
I + A2 (εA + εB) + A3(ε2

A + εAεB + ε2
B) +O3(εA, εB)

)
, (4)

where εp =
(
ε,

p

˘. . ., ε
)
. Moreover, O3(εA, εB) is O(εpA ε

q
B) with 0 ≤ p, q ≤ 3 and such that p + q = 3, and

Ak = Γ−1 F (k)(x∗)/k! ∈ Lk(Rm,Rm), k ≥ 2, with Γ = F (1)(x∗). From (4) and considering the expression of
F (x) in powers of e = x− x∗:

F (x) = Γ
(
e+ A2 e

2 + A3 e
3 + O4(e)

)
, (5)

we obtain

Θ1 = [x, x+ F (x);F ] = Γ
(
I + A2(2e+ ẽ) + A3(3e2 + 3eẽ+ ẽ 2) + A2ΓA2 e

2 +O3(e, ẽ)
)
, (6)

Θ2 = [x− F (x), x;F ] = Γ
(
I + A2(2e− ẽ) + A3(3e2 − 3eẽ+ ẽ 2)− A2ΓA2 e

2 +O3(e, ẽ)
)
, (7)

Θ3 = [x− F (x), x+ F (x);F ] = Γ
(
I + 2A2e+ A3(3e2 + ẽ 2) +O3(e, ẽ)

)
, (8)

where ẽ = Γe. From (6)–(8), the following respective inverse operators are

Θ−1
1 =

(
I − A2(2e+ ẽ)− A3(3e2 + 3eẽ+ ẽ 2)− A2ΓA2 e

2 + 4 (A2e)
2

+2(A2eA2ẽ+ A2ẽ A2e) + (A2ẽ)
2 +O3(e, ẽ)

)
Γ−1, (9)

Θ−1
2 =

(
I − A2(2e− ẽ)− A3(3e2 − 3eẽ+ ẽ 2) + A2ΓA2 e

2 + 4 (A2e)
2

−2(A2eA2ẽ+ A2ẽ A2e) + (A2ẽ)
2 +O3(e, ẽ)

)
Γ−1, (10)

Θ−1
3 =

(
I − 2A2e− A3(3e2 + ẽ 2) + 4 (A2e)

2 +O3(e, ẽ)
)

Γ−1. (11)

Using the operators defined in (3), the first step of the family of iteration functions Φ defined in (2) gives the
following three possibilities

y+ = x− [x, x+ F (x);F ]−1 F (x),

y− = x− [x− F (x), x;F ]−1 F (x),

y∓ = x− [x− F (x), x+ F (x);F ]−1 F (x).

Subtracting x∗ from both sides of the preceding equations and taking into accoutn (9)–(11) and (5), we have
the following respective errors

e+
y = y+ − x∗=A2(e+ ẽ) e−A2(2e+ ẽ) A2(e+ ẽ) e+A3(2e2 + 3 e ẽ+ ẽ 2) e+A2ΓA2 e

3 +O4(e, ẽ), (12)

e−y = y− − x∗=A2(e− ẽ) e−A2(2e− ẽ) A2(e− ẽ) e+A3(2e2 − 3 e ẽ+ ẽ 2) e−A2ΓA2 e
3 +O4(e, ẽ), (13)

e∓y = y∓ − x∗= A2 e
2 − 2(A2e)

2e+A3(2e2 + ẽ 2) e+O4(e, ẽ). (14)

So, we conclude the well-known result that the three iterative methods presented from considering the first
step of (2) using the operators defined in (3) have at least quadratic convergence.

In order to develop, analyze and study the error expressions of X−x∗, we begin in the scalar case that is easier
to do symbolic manipulations. The results in the one-dimensional case will be generalized to m-dimensional
case regarding the set of values of the parameters that improve the local order of convergence. If we want to
approximate a root x∗ ∈ R of a scalar nonlinear equation f(x) = 0, where f : I ⊂ R −→ R is a nonlinear
function and I a nonempty neighborhood of x∗, we then define
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φ :


x ∈ I ⊂ R,
y = x− θ−1 f(x),

z = y − θ−1 (α1f(x) + α2f(y)) ,

X = z − θ−1 (β1f(x) + β2f(y) + β3f(z)) ,

(15)

where the operator θ is now the scalar divided difference defined in an unique way by the expression

θ = [u, v; f ] =
f(v)− f(u)

v − u
.

In (15), the scalar iteration family φ, given in (15), uses divided difference θ which can be

θ1 = [x, x+ f(x); f ], θ2 = [x− f(x), x; f ] or θ3 = [x− f(x), x+ f(x); f ].

In the scalar case, the expressions of the inverse operators (9)–(11) and the errors (12)–(14) are easier because
we consider the scalar divided difference θ ∈ R instead of the operator Θ ∈ L (Rm,Rm) and the commutativity
between them allows us an easier symbolic computation.
Once we have done the one-dimensional study, we set the parameters α1, α2, β1, β2 and β3 for the optimal cases
of family (2) according to the local order and the efficiency index. Next, in Section 3, we do a multidimensional
study, where we definitely set the methods of family (2) that are optimal in terms of the local order. After
that, in Section 4, we analyse the efficiency of the methods of family (2) that we have selected previously from
the local order. Then, in Section 5, we analyse the semilocal convergence of the optimal iterative methods
previously obtained. Finally, in Section 6, an application of nonlinear integral equations of mixed Hammerstein
type is presented, where multiple precision and a stopping criterion are implemented without using any known
root. In addition, a study, where we compare orders, efficiencies and elapsed times of the methods suggested,
supports the theoretical results obtained.

2 Maximum local order of convergence in scalar case

We present in detail the results of the development in order to express the error of family φ defined in (15)
and compute the local error for operators θ1 or θ2 which give the same equations. For operator θ3, it will
be done in an analogous way. Developing the error of iteration function φ with θ1 or θ2, en+1 = X − x∗, in
powers of en = e = x − x∗ until the third order and cancelling the coefficients of the terms up to the second
order, we have:

• coefficients of e: α1 + β1 − α1 β3 = 0,

• coefficients of A2 e
2: −1− α1 + α2 − β1 + β2 + β3 +

(
3α1 + α2

1 − α2

)
β3 = 0,

• coefficients of A2 e ẽ: −1− α1 + α2 − β1 + β2 + β3 + (2α1 − α2)β3 = 0.

In addition, we get three sets of solutions, but only one of them has fourth order. These three families of
iterative methods are called A, B and C and they are defined by

A = {α1 = α, α2 = β, β1 = −α, β2 = 1− β, β3 = 0} ,

B = {α1 = 0, α2 = α, β1 = 0, β2 = (1− α)(1− β), β3 = β} ,

C = {α1 = −1, α2 = α, β1 = −β, β2 = 1− α+ αβ, β3 = β} .

Summarizing, for θ = θ1 or θ = θ2, the iteration family φ defined in (15) has three members of methods of
third order, where the first step of them is y = x− θ−1 f(x) and they are described and analyzed in the next
sections.

3



2.1 First family

The first family of iterative methods with order of convergence at least three is:

φA :


y = x− θ−1 f(x),

z = y − θ−1
(
αf(x) + βf(y)

)
,

X = z − θ−1
(
− αf(x) + (1− β)f(y)

)
=

1

β

(
αx+ (β − 1− α) y + z

)
, where β 6= 0.

(16)

Note that φA, defined in (16), is a family of two-step Steffensen-type method which has the following error
equation

|en+1| =

{
A2

2 |(2 e+ ẽ) (e+ ẽ) e|+O4(e, ẽ) if θ = θ1,

A2
2 |(2 e− ẽ) (e− ẽ) e|+O4(e, ẽ) if θ = θ2.

In both cases, the local order of convergence is at least three and is independent of the real parameters α and
β.

Using the comparative parameter called efficiency index presented by Ostrowski in [13], EI = ρ 1/ω, where ρ
is the local order of convergence of the method and ω represents the number of the evaluations of functions
necessary to apply the method per iteration, we obtain that the efficiency index for the family φA given in
(16) is EIA = 31/3 = 1.442. An important classical known method of family (16) arises for α = 0 and β = 1,
which is called frozen two-step Steffensen method of third order and given by

φA (α=0, β=1) :

{
y = x− θ−1 f(x),

X = y − θ−1 f(y).
(17)

2.2 Second family

The second family of iterative methods is:

φB :


y = x− θ−1 f(x),

z = y − α θ−1 f(y),

X = z − θ−1
(
(1− α) (1− β) f(y) + βf(z)

)
,

(18)

whose error equation is:

|en+1| =

{
|1− αβ|A2

2 |(2 e+ ẽ) (e+ ẽ) e|+O4(e, ẽ) if θ = θ1,

|1− αβ|A2
2 |(2 e− ẽ) (e− ẽ) e|+O4(e, ẽ) if θ = θ2.

In general, the order of convergence is at least three, but we have, for β =
1

α
with α 6= 0, the following family

of iterative methods with order of convergence at least four:

φB (β= 1/α) :


y = x− θ−1 f(x),

z = y − α θ−1 f(x),

X = z − 1

α
θ−1

(
− (1− α)2 f(y) + f(z)

)
.

(19)

The three-step iterative method φB (β=1/α) has the following error equation

|en+1| =

{
|A3

2| |(e+ ẽ) e| |(5− α) (e+ ẽ) e+ ẽ 2|+O5(e, ẽ) for θ = θ1,

|A3
2| |(e− ẽ) e| |(5− α) (e− ẽ) e+ ẽ 2|+O5(e, ẽ) for θ = θ2.

(20)
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In particular, taking α = 1 in (19), we have the following frozen three-step Steffensen method:

φB (β=α=1) :


y = x− θ−1 f(x),

z = y − θ−1 f(y),

X = z − θ−1 f(z).

(21)

In this case, the efficiency index is EIB (β=α=1) = 31/4 = 1.316, whereas EIB (β=1/α) = 41/4 = 1.414.

2.3 Third family

The last family of iterative methods of highest order for θ1 and θ2 is:

φC :


y = x− θ−1 f(x),

z = y − θ−1
(
− f(x) + αf(y)

)
,

X = z − θ−1
(
(1− β)f(x) + (1− α+ αβ)f(y) + βf(z)

)
.

(22)

The three-step iterative method φC given in (22) has the following error equation:

|en+1| =

{
A2

2 |(2 e− ẽ− αβ ẽ) (e+ ẽ) e|+O4(e, ẽ) for θ = θ1,

A2
2 |(2 e+ ẽ+ αβ ẽ) (e− ẽ) e|+O4(e, ẽ) for θ = θ2.

In both cases, the local order of convergence is at least three and the efficiency index is EIC = 31/4 = 1.316.

2.4 Fourth family

In a similar way as the beginning of this section, developing again the error of iteration function φ with the
divided difference θ3, en+1 = X − x∗, in powers of en = e = x − x∗ until fifth order and cancelling the
coefficients of the terms up to third order, we have:

• coefficients of e: α1 + β1 − α1 β3 = 0,

• coefficients of A2 e
2: −1− α1 + α2 − β1 + β2 + β3 +

(
3α1 + α2

1 − α2

)
β3 = 0,

• coefficients of A3 e ẽ
2: −1− α1 + α2 − β1 + β2 + β3 + (2α1 − α2)β3 = 0,

• coefficients of A2
2 e

3: −1− α1 + 2α2 − β1 + 2β2 + 2β3 +
(
5α1 − 3α2 + 2α2

1 − α1 α2

)
β3 = 0,

• coefficients of A3 e
3: 2 + 2α1 − 2α2 + 2β1 − 2β2 − 2β3 +

(
α3

1 − 5α1 + 2α2

)
β3 = 0.

In addition, we get one set of solutions, called D, that has fourth order and is defined by

D =

{
α1 = 0, α2 = α, β1 = 0, β2 = − (1− α)2

α
, β3 =

1

α

}
.

The new family of at least fourth order of convergence, φD, is the same as φB with β = 1/α (family (19)),
but with θ = θ3. That is,

φD :


y = x− θ−1 f(x),

z = y − α θ−1 f(y),

X = z − 1

α
θ−1

(
− (1− α)2 f(y) + f(z)

)
,

(23)

whose error equation is

|en+1| = |α− 5| |A3
2| e4

n +O5(e) (24)

and the efficiency index EID = 41/5 = 1.320. Setting α = 1, we find again the classical frozen three-step
Steffensen method, but now with θ = θ3.
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In particular, taking α = 5 in (23), we have the following three-step frozen Steffensen method of fifth order:

φD (α=5) :


y = x− θ−1 f(x),

z = y − 5 θ−1 f(y),

X = z − 1

5
θ−1

(
f(z)− 16 f(y)

)
,

whose error equation is |en+1| = 2 |A2
2| |7A2

2+2A3| |en|5+O6(e) and the efficiency index EID = 51/5 = 1.380.

Eventually, we recall that we are interested in a generalization of the results of this section to the multidimen-
sional case. We choose the iterative methods with the highest convergence order and minimum computational
cost:

Setting by φ
(j)
1 , j = 1, 2, that is the Steffensen method with divided differences θj , j = 1, 2, respectively, we

have EI1 = 21/3.

Choosing as φ
(j)
2 , j = 1, 2, the family φA, we obtain EI2 = 31/3.

Denoting by φ
(j)
3 , j = 1, 2, the iteration family φB (β = 1/α), we obtain EI3 = 41/3.

Taking φ
(3)
4 = φD, where the divided difference θ3 is used, we get EI4 = 41/5.

Henceforth, in the multidimensional case, we consider the following iterative families:

Φ1 :
{
X = x− Θ−1 F (x), Φ2 :

 y = x− Θ−1 F (x),

X = y − Θ−1 F (y),
Φ3 :


y = x− Θ−1 F (x),

z = y − Θ−1 F (y),

X = z − Θ−1 F (z),

Φ4 :


y = x− Θ−1 F (x),

z = y − αΘ−1 F (y),

X = z − 1

α
Θ−1

(
F (z)− (1− α)2 F (y)

)
=

1

α2

(
(2α− 1) z + (α− 1)2 y

)
− 1

α
Θ−1 F (z).

(25)

Iterative method Φ1 corresponds to Steffensen method and is the first step of (2).
Algorithm Φ2, called frozen two-step Steffensen method, is exactly φA with α = 0 and β = 1 (see (17)) in the
multidimensional case.
Algorithm Φ3, called frozen three-step Steffensen method, is a generalization of φB with β = 1/α = 1 (see
(21)).
The last algorithm, Φ4, can be deduced from φB with β = 1/α (see (19)) when operators Θ1 or Θ2 are used,
or from φD when operator Θ3 is used (see (23)).

3 Maximum local order of convergence in the multidimensional
case

We consider the one-parametric iteration family Φ4 and we firstly analyze the local order of convergence. Note
that the algorithms Φ`, 1 ≤ ` ≤ 3, are particular cases of family Φ4 with α = 1 and/or less steps.

3.1 Operators Θ1 and Θ2

For operator Θ1, we have the expression of the error of the first step of Φ4 in (12); namely, e+
y = y+ − x∗.

Moreover, we have the error equation for Φ1 using operator Θ1, since y+ = Φ+
1 (x). In a similar way, from

(13), we obtain the same results for e−y = y− − x∗ and y− = Φ−1 (x).

Subtracting x∗ from both sides of the second step of Φ4, iteration (25), taking the inverse operators (9)–(10)
and considering F (y) = Γ

(
ey +A2 e

2
y + O3(ey)

)
, we have the following respective errors:
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e+
z = e+

y − αΘ−1
1 F (y+) = (1− α) e+

y + αA2(2e+ ẽ) e+
y − αA2

(
e+
y

)2
+ αA3(3 e2 + 3 e ẽ+ ẽ 2) e+

y

+αA2ΓA2 e
2 e+

y − α {A2(2e+ ẽ)}2 e+
y +O5(e, ẽ), (26)

e−z = e−y − αΘ−1
2 F (y−) = (1− α) e−y + αA2(2e− ẽ) e+

y − αA2

(
e−y
)2

+ αA3(3 e2 − 3 e ẽ+ ẽ 2) e+
y

−αA2ΓA2 e
2 e+

y − α {A2(2e+ ẽ)}2 e+
y +O5(e, ẽ). (27)

Note that, from (26) with α = 1, we have the error expression for Φ2 using operator Θ1, since z+ = Φ+
2 (x).

In a similar way, from (27) we obtain the same results for e−z = z− − x∗ and z− = Φ−2 (x).

Recall that the third step of Φ4, X = z − 1

α
Θ−1

(
F (z)− (1− α)2 F (y)

)
, is equivalent to

X =
1

α2

(
(2α− 1) z + (α− 1)2 y

)
− 1

α
Θ−1 F (z), (28)

where Θ−1 F (y) is replaced in function of y and z from the second step of (25). Subtracting again x∗

from both sides of the previous equation (28), taking the inverse operators given in (9)–(10) and expanding
F (z) = Γ

(
ez +A2 e

2
z + O3(ez)

)
, we have the following respective errors

X+ − x∗ = e+
X = e+

z − αΘ−1
1 F (z+) = (1− α)A2

(
e+
y

)2
+ {A2(2e+ ẽ)}2 e+

y +O5(e, ẽ), (29)

X− − x∗ = e−X = e−z − αΘ−1
2 F (z−) = (1− α)A2

(
e−y
)2

+ {A2(2e− ẽ)}2 e+
y +O5(e, ẽ), (30)

where we recall, see respectively (12) and (13), that

e+
y = A2 (e+ ẽ) e+ O3(e, ẽ), (31)

e−y = A2 (e− ẽ) e+ O3(e, ẽ). (32)

The error equation for Φ+
4 is given by (29), where en+1 = e+

X = Φ+
4 (xn) − x∗ and e = x − x∗. Analogously,

the error of Φ−4 (xn) is given by (30), where en+1 = e−X = Φ−4 (xn)− x∗. The local order of convergence of Φ4

is at least four in both cases and the error expressions (29)–(32) are the same as in the scalar case (see (20)).

3.2 Operator Θ3

For operator Θ3 we have the expression of the error of the first step of method Φ4 in (14). Say, e∓y = y∓−x∗.
Moreover, we have the equation of the error for Φ1 using operator Θ3, since y∓ = Φ∓1 (x).

Subtracting x∗ from both sides of the second step of Φ4, taking the inverse operator (11) and considering
F (y) = Γ

(
ey +A2 e

2
y + O3(ey)

)
, we have the following error equation:

e∓z = e∓y − αΘ−1
3 F (y∓) = (1− α) e∓y + 2αA2 e e

∓
y − αA2

(
e+∓
y

)2
+ αA3(3 e2 + ẽ 2) e∓y

− 4α {A2 e}2 e+
y +O5(e, ẽ). (33)

Note that, from (33) with α = 1, we have the error expression for Φ2 using operator Θ3, since z∓ = Φ∓2 (x).

Subtracting again x∗ from both sides of the third step of Φ4, taking the inverse operators given in (11) and
expanding F (z) = Γ

(
ez +A2 e

2
z + O3(ez)

)
, we obtain

X∓ − x∗ = e∓X = e∓z − αΘ−1
3 F (z∓) = (1− α)A2

(
e∓y
)2

+ 4 {A2 e}2 e∓y +O5(e, ẽ). (34)

From (14), we take e∓y = A2 e
2 + O3(e, ẽ) and substituting in (34), we get

en+1 = e∓X = Φ∓4 (xn)− x∗ = (1− α)A2

(
A2 e

2
)2

+ 4 {A2 e}2A2 e
2 +O5(e, ẽ). (35)
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The error equation for Φ∓4 is given by (35) and the terms of fourth order are canceled if and only if equation
(35) is expressed in the scalar case and α = 5. It is worth seeing with more detail. In a notation more classical,
we write the fourth-order terms of the right side of (35) in the following way:

(1− α)A2

(
A2 e

2
) (
A2 e

2
)

+ 4 {A2 e}2A2 e
2 = (1− α)A2

(
A2 (e, e), A2 (e, e)

)
+ 4A2

(
e,A2

(
e, A2 (e, e)

))
.

Error equation (24) is not true except for the scalar case. Hence, the local order of convergence of Φ4, using
operator Θ3, is, independently of α, at least four and error expression (35) is very different from the scalar
case.

Now, from the results found in the two last sections, we can establish the following result.

Theorem 3.1 Let F : D ⊆ Rm −→ Rm be a nonlinear function defined on a nonempty open convex domain
D. Assume that F has, at least, third-order Fréchet derivatives with continuity on D. We suppose that there
exists [u, v;F ] ∈ L(D,D), for all u, v ∈ D (u 6= v). The iterative families Φk, 1 ≤ k ≤ 4, where Θ represents
the operators [x, x+F (x);F ], [x−F (x), x;F ] or [x−F (x), x+F (x);F ], for x ∈ D, have order of convergence
at least two for Φ1, with the error equations given in (12)–(14), at least three for Φ2, with the error equations
given in (26), (27) and (33), and at least four for Φ3 and Φ4, with the error equations given in (29)–(32) and
(35).

Note that, from the independence of α, we take α = 1 and compare the efficiency of the methods Φ1, Φ2 and
Φ3 = Φ4. In particular, for Φ3, we have

X+ − x∗ = {A2(2e+ ẽ)}2A2(e+ ẽ) e+O5(e, ẽ),

X− − x∗ = {A2(2e− ẽ)}2A2(e− ẽ) e+O5(e, ẽ),

X∓ − x∗ = 4 {A2 e}2A2e
2 +O5(e, ẽ).

4 Optimal computational efficiency

It is well-known that the efficiency of an iterative method cannot only be measured from the operational cost.
It is clear that the number of evaluations of functions that are needed to apply the algorithm, that defines the
iterative method, plays an important role when it comes to measuring the efficiency of the method. In the
scalar case, Traub defines in [18] the index ρ1/ϑ, where ρ is the local order of convergence of the method and
ϑ represents the number of the evaluations of functions necessary to apply the method. Then, it seems clear
that a more real measurement of the efficiency of an iterative method is through the conjunction of these two
quantities. So, to compare the efficiencies of the iterative methods, we can use the following computational
efficiency index (CEI):

CEI(µ,m, `) = ρ

1

C(µ,m, `) , (36)

where ρ is the R-order of convergence and C(µ,m, `) is the computational cost of an iterative method, which
is given by

C(µ,m, `) = a(m)µ+ p(m, `),

where µ is the ratio between products and evaluations of scalar functions of F (x), respectively, that are
required to express Ci(µ,m, `) in terms of products. Parameter ` is the ratio between products and quotients,
a(m) is the number of evaluations of F (x) and p(m, `) is the number of products needed in the operations of
the iterative method per iteration. Notice that the definition of CEI given in (36) is a generalization of the
scalar case to several variables (see [9, 10,14]).
In this work, we use the following numerical definition of divided difference operator [14]:

[u,v;F ]ij =
1

uj − vj
(Fi(u1, . . . , uj , vj+1, . . . , vm)− Fi(u1, . . . , uj−1, vj , . . . , vm)) , (37)
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where u = (u1, u2, . . . , um)T and v = (v1, v2, . . . , vm)T , for u,v ∈ Rm, [u,v;F ] = ([u,v;F ]ij)
m
i,j=1 ∈

L(Rm,Rm).

Taking into account that the computational cost of Θ3 is higher than those of Θ1 and Θ2 and the orders of
iterative methods Φ+

k , Φ−k and Φ∓k , 1 ≤ k ≤ 3, are the same, we then reduce the study to Φ+, that uses
operator Θ1 and is denoted by Φ. Note that, for iterative method Φ−, we obtain the same results.

From the previous results, we have, for 1 ≤ k ≤ 3,

CΦk
(µ,m, `) = m(m+ k)µ +

m

6
(2m2 − 3m+ 1) + m(m− 1)k +

m

2
(3m− 1)`+ mk`, ρΦk

= k + 1,

where a(m) = m(m + k), since we take m2 evaluations of component functions of F to compute operator
(37) and mk when we evaluate k times the function F . In the unique LU factorization that we use, we have
m
6 (2m2 − 3m + 1) products and m

2 (m − 1) quotients. Moreover, we take into account m2 quotients in the
computation of (37) and m(m − 1)k products and mk quotients in the k resolutions of two triangular linear
systems.

In order to compare iterative methods Φk, 1 ≤ k ≤ 3, we define the following ratio

Ri,j =
logCEIΦi(µ,m, `)

logCEIΦj
(µ,m, `)

=
log ρΦi

log ρΦj

CΦj
(µ,m, `)

CΦi
(µ,m, `)

. (38)

4.1 Φ1 versus Φ2

To compare iterative method Φ1 with method Φ2, we consider the following ratio:

R1,2 =
log 2

log 3

2m2 + 9m+ 9 `m+ 6mµ+ 12µ− 11 + 9 `

2m2 + 3m+ 9 `m+ 6mµ+ 6µ− 5 + 3 `
,

where R1,2 < 1 for all ` ≥ 1 and m ≥ 2 (see figure 1). Notice that, for ` ≥ 1, the curve R1,2 = 1 has a zero
m0 with m0 < 1.

4.2 Φ2 versus Φ3

To compare iterative method Φ2 with method Φ3, we consider the following ratio:

R2,3 =
log 3

log 4

2m2 + 15m+ 9 `m+ 6mµ+ 18µ− 17 + 15 `

2m2 + 9m+ 9 `m+ 6mµ+ 12µ− 11 + 9 `
,

where R2,3 < 1, for all m ≥ 3 and ` ≥ 1, or m = 2 and µ > µ0 > 0 (see figure 2). Notice that

µ0 =
1

2

7 log 3− 10 log 2 + (11 log 3− 18 log 2)`

−5 log 3 + 8 log 2
≈ 7.28005− 3.76002`,

and µ0 > 0 if ` < `0 ≈ 1.93617.

4.3 Φ1 versus Φ3

From the two preceding comparisons we can deduce that R1,3 < 1 for all m ≥ 3 and ` ≥ 1.
For m = 2, the curve R1,3 = 1 is the line 2µ = 1− 3`. As ` ≥ 1, we have also R1,3 < 1.

Summarizing these previous results we can establish the following result.

Theorem 4.1 The CEI of methods Φ1, Φ2 and Φ3 satisfy the following:

(a) For all m ≥ 3 and ` ≥ 1, we have CEI3 > CEI2 > CEI1.

(b) For m = 2, we have

· CEI3 > CEI2 > CEI1 if µ > µ0 > 0,

· CEI2 > CEI3 > CEI1 if µ ∈ (0, µ0).
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Figure 1: The boundary R1,2 = 1 for 0 ≤ m ≤ 3
and ` = 1.731.
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Figure 2: The boundary R2,3 = 1 for 1 ≤ m ≤ 4
and ` = 1.731.

5 Semilocal convergence of the optimal iterative methods

In this section, we study the semilocal convergence of the optimal iterative methods considered in the previous
study. First, as it is known (see [14]), in Rm we can consider that there exists a divided difference of first
order, [x, y;F ], for each pair of distinct points x, y ∈ Rm. So, for the sequence {xn} given by (46), it is clear
that every divided difference of first order [xk, xk +F (xk);F ] exists, except for xk = xk +F (xk), since in such
case it is evident that xk is a solution of F (x) = 0, so that xn = xk, for all n ≥ k, and then the sequence {xn}
converges to xk ≡ x∗, which is a solution of F (x) = 0. For the semilocal convergence study, we consider the
usually conditions. So, let F : D ⊆ Rm −→ Rm be a nonlinear function defined on a nonempty open convex
domain D. Given x0, x0 + F (x0) ∈ D, we observe that x0 6= x0 + F (x0), since x0 is a solution of F (x) = 0 in
other case, and consequently, xn = x0 for all n ∈ N. After that, we suppose the following conditions:

(C1) ‖F (x0)‖ ≤ δ,

(C2) A−1
0 = [x0, x0 + F (x0);F ]−1 exists and is such that ‖A−1

0 ‖ ≤ β,

(C3) ‖[x, y;F ]− [u, v;F ]‖ ≤ K(‖x− u‖+ ‖y − v‖);K ≥ 0;x, y, u, v ∈ D;x 6= y;u 6= v.

First, we consider Steffensen’s method:{
x0 ∈ D,
xn+1 = xn − [xn, xn + F (xn);F ]−1F (xn), n ≥ 0.

(39)

From now on, we denote An = [xn, xn + F (xn);F ].
Next, we give the semilocal convergence result given in [7] for Steffensen’s method.

Theorem 5.1 Let F : D ⊆ Rm −→ Rm be a nonlinear function defined on a nonempty open convex domain
D. Suppose that conditions (C1)–(C3) are satisfied. If the equation

t =
(1− g(t)) η

1− (M + g(t))
+Mδ, (40)

where M = Kβδ(1 + β), g(t) = Kβ(2t + δ) and η = βδ, has at least one positive real root and the smallest
positive real root, denoted by R, satisfies

M + g(R) < 1 (41)
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and B(x0, R) ⊂ D, then Steffensen’s method (39), starting at x0, is well-defined and converges to a solution x∗

de F (x) = 0. Moreover, the solution x∗ and the iterates xn belong to B(x0, R) and x∗ is unique in B(x0, R).

We continue with the analyse the semilocal convergence of the iterative method called frozen two-step Stef-
fensen method, whose algorithm is:

x0 ∈ D,
yn = xn − [xn, xn + F (xn);F ]−1F (xn),

xn+1 = yn − [xn, xn + F (xn);F ]−1F (yn), n ≥ 0.

(42)

We began with a technical lemma that is used later and whose proof is immediate from algorithm (42) and
the definition of the divided difference of first order [v, w;F ], v, w ∈ D, which is a bounded linear operator
such that (see [14])

[v, w;F ] : D ⊆ Rm −→ Rm and [v, w;F ](v − w) = F (v)− F (w).

Lemma 5.1 Let {xn} be the sequence given by the frozen two-step Steffensen method given in (42). If xn 6=
yn−1, yn with xn, yn ∈ D, then

F (yn) = ([yn, xn;F ]−An) (yn − xn),

F (xn) = ([xn, yn−1;F ]−An−1) (xn − yn−1).

Next, we present the new semilocal convergence result for method (42) under conditions (C1)–(C3).

Theorem 5.2 Let F : D ⊆ Rm −→ Rm be a nonlinear function defined on a nonempty open convex domain
D. Suppose that conditions (C1)–(C3) are satisfied. If the equation

t =

(
1 +

M(1− g(t))

1− (g(t) + h(t))

)
η +Mh(t)δ = 0, (43)

where M = Kβδ(1 + β), g(t) = Kβ(2t + δ), h(t) = Kβ(t + η + δ) and η = βδ, has at least one positive real
root and the smallest positive real root, denoted by R, satisfies

g(R) + h(R) < 1 (44)

and B(x0, R) ⊂ D, then the frozen two-step Steffensen method given in (42), starting at x0, is well-defined
and converges to a solution x∗ of F (x) = 0. Moreover, the solution x∗ and the iterates xn belong to B(x0, R)
and x∗ is unique in B(x0, R).

Proof. We begin by proving that the sequence given by method (42) is well-defined and xn ∈ B(x0, R) ⊂ D
for all n ∈ N. Note that the smallest positive real root R of equation (43) satisfies

R = (1 + P )η +Mh(R)δ, (45)

where P =
M(1− g(R))

1− (g(R) + h(R))
∈ (0, 1), as we can see easily from (44).

From (C1)–(C3), it follows that y0 and x1 are well-defined. Besides, from (C3) and taking into account
F (y0) = ([y0, x0;F ]−A0) (y0 − x0), by Lemma 5.1, we obtain

‖F (y0)‖ ≤ K(‖y0 − x0‖+ ‖F (x0)‖))‖y0 − x0‖ < Mδ < δ,

since M < 1, ‖x1− y0‖ < Mη and ‖x1−x0‖ < (1 +M)η < R, as a consequence of (45). Thus, x1 ∈ B(x0, R).
In addition, by Lemma 5.1, it follows F (x1) = ([x1, y0;F ]−A0) (x1 − y0), so that

‖F (x1)‖ ≤ K(‖x1 − x0‖+ ‖y0 − x0‖+ ‖F (x0)‖)‖x1 − y0‖ < Mh(R)δ < δ,
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since M < h(R) < 1, so that, again by (45), we have

‖x1 + F (x1)− x0‖ ≤ ‖x1 − x0‖+ ‖F (x1)‖ < (1 +M)η +Mh(R)δ < R

and x1 + F (x1) ∈ B(x0, R). Next, by (C3), we obtain

‖I−A−1
0 A1‖ ≤ ‖A−1

0 ‖ ‖A0−A1‖ ≤ βK (‖x1 + F (x1)− x0‖+ ‖x1 − x0‖+ ‖F (x0)‖) ≤ βK(2R+δ) = g(R) < 1,

and, by the Banach lemma on invertible operators, there exists A−1
1 and is such that

‖A−1
1 ‖ ≤

β

1− g(R)
.

After that, from M < h(R) < g(R) < 1 and (44), we see that

‖y1 − x1‖ ≤ ‖A−1
1 ‖‖F (x1)‖ ≤M

(
h(R)

1− g(R)

)
η < η,

‖y1 − x0‖ ≤ ‖y1 − x1‖+ ‖x1 − x0‖ < (1 + P )η < R,

so that y1 ∈ B(x0, R). In addition, again from M < h(R) < g(R) < 1 and (44), it follows

‖F (y1)‖ ≤ K(‖y1 − x1‖+ ‖F (x1)‖)‖y1 − x1‖ < M2

(
h(R)

1− g(R)

)
δ < δ,

‖x2 − y1‖ ≤ ‖A−1
1 ‖‖F (y1)‖ < M

(
h(R)

1− g(R)

)2

η < η,

‖x2 − x1‖ ≤ ‖x2 − y1‖+ ‖y1 − x1‖ < Pη < R,

‖x2 − x0‖ ≤ ‖x2 − y1‖+ ‖y1 − x0‖ < (1 + P )η < R.

Therefore, x2 ∈ B(x0, R). Moreover, from (44), we have

‖F (x2)‖ ≤ K(‖x2 − x1‖+ ‖y1 − x1‖+ ‖F (x1)‖)‖x2 − y1‖ < M2

(
h(R)

1− g(R)

)2

δ < δ,

so that
‖x2 + F (x2)− x0‖ ≤ ‖x2 − x0‖+ ‖F (x2)‖ < (1 + P )η +Mh(R)δ = R

and x2 + F (x2) ∈ B(x0, R).
Now, we assume the following:

· ‖A−1
n ‖ ≤

β

1− g(R)
,

· ‖yn − xn‖ < M

(
h(R)

1− g(R)

)2n−1

η,

· ‖F (yn)‖ < K(η + δ)‖yn − xn‖,

· ‖xn+1 − yn‖ < M

(
h(R)

1− g(R)

)2n

η,

· ‖xn+1 − xn‖ < M

((
h(R)

1− g(R)

)2n

+

(
h(R)

1− g(R)

)2n−1
)
η,

· ‖F (xn+1)‖ < K(R+ η + δ)‖xn+1 − yn‖,
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provided that Ai = [xi, xi + F (xi);F ] is invertible and yi, xi + F (xi), xi+1 ∈ B(x0, R), for all i = 1, 2, . . . , n.
In addition, it follows in the same way that A−1

n+1 exists,

‖A−1
n+1‖ ≤

β

1− g(R)
,

‖xn+1 + F (xn+1)− x0‖ < (1 + P )η +Mh(R)δ = R,

‖yn+1 − xn+1‖ < M

(
h(R)

1− g(R)

)2n+1

η,

‖yn+1 − x0‖ < (1 + P )η < R,

‖F (yn+1)‖ < K(η + δ)‖yn+1 − xn+1‖,

‖xn+2 − yn+1‖ < M

(
h(R)

1− g(R)

)2n+2

η,

‖xn+2 − xn+1‖ < M

((
h(R)

1− g(R)

)2n+2

+

(
h(R)

1− g(R)

)2n+1
)
η,

‖xn+2 − x0‖ <

1 +M

2n+2∑
j=0

(
h(R)

1− g(R)

)j η,

‖F (xn+2)‖ < K(R+ η + δ)‖xn+2 − yn+1‖,

by (45), so that yn+1, xn+1 + F (xn+1), xn+2 ∈ B(x0, R) for all n ∈ N.
Once we have seen that the sequence defined by method (42) is well-defined, we see that it is a Cauchy
sequence. Indeed, since

‖xn+i − xn‖ ≤
i∑

j=1

‖xn+j − xn+j−1‖ <
i∑

j=1

M

((
h(R)

1− g(R)

)2n+2j−2

+

(
h(R)

1− g(R)

)2n+2j−3
)
η

for i ≥ 1, and (44), it is clear that {xn} is a Cauchy sequence. As a consequence, the sequence {xn}, given
by (42), is convergent. Now, if lim

n→∞
xn = x∗, it follows that F (x∗) = 0 from the continuity of the function F ,

since
‖F (xn)‖ < K(R+ η + δ)‖xn − yn−1‖

and ‖xn − yn−1‖ → 0, by letting n→∞.
Finally, we prove the uniqueness of the solution x∗ in B(x0, R). Suppose that y∗ is another solution of F (x) = 0
in B(x0, R). If A = [y∗, x∗;F ] is invertible, it follows that x∗ = y∗, since A(y∗− x∗) = F (y∗)−F (x∗). By the
Banach lemma, we have that A is invertible, since

‖I −A−1
0 A‖ ≤ ‖A−1

0 ‖‖A0 −A‖ ≤ g(R) < 1.

The proof is complete. �

To finish this section, we analyse, under conditions (C1)–(C3), the semilocal convergence of the iterative
method called frozen three-step Steffensen method, whose algorithm is:

x0 ∈ D,
yn = xn − [xn, xn + F (xn);F ]−1F (xn),

zn = yn − [xn, xn + F (xn);F ]−1F (yn),

xn+1 = zn − [xn, xn + F (xn);F ]−1F (zn), n ≥ 0.

(46)

Next, we present the new semilocal convergence result for (46).
We start with a technical lemma which is used later. The proof is immediate from algorithm (46) and the
definition of the divided difference of first order.
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Lemma 5.2 Let {xn} be the sequence given by the frozen three-step Steffensen method given in (46). If
xn, yn−1, yn, zn, zn−1 are different points with xn, yn−1, yn, zn, zn−1 ∈ D, then

F (yn) = ([yn, xn;F ]−An) (yn − xn),

F (zn) = ([zn, yn;F ]−An) (zn − yn),

F (xn) = ([xn, zn−1;F ]−An−1) (xn − zn−1).

Theorem 5.3 Let F : D ⊆ Rm −→ Rm be a nonlinear operator defined on a nonempty open convex domain
D. Suppose that conditions (C1)–(C3) are satisfied. If the equation

t =
(1− g(t)) η

1− 2g(t)
+ g(t)δ, (47)

where g(t) = Kβ(2t + δ) and η = βδ, has at least one positive real root and the smallest positive real root,
denoted by R, satisfies

g(R) < 1/2 (48)

and B(x0, R) ⊂ D, then the frozen three-step Steffensen method given in (46), starting at x0, is well-defined
and converges to a solution x∗ of F (x) = 0. Moreover, the solution x∗ and the iterates xn belong to B(x0, R)
and x∗ is unique in B(x0, R).

Proof. We begin by proving that the sequence given by method (46) is well-defined and xn ∈ B(x0, R) ⊂ D
for all n ∈ N. From (C1)–(C3), it follows that y0 is well-defined and

‖y0 − x0‖ ≤ ‖A−1
0 ‖‖F (x0)‖ ≤ η < R,

as a consequence of (47). Thus, y0 ∈ B(x0, R).
Moreover, from Lemma 5.2, it follows F (y0) = ([y0, x0;F ]−A0) (y0 − x0), so that

‖F (y0)‖ ≤ K(‖y0 − x0‖+ ‖F (x0)‖)‖y0 − x0‖ < g(R)δ < δ.

Now, as y0 ∈ B(x0, R), it follows that z0 is well-defined and

‖z0 − y0‖ < Kβ(R+ δ)‖y0 − x0‖ < g(R)‖y0 − x0‖ ≤ η,

‖z0 − x0‖ ≤ ‖z0 − y0‖+ ‖y0 − x0‖ <
(

1 +
g(R)

1− g(R)

)
‖y0 − x0‖ <

1− g(R)

1− 2g(R)
η < R,

‖F (z0)‖ ≤ K(‖z0 − x0‖+ ‖y0 − x0‖+ ‖F (x0)‖)‖z0 − y0‖ < g(R)δ < δ.

As z0 ∈ B(x0, R), it follows that x1 is well-defined and x1 ∈ B(x0, R), since

‖x1 − z0‖ < g(R)‖z0 − y0‖ <
(

g(R)

1− g(R)

)2

‖y0 − x0‖ < η < R.

‖x1 − x0‖ ≤ ‖x1 − z0‖+ ‖z0 − x0‖ <

(
1 +

g(R)

1− g(R)
+

(
g(R)

1− g(R)

)2
)
‖y0 − x0‖ <

1− g(R)

1− 2g(R)
η < R.

In addition, as F (x1) = ([x1, z0;F ]−A0) (x1 − z0), it follows

‖F (x1)‖ < K(2R+ δ)‖x1 − z0‖ < g(R)δ < δ

and

‖x1 + F (x1)− x0‖ ≤ ‖x1 − x0‖+ ‖F (x1)‖ < 1− g(R)

1− 2g(R)
η + g(R)δ = R,

so that x1 + F (x1) ∈ B(x0, R).
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Now, we prove the existence of the operator A−1
1 . By (C3), we see that ‖I −A−1

0 A1‖ ≤ g(R) < 1 and, by the
Banach lemma, the operator A−1

1 exists and is such that

‖A−1
1 ‖ ≤

β

1− g(R)
.

Taking into account the previous ideas, we obtain easily

‖y1 − x1‖ <
g(R)

1− g(R)
‖x1 − z0‖ <

(
g(R)

1− g(R)

)3

‖y0 − x0‖ < η < R,

‖y1 − x0‖ ≤ ‖y1 − x1‖+ ‖x1 − x0‖ <

(
3∑
i=0

(
g(R)

1− g(R)

)i)
‖y0 − x0‖ <

1− g(R)

1− 2g(R)
η < R,

‖F (y1)‖ < K(R+ δ)‖y1 − x1‖ < g(R)δ < δ.

Similarly, it is easy to see

‖z1 − y1‖ <
g(R)

1− g(R)
‖y1 − x1‖ <

(
g(R)

1− g(R)

)4

‖y0 − x0‖ < η < R,

‖z1 − x1‖ ≤ ‖z1 − y1‖+ ‖y1 − x1‖ <

((
g(R)

1− g(R)

)4

+

(
g(R)

1− g(R)

)3
)
‖y0 − x0‖ <

1− g(R)

1− 2g(R)
η < R,

‖z1 − x0‖ ≤ ‖z1 − x1‖+ ‖x1 − x0‖ <

(
4∑
i=0

(
g(R)

1− g(R)

)i)
‖y0 − x0‖ <

1− g(R)

1− 2g(R)
η < R,

‖F (z1)‖ < K(2R+ δ)‖z1 − y1‖ < g(R)δ < δ.

Besides, it follows

‖x2 − z1‖ <
g(R)

1− g(R)
‖z1 − y1‖ <

(
g(R)

1− g(R)

)5

‖y0 − x0‖ < η < R,

‖x2 − x1‖ ≤ ‖x2 − z1‖+ ‖z1 − x1‖ <

(
5∑
i=3

(
g(R)

1− g(R)

)i)
‖y0 − x0‖ <

1− g(R)

1− 2g(R)
η < R,

‖x2 − x0‖ ≤ ‖x2 − z1‖+ ‖z1 − x0‖ <

(
5∑
i=0

(
g(R)

1− g(R)

)i)
‖y0 − x0‖ <

1− g(R)

1− 2g(R)
η < R.

Therefore, x2 ∈ B(x0, R). In addition, from (48), we have

‖F (x2)‖ < K(2R+ δ)‖x2 − z1‖ < g(R)δ < δ,

so that

‖x2 + F (x2)− x0‖ ≤ ‖x2 − x0‖+ ‖F (x2)‖ < 1− g(R)

1− 2g(R)
η + g(R)δ = R

and x2 + F (x2) ∈ B(x0, R).
Now, following an argument similar to the one developed previously and applying an inductive procedure, it
is easy to see the following recurrence relations:

The operator A−1
n exists and is such that ‖A−1

n ‖ ≤
β

1− g(R)
,

‖yn − xn‖ <
(

g(R)

1− g(R)

)3n

‖y0 − x0‖ < η < R,
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‖yn − x0‖ <

(
3n∑
i=0

(
g(R)

1− g(R)

)i)
‖y0 − x0‖ <

1− g(R)

1− 2g(R)
η < R,

‖F (yn)‖ < K(R+ δ)‖yn − xn‖ < g(R)δ < δ,

‖zn − yn‖ <
(

g(R)

1− g(R)

)3n+1

‖y0 − x0‖ < η < R,

‖zn − xn‖ <

((
g(R)

1− g(R)

)3n+1

+

(
g(R)

1− g(R)

)3n
)
‖y0 − x0‖ < R,

‖zn − x0‖ <

(
3n+1∑
i=0

(
g(R)

1− g(R)

)i)
‖y0 − x0‖ <

1− g(R)

1− 2g(R)
η < R,

‖F (zn)‖ < K(2R+ δ)‖zn − yn‖ < g(R)δ < δ,

‖xn+1 − zn‖ <
g(R)

1− g(R)
‖zn − yn‖ <

(
g(R)

1− g(R)

)3n+2

‖y0 − x0‖ < η < R,

‖xn+1 − xn‖ <

(
3n+2∑
i=3n

(
g(R)

1− g(R)

)i)
‖y0 − x0‖ <

1− g(R)

1− 2g(R)
η < R,

‖xn+1 − x0‖ <

(
3n+2∑
i=0

(
g(R)

1− g(R)

)i)
‖y0 − x0‖ <

1− g(R)

1− 2g(R)
η < R,

‖F (xn+1)‖ < K(2R+ δ)‖xn+1 − zn‖ < g(R)δ < δ,

‖xn+1 + F (xn+1)− x0‖ <
1− g(R)

1− 2g(R)
η + g(R)δ = R.

As a consequence, yn, zn, xn+1, xn+1 + F (xn+1) ∈ B(x0, R) for all n ∈ N.
After that, we continue by proving that the sequence given by (46) is well-defined and xn ∈ B(x0, R) ⊂ D for
all n ∈ N. For this, it is sufficient to apply the recurrence relations previously obtained. Then, we see that
the sequence given by (46) is a Cauchy sequence. Indeed, since

‖xn+i − xn‖ ≤
i∑

j=1

‖xn+j − xn+j−1‖ <
i∑

j=1

 3n+3j−1∑
i=3n+3j−3

(
g(R)

1− g(R)

)i‖y0 − x0‖,

for i ≥ 1, and (48), it is clear that {xn} is a Cauchy sequence. As a consequence, {xn} is convergent. Now, if
lim
n→∞

xn = x∗, it follows that F (x∗) = 0 from the continuity of the function F , since

‖F (xn)‖ < K(2R+ δ)‖xn − zn−1‖

and ‖xn − zn−1‖‖ → 0 by letting n→∞.
Finally, we prove the uniqueness of the solution x∗ in B(x0, R). Suppose that y∗ is another solution of F (x) = 0
in B(x0, R). If A = [y∗, x∗;F ] is invertible, it follows that x∗ = y∗, since A(y∗− x∗) = F (y∗)−F (x∗). By the
Banach lemma, we have that A is invertible, since

‖I −A−1
0 A‖ ≤ ‖A−1

0 ‖‖A0 −A‖ ≤ g(R) < 1.

The proof is complete. �
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6 Application

Now, we consider nonlinear integral equations of mixed Hammerstein type of the form

x(s) = f(s) +

∫ b

a

G(s, t)H(t, x(t)) dt, s ∈ [a, b], (49)

where −∞ < a < b < +∞, f , G y H are known functions and x is a solution to be determined. Integral
equations of this type appear very often in several applications to real world problems. For example, in
problems of dynamic models of chemical reactors [5], vehicular traffic theory, biology and queuing theory
[6]. The Hammerstein integral equations also appear in the electro-magnetic fluid dynamics and can be
reformulated as two-point boundary value problems with certain nonlinear boundary conditions and in multi-
dimensional analogues which appear as reformulations of elliptic partial differentiable equations with nonlinear
boundary conditions (see [15] and the references given there).
Solving equation (49) is equivalent to solving F(x) = 0, where F : D ⊂ C[a, b] −→ C[a, b] and

[F(x)](s) = x(s)− f(s)−
∫ b

a

G(s, t)H(t, x(t)) dt, s ∈ [a, b].

If we consider (49) where G is the Green function in [a, b] × [a, b], we then use a discretization process to
transform equation (49) into a finite dimensional problem by approximating the integral of (49) by a Gauss-
Legendre quadrature formula with m nodes:∫ b

a

q(t) dt '
m∑
i=1

wiq(ti),

where the nodes ti and the weights wi are determined.
If we denote the approximations of x(ti) and f(ti) by xi and fi, respectively, with i = 1, 2, . . . ,m, then
equation (49) is equivalent to the following system of nonlinear equations:

xi = fi +

m∑
j=1

aij H(tj , xj), j = 1, 2, . . . ,m, (50)

where

aij = wjG(ti, tj) =

{
wj

(b−ti)(tj−a)
b−a , j ≤ i,

wj
(b−tj)(ti−a)

b−a , j > i.

Now, system (50) can be written as

F (x) ≡ x− f−A z = 0, F : Rm −→ Rm, (51)

where
x = (x1, x2, . . . , xm)T , f = (f1, f2, . . . , fm)T , A = (aij)

m
i,j=1,

z = (H(t1, x1), H(t2, x2), . . . ,H(tm, xm))T .

If we now consider that ν is the cost in products of evaluating the scalar function H, then we conclude that
µ = (m2 +mν)/m = m+ ν for system (51). The cost of each method for this application is

CΦk
(ν,m, `) =

m

6

(
8m2 + 3(2ν + 6k + 3`− 1)m+ 6k(ν − 1) + 3(2k − 1)`

)
, ρΦk

= k + 1.

In this application, when we compare the computational efficiency index CEIk of numerical methods Φk, for
k = 1, 2, 3, the results are very similar to those of Theorem 4.1; namely, we have the same assertions but with
a new value ν0, instead µ0, equal to

ν0 =
1

2

27 log(3)− 42 log(2) + (11 log(3)− 18 log(2))`

−5 log(3) + 8 log(2)
≈ 5.28005− 3.76002`,
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and ν0 > 0 for ` < `0 ≈ 1.40426.
Now, we consider a nonlinear integral equation of form (49). In particular,

x(s) = 1 +

∫ 1

0

G(s, t)

(
x(t) +

1

2
x(t)2

)
dt, s ∈ [0, 1],

where x ∈ C[0, 1], t ∈ [0, 1], and the kernel G is the Green function in [0, 1]× [0, 1].
First, we write the integral equation as F(x) = 0, where F : C[0, 1] −→ C[0, 1] and

F(x)(s) = x(s)− 1−
∫ 1

0

G(s, t)

(
x(t) +

1

2
x(t)2

)
dt, s ∈ [0, 1].

Next, as we have done before, we transform it into the following finite dimensional problem

F (x) ≡ x− 1−A
(
x +

1

2
x̂

)
= 0, F : Rm −→ Rm, (52)

where x = (x1, x2, . . . , xm)T , 1 = (1, 1, . . . , 1)T , A = (aij)
m
i,j=1 and x̂ = (x2

1, x
2
2, . . . , x

2
m)T . For system (52),

we have ν = 1 and obtain CEIΦ3 > CEIΦ2 > CEIΦ1 for m ≥ 3 and CEIΦ2 > CEIΦ3 > CEIΦ1 for m = 2
and ` < 1.13831.
After that, we choose m = 8 and the starting point x0 = 1, and use methods (39), (42) and (46) to approximate
a solution of (52). For this initial point, we obtain

δ = 0.185338, β = 1.190068 and K = 0.0617795.
Moreover,

the solution of equation (40) is R1 = 0.255857 . . . and M + g(R1) = 0.0900 < 1,

the solution of equation (43) is R2 = 0.249559 . . . and g(R2) + h(R2) = 0.1092 < 1,

the solution of equation (47) is R3 = 0.266861 . . . and g(R3) = 0.05765 < 1/2.

Therefore, the hypotheses of Theorems 5.1, 5.2 and 5.3 are satisfied and guarantees that a unique solution
of equation F (x) = 0 exists in B(x0, R1), B(x0, R2) and B(x0, R3), respectively. In Table 1 we can see the
numerical solution x∗ = (x∗1, x

∗
2, . . . , x

∗
8)T rounded to 25 decimal digits. In Tables 2–4, we show the errors

‖en‖ = ‖x∗−xn‖. Notice that the sequence vector {xn} is a good approximation of a solution of system (52)
x∗. See the sequences {‖F (xn)‖} in Tables 2–4.

Table 1: Numerical solution x∗ of system (52) rounded to 25 decimal digits

i x∗i

1, 8 1.01828 86072 13729 05525 34942

2, 7 1.08728 23580 28971 61177 51721

3, 6 1.17630 98552 66267 71573 67023

4, 5 1.23851 64267 40874 94479 39584

The numerical computations were performed using the MPFR library of C++ multi-precision arithmetics [8,17]
with 4096 digits of mantissa. All algorithms were compiled by g++(4.2.1) for i686-apple-darwin1 with libgmp

(v.5.0.2) and libmpfr (v.3.1.0) libraries in a processor Intelr Xeon E5620, 2.4GHz (64-bit machine). In
this machine the quotient and product ratio is ` = 1.731.
The following classical stopping criterium

‖eI‖ = ‖xI − α‖ > 10−ν and ‖eI+1‖ < 10−ν , where ν = 4096,

is replaced by
‖ĕI‖ > 10−η and ‖ĕI+1‖ < 10−η, where η = [ν(ρ− 1)/ρ] , (53)
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Table 2: Absolute errors obtained by method (39) and ‖F (xn)‖ for system (52)

n ‖en‖ ‖F (xn)‖
0 2.38 e−0001 1.85 e−0001
1 6.05 e−0003 4.67 e−0003
2 3.86 e−0006 2.99 e−0006
3 1.57 e−0012 1.21 e−0012
4 2.59 e−0025 2.00 e−0025
5 7.04 e−0051 5.44 e−0051
6 5.21 e−0102 4.02 e−0102
7 2.85 e−0204 2.20 e−0204
8 8.51 e−0409 6.58 e−0409
9 7.60 e−0818 5.88 e−0818

10 6.07 e−1636 4.69 e−1636
11 3.87 e−3272 2.99 e−3272

Table 3: Absolute errors obtained by method (42) and ‖F (xn)‖ for system (52)

n ‖en‖ ‖F (xn)‖
0 2.38 e−0001 1.85 e−0001
1 2.32 e−0004 1.79 e−0004
2 2.18 e−0013 1.69 e−0013
3 1.79 e−0040 1.39 e−0040
4 9.98 e−0122 7.71 e−0122
5 1.72 e−0365 1.33 e−0365
6 8.71 e−1097 6.73 e−1097
7 1.14 e−3290 8.82 e−3291

Table 4: Absolute errors obtained by method (46) and ‖F (xn)‖ for system (52)

n ‖en‖ ‖F (xn)‖
0 2.38 e−0001 1.85 e−0001
1 9.00 e−0006 6.95 e−0006
2 1.88 e−0023 1.45 e−0023
3 3.52 e−0094 2.72 e−0094
4 4.34 e−0377 3.36 e−0377
5 1.01 e−1508 7.80 e−1509

where the infinity norm is used (see [11]). Moreover, ĕn is obtained by

ĕn =

(
Fr(xn)

Fr(xn−1)

)
1≤r≤m

. (54)

Note that this criterion is independent of the knowledge of the root.

To evaluate the numerical efficiency of each method, we compute the factor κ̃ (see [10]); that is, for each

iteration n we get the precision (number of correct decimals) Dn in computational time Θ̃(Dn) (elapsed time
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from D0 to obtain Dn correct decimals), where

Dn ≈ − log10 ‖en‖ ≈ −
ρ

ρ− 1
log10 ‖ĕn‖. (55)

We approximate the pairs (logDn, Θ̃(Dn)), 1 ≤ n ≤ I, in the sense of least-squares, by a polynomial of degree
one, where the slope κ̃ is computed; namely, κ̃ is a coefficient that measures the time of execution in function
of the approximate number of correct decimals. That is:

Θ̃(DI) = κ̃(logDI − logD0).

Taking into account this slope, we compare the time factor TF with the computed time factor T̃F defined by

T̃F =
Θ̃(DI)

tp log q
=
κ̃

tp
≈ TF =

1

logCEI
, (56)

where tp is the necessary time spent by one product and q = DI/D0.

In these experiments we calculate the computational order of convergence ρ̆, called PCLOC and defined in [11],
by

ρ̆ =
log ‖F (xI)‖

log ‖F (xI−1)‖
.

If ρ = ρ̆±∆ρ̆, where ρ is the local order of convergence and ∆ρ̆ is the error of PCLOC, then we get ∆ρ̆ < 10−2.
This fact means that, in all computations of PCLOC, we obtain at least three significant digits and this result
is a good test of the local order of convergence of the iterative family presented in this paper.

Table 5 shows the results obtained for the iterative methods Φk, 1 ≤ k ≤ 3. It is shown the measure time
factor TF defined in (56), the necessary time Θ̃(DI) in miliseconds to reach the I-iteration, the number DI

of correct decimals in xI , the slope κ̃ and the computed time factor T̃F . Furthermore, the last column shows
the percentage of relative error rTF between TF and T̃F .

Table 5: Numerical results for the non linear system (52).

TF I Θ̃(DI) DI κ̃ T̃F rTF

Φ1 3379 11 169.46 3271 51.52 3434 1.65

Φ2 2429 7 124.22 3290 37.35 2490 2.51

Φ3 2161 5 97.50 1508 32.95 2197 1.66

Notice that the preceding results agree with the theoretical ones exposed previously. Observing the computed
time factor T̃F of the different methods, we conclude that they also agree with the computational efficiency
index CEI or the time factor TF . Moreover, the inequalities

CEI3 > CEI2 > CEI1,

are in concordance with those of Theorem 4.1.

7 Concluding remarks

We present, in this paper, a generalization of a family of Steffensen-type methods with three frozen steps for
solving nonlinear equations. A local convergence analysis of this family is given, where three specific divided
difference operators are considered and studied in detail. Besides, we obtain four families of iterative methods
with optimal local order of convergence.
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Also, new variants of the families are constructed and a study of their computational efficiencies is carried
out. We also analyze the semilocal convergence of these variants. Moreover, an application of a nonlinear
integral equation of mixed Hammerstein type is presented, where the use of multiple precision and a stopping
criterion are implemented without using any known root.

Finally, where we compare the orders, efficiencies and elapsed times of the suggested methods that support
the theoretical results claimed. We point out that the real efficiency of each method is related to the slope of
the lines in the sense of least-squares.
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[8] L. Fousse, G. Hanrot, V. Lefèvre, P. Pélissier and P. Zimmermann, MPFR: a multiple-precision binary
floating-point library with correct rounding, ACM Trans. Math. Softw. 33, 2 (2007) Art. 13 (15 pp.)

[9] M. Grau-Sánchez, A. Grau, M. Noguera, Frozen divided difference scheme for solving systems of nonlinear
equations, J. Comput. Appl. Math. 235 (2011) 1739–1743.

[10] M. Grau-Sánchez, M. Noguera, A technique to choose the most efficient method between secant method
and some variants, Appl. Math. Comput. 218 (2012) 6415–6426.

[11] M. Grau-Sánchez, A. Grau, M. Noguera, J.R. Herrero, A study on new computational local orders of
convergence, Appl. Math. Lett. 25 (2012) 2023–2030.

[12] M. Grau-Sánchez, M. Noguera, J.L. Diaz-Barrero, On the local convergence of a family of two-step
iterative methods for solving nonlinear equations, J. Comput. Appl. Math. 255 (2014) 753–764.

[13] A.M. Ostrowski, Solutions of Equations and System of Equations, Academic Press, New York, 1960.

[14] F.A. Potra, V. Pták, Nondiscrete induction and iterative methods, Pitman Publishing Limited, London,
1984.

[15] J. Rashidinia, M. Zarebnia, New approach for numerical solution of Hammerstein integral equations,
Appl. Math. Comput. 185 (2007), 147–154.

[16] I.F. Steffensen, Remarks on iteration, Skand. Aktuarietidskr. 16 (1933) 64–72.

[17] The GNU MPFR library 3.1.0. Available in http://www.mpfr.org

[18] J.F. Traub, Iterative methods for the solution of equations, Prentice-Hall, Englewood Cliffs, New Jersey,
1964.

21


