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Abstract

[Context and motivation] Service-Based Systems are highly dynamic software systems composed of
several web services. In contrast to other types of systems, Service-Based Systems rely on service
providers to ensure that their web services comply with the agreed Quality of Service. Delivering an
adequate Quality of Service is a critical and significant challenge that requires monitoring along the
different activities in the Service-Based System’s lifecycle.

[Question/problem] Current monitoring systems are designed to support specific activities (e.g. service
selection, adaptation, etc.), but do not fulfil the requirements of all the activities in the Service-Based
System’s lifecycle.

[Principal ideas/results] In this paper, we present SALMon, a QoS monitoring framework able to
support the whole Service-Based System’s lifecycle. SALMon is highly versatile, since it combines
different strategies for its configuration (model-based and invocation-based) and for the way it gets the
Quiality of Service (passive monitoring and online testing). Furthermore, its architecture supports easy
extensibility with new quality attributes, independence of the technology of the monitored services and
interoperability with other tools. We conducted a performance evaluation over real web services using
suitable estimators for response time and evaluated both its overhead and capacity.

[Contribution] SALMon provides infrastructure that can be used in very different scenarios, as
exemplified in this paper, both in terms of the lifecycle’s phase addressed and the type of system (pure
Service-Oriented Architecture, cloud-based systems, etc.). This diversity of situations addressed makes
SALMon a significant contribution both for practitioners that may be interested in integrating a working
technology in their software solutions, and for researchers who can conduct their investigation on top of
a reliable infrastructure.

Keywords: Service Based System, Monitoring, Quality of Service, QoS, Web Service

1. Introduction

Service-Based Systems (SBS) are highly dynamic software systems composed of several web services
coming from different, possibly heterogeneous providers (Andrikopoulos, Bertoli, & Bindelli, 2008). They
follow the principles of the Service Oriented Architecture (SOA), which improves the reusability,
abstraction, loose coupling and high cohesion of the web services that compose them (Erl, 2008). Due to
these characteristics, SOA has been established as a successful paradigm in both industry and academia.
In industry, SOA has been proven to be a suitable solution for many projects in the last decade



(Bieberstein, Laird, Jones, & Mitra, 2008), whereas in the academia it is acknowledged to be a
consolidated approach which progresses along with cloud computing and the future internet
(Papazoglou, Pohl, Parkin, & Metzger, 2010).

The adoption of an SBS-based approach to the system’s development impacts on its lifecycle, with
additional stages and activities that do not occur in other paradigms. Fig. 1 presents a possible lifecycle
based on the SBS lifecycle proposed in (Papazoglou et al., 2010) complemented with the SBS lifecycle as
presented in (Gu & Lago, 2007).
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Fig. 1 Lifecycle of an SBS.

In contrast to other traditional software systems, the dynamic behavior of SBS requires up-to-date
Quiality of Service (QoS) information for their proper management in the different stages of the SBS
lifecycle shown, from their initial construction until their decommission. The QoS that the web service
must accomplish is usually expressed in the form of a contract between the service client and the
service provider known as Service Level Agreement (SLA). Table 1 summarizes the activities in which the
different lifecycle stages make use of QoS information.

Table 1: Activities that require up-to-date QoS information.

Stage Activity

Requirements Does not require QoS information but instead defines the QoS attributes that will be needed to

Engineering & check the fulfilment of the adopted SLA, influencing then the other four stages

Design

Construction Service selection: requires QoS information in order to select the most suitable service from a
set of candidate services to fulfil a certain task.

Deployment & Service deployment: requires QoS information in order to deploy the services which are

Provisioning managed by the same SBS developer under the proper infrastructure.

Operation & Quality assessment: requires QoS information to assure at execution time that the conditions
Management defined in the SLA are met.

Adaptation Service adaptation: requires QoS information to correctly select and execute the adaptation

strategy when a violation of the service level occurs (or is expected to occur).

Providing such QoS information has resulted in different technological solutions built around a monitor.
“A monitor is a program or set of programs that observes the execution of the SBS [...] and is defined
and implemented on the basis of a monitoring specification that describes the properties and events to
be observed” (S-Cube, 2009). QoS is one of such properties.



There are several existing solutions that are well fit for some of the activities listed in Table 1, but as our
state of the art will show later, none of them have been used for supporting all of them altogether.
Under these circumstances, these activities can only be successfully accomplished by combining two or
more different monitors in the same SBS, leading to redundancies and affecting negatively the
performance of the system. Furthermore, some compatibility problems between monitors might arise
(e.g. inconsistent approaches, different interfaces, incompatible dependencies, etc.).

As an illustrative example, let’s consider an SBS that has a monitor capable of supporting quality
assessment. In this activity, the monitor is used to assess that the availability of the service is over 95%
during the year. However, if the service becomes unavailable, whilst the SLA is still met, the same
monitor might be unable to identify the adaptation need. This is the case when monitors are highly
coupled to the conditions and can’t distinguish the implications of the violation, or with which
components it should interact with. Under this scenario, another monitor shall be installed to take care
on the adaptations needed, leading to the problems mentioned.

Moreover, installing a list of redundant monitors makes the maintainability of the SBS more complex
and prone to errors. For instance, if an adaptation on the SBS is performed: if a service A is replaced by a
service B, all the monitors and the monitoring rules should be ported from A to B.

To fill this gap, in this paper we present SALMon, a versatile service monitoring framework that provides
the QoS information required by the different activities previously mentioned. In order to satisfactorily
fulfil the diverse requirements of the different activities involved, the monitoring framework provides
different strategies to get the QoS by combining passive monitoring and online testing strategies,
supporting different deployment configurations, the ability to extend the monitoring solution with new
quality attributes and their metrics, as well as offering an open architecture to deal with web services
developed and running in different technologies.

The remainder of the paper is structured as follows: In Section 2, we identify the monitoring
requirements of the different activities in the SBS lifecycle. In Section 3, we present the related work
and how do they cover such requirements. In Section 4, the SALMon monitoring framework is
presented. In Section 5, we describe the usage of SALMon in the different activities. In Section 6, the
performance evaluation is presented. Finally, in Section 7, we present the conclusions and future work.

2. Monitoring requirements

Designing a comprehensive monitoring solution requires a careful analysis of the needs posed by the
four activities presented in Table 1. This section presents the list of requirements derived from these
needs. We obtained these requirements through the following elicitation techniques: on the one hand,
we revised the literature in the fields of service selection (Kang, Liu, Tang, Liu, & Fletcher, 2011)(S.
Wang, Sun, & Yang, 2012)(Michlmayr, Rosenberg, Leitner, & Dustdar, 2010), service deployment
(Gentzsch et al., 2013)(Marosi, Kecskemeti, Kertesz, & Kacsuk, 2011), quality assessment (Shu & Meina,
2010) and service adaptation (Di Nitto, Ghezzi, Metzger, Papazoglou, & Pohl, 2008)(Baresi, Guinea,
Pistore, & Trainotti, 2009)(Guinea & Kecskemeti, 2011) to identify the common requirements for these
activities. On the other hand, we conducted meetings and interviews with members of different
research groups who work on these activities’. Such requirements were later validated through the
implementation of a monitoring solution that fulfilled the needs of these research groups for service
selection (Cabrera et al., 2011)(Cabrera et al., 2009), service deployment (Kertesz et al., 2012a)(Kertesz
et al., 2012b) (Kertesz et al., 2013), quality assessment (Muller et al., 2012) (Muller et al., 2013) and

! These collaborations were made in the context of the S-Cube FP7 Network of Excellence, http://www.s-cube-
network.eu/.



service adaptation (Oriol, Qureshi, Franch, Perini, & Marco, 2012) (Schmieders, Micsik, & Oriol, 2011)
(Sammodi et al., 2011) (Franch et al., 2011) (Burgstaller et al., 2009).

Firstly, we present the high-level requirements that are common along the different activities, and
hence apply to the whole service lifecycle; and then we describe the specific requirements for the
particular needs of each activity.

Core requirements along the SBS lifecycle: SBS may incorporate web services implemented in different
languages (e.g. Java, BPEL, .NET, etc.) and executed in different engines (e.g. Axis2, Websphere,
Glassfish, etc.), which might interact with different messaging protocols (e.g. SOAP, REST), leading to an
heterogeneous system combining different technologies (Zheng, Zhang, & Lyu, 2010). Hence, the
monitor shall be capable of monitoring different types of web services, regardless of their technology or
infrastructure details (R1.1). As SBS include different web services for different purposes, the list of
quality attributes the monitor is able to handle shall be extensible as to meet the end user’s needs,
including domain specific quality attributes (O Moser, Rosenberg, & Dustdar, 2012) (R1.2). On the other
hand, requirements and quality attributes to monitor might change, new web services may emerge,
adaptations might be performed, etc. The monitor shall be dynamically reconfigurable to cope with such
dynamicity of an SBS (R1.3). Finally, the monitor should be easily interoperable with the different tools
that support the aforementioned activities in the SBS lifecycle (R1.4).

Requirements on service selection: Service selection frameworks discover and rank web services
registered in a repository. These frameworks provide a ranked list of web services that fulfil not only the
functional requirements of the users, but also their non-functional requirements. These non-functional
requirements are expressed in terms of conditions over quality metrics (e.g. “response time < 200 ms.
AND availability > 90%”").

To obtain the values of such quality metrics, two approaches have been proposed in the literature. On
the one hand, some approaches require a distributed monitoring system in which the services are being
monitored during its execution (Kang et al., 2011)(S. Wang et al., 2012) (R2.1). On the other hand, in
other approaches, it is the same framework that requires a monitor to execute periodically the service
to obtain the QoS (Michlmayr et al., 2010)(Cabrera et al., 2011) (R2.2).

Requirements on SBS deployment: The QoS of the SBS and its web services is strongly affected by the
QoS of the underlying infrastructure where they are deployed (Di Nitto et al., 2008). The deployment of
an SBS includes the composition, internal web services and their resources. Cloud computing is
emerging as a leading solution to deploy an SBS. According to Gartner, by 2017, over 50% of large
Software as Service (SaaS) providers will offer an integrated Platform as a Service (PaaS) in the cloud
(Michell Smith et al., 2013). In the field of cloud computing, there are frameworks that select the cloud
that better fulfils the requirements as well as allocating the resources for the SBS to be deployed
(Gentzsch et al., 2013)(Marosi et al., 2011). As a primary requirement, these frameworks require
monitoring solutions to retrieve the QoS at the infrastructure level (Kertesz et al., 2013) (Kertesz et al.,
2012b) (Kertesz et al., 2012a) (R3.1).

On the other hand, as the cost of PaaS$ is usually linked to its usage and consumption, the monitor is
required to minimize the consumption of resources to lower operating costs (Zhang, Cheng, & Boutaba,
2010)(Kertesz et al., 2013) (R3.2).

Requirements on quality assessment: During the execution of the SBS, the QoS of the constituent web
services is dynamic and highly changing. The primary goal for monitoring in this phase is to ensure that
the dynamic quality attributes meets at runtime the agreed SLA, and hence, being able to configure
automatically the monitor from SLAs is a key aspect in this activity (Muller et al., 2013) (R4.1). Moreover,
the monitor shall be able to recognize different SLA notations (Muller et al., 2013) (R4.2).



Since the QoS stated in the SLA refers explicitly to the interaction between the service client and the
service, the monitored QoS shall be from the real execution of the involved parties (Shu & Meina, 2010)
(R4.3).

Requirements on SBS adaptation: In self-adaptive SBS, when the QoS of a web service doesn’t meet the
required level objectives, an adaptation action is triggered to restore the QoS. We distinguish between
proactive adaptation (the system adapts before the malfunction occurs) and reactive adaptation (the
system adapts when the malfunction has already occurred). Proactive adaptation is usually
accomplished by using a monitor that periodically executes the service to identify any violation before
the user experiences the malfunction (Di Nitto et al., 2008) (R5.1), whereas reactive adaptation is
accomplished by monitoring the real execution of the service client (Baresi et al., 2009)(Guinea &
Kecskemeti, 2011) (R5.2).

A brief summary of these requirements is depicted in Table 2. It must be taken into account that the list
is not intended to provide a comprehensive set of requirements for particular solutions, as each one
differs on their own specific needs. Instead, the list provides a framework of understanding in the main
requirements that a monitor should achieve to support each activity.

Table 2: List of monitoring requirements.

Requirement

1. Along the lifecycle
The monitor shall be capable of monitoring different types of web services, regardless of their
technology or infrastructure details.
R1.2  The monitor shall be extensible to monitor new quality attributes.
R1.3  The monitor shall be dynamically configurable.
The monitor shall be interoperable with the different required components to support the activity of
the SBS lifecycle.
2. Service selection
R2.1  The monitor shall be able to passively monitor services in a distributed environment.
R2.2  The monitor shall be able to actively test services periodically.
3. SBS Deployment
R3.1  The monitor shall retrieve the values of quality attributes at the infrastructure level.
R3.2  The monitor shall minimize the number of resources consumed.
4. Quality Assurance
R4.1  The monitor shall be automatically configurable from SLAs.
R4.2  The monitor shall be able to recognize different SLA notations
R4.3  The monitor shall retrieve the measurements from the real usage of web service clients.
5. SBS adaptation
R5.1  The monitor shall be able to identify QoS violations proactively.
R5.2  The monitor shall be able to identify QoS violations reactively.

R1.1

R1.4

3. Related Work

To develop the Related Work, we have followed the principles and guidelines of Systematic Literature
Reviews (SLRs) as defined by Kitchenham (Kitchenham & Charters, 2007). Nevertheless, the goal in this
paper is not to develop an exhaustive SLR with all the work available in the literature, but to reportin a
systematic manner the list of relevant contributions similar to our work focusing on the quality (as
sustained by the publishing venues) rather than the quantity of papers. The selected papers are then
evaluated in respect of the requirements elicited in the previous section.



3.1 Selection of papers
We have performed a manual search from 2008 to 2014 on the following list of journals and
conferences:

Journals: ACM-TOSEM, ACM-TWEB, Elsevier-AES, Elsevier-IST, Elsevier-JSS, Elsevier-ESWA, |EEE-
Computer, IEEE-Internet Computing, IEEE-Software, IEEE-TSC, IEEE-TSE, IGI global-IJWSR, Springer-ASE,
Springer-SQJ, Springer-WWW.

Conferences: ASE, CAISE, FSE, ICSE, ICSOC, ICWS, SCC, WISE, WWW

The list of journals was obtained from the top ranked journals in services, software engineering and
information systems engineering based on their JCR impact factor. Similarly the list of conferences was
obtained from the top ranked conferences in the same areas based on the CORE indexz, selecting those
which have a CORE-A status.

We have performed the search with the terms “monitor* AND service*” limiting the search results to
the last 5 years, gathering hence the most updated monitoring solutions with respect to the latest
standards. The terms have been applied to title, abstract and keywords. By applying this search
protocol, we found 292 papers covering the search criteria. 113 papers were discarded by title, 125 by
abstract, and 37 papers were discarded after a fast reading, leading to a total of 18 papers that present
14 different approaches. Details of the search and filtering process can be checked at (Oriol, Franch, &
Marco, 2014).

3.2 Analysis
In this subsection, we analyse to which degree the retrieved papers fulfil the requirements identified in
Section 2, and subsequently their suitability to support the different activities of the SBS lifecycle.

For each proposal, we have evaluated the fulfilment of each requirement. The different possible values
can be either satisfied (tick figure), unsatisfied (cross figure), or in the case it was not clearly described,
unknown (question mark). We have also checked if the monitoring framework has been validated
through the inclusion of the monitor in each of the activities presented (depicted with the same symbols
in the rows labelled as ‘Val.’). The results are summarized in Table 3.

Requirements along the lifecycle: Most of the presented approaches are limited to specific web service
technologies and cannot deal with any type of service (R1.1). Most approaches are limited to service
compositions written in WS-BPEL (Oliver Moser et al., 2008)(Oliver Moser et al., 2010)(Baresi et al.,
2010)(Baresi & Guinea, 2011)(Baresi et al., 2009)(Guinea & Kecskemeti, 2011), SOAP-based web services
(Fei et al., 2008)(Mahbub et al., 2010)(Benharref et al., 2009), RESTful (Katsaros et al., 2011), or services
implemented in Axis/Axis2 (Q. Wang et al., 2009)(Raimondi et al., 2008). These technological limitations
constrain the applicability of the monitors to a narrow set of scenarios. On the contrary, there are a few
approaches that provide a solution not attached to a particular technology (Lin et al., 2009)(Comuzzi et
al., 2009)(Ortiz & Bordbar, 2009)(Psiuk et al., 2012)(Alhamazani et al., 2014).Regarding the quality
attributes, most of the approaches are extensible to monitor new quality attributes (R1.2) with a few
exceptions. Ortiz et al. (Ortiz & Bordbar, 2009) is only able to monitor a set of predefined metrics and
lacks of important ones (e.g. availability) and Raimondi et al. (Raimondi et al., 2008) can only monitor
time-related metrics. Finally, most of the monitors are dynamically configurable (R1.3), with the
exception of Benharref (Benharref et al., 2009) and Raimondi (Raimondi et al., 2008), which cannot be
reconfigured at runtime.

2 Available at http://core.edu.au/index.php/categories/conference%20rankings




Table 3: Fullfilment of the requirements in the related work
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1. Along the lifecycle
R1.1 x x x v v v x x v x x x x v v
R1.2 7 7 7 7 7 x 7 7 7 v 7 x v x 7
R1.3 v v v v v v v ? v v x x v ? v
R1.4 They have been proven compatible with their respective frameworks v
2. Service selection
R2.1 v v v v v v v x v v v v x v v
R2.2 x v v x x x x v v v x x v v v
Val. x x x x x x x v x x x x x x
3. SBS Deployment
R3.1 x x v v v x x x x v x x v v
R3.2 v x x x x x x x x x x ? v
Val. x x v v x x x x x x x x v v v
4. Quality Assurance
R4.1 x v x x v x x x x x x v x x v
R4.2 x x x x x x x x x x x x x x v
R4.3 v v v v v v v x v v v v x v v
Val. x v x x v v x x v v v v x x v
5. SBS adaptation
R5.1 x v v x x x x v v v x x v v v
R5.2 v v v v v x v v x v v
Val. v v v v x x v v x v x x x x

Service selection: All of the aforementioned monitoring frameworks can monitor the services either
passively (R2.1), or actively using online testing (R2.2). However, only SECMOL-WSCol (Baresi et al.,
2010)(Baresi & Guinea, 2011), Dynamo&Astro (Baresi et al., 2009)(Guinea & Kecskemeti, 2011), M.
Psiuk (Psiuk et al., 2012), Q. Wang (Q. Wang et al., 2009) and CLAMS (Alhamazani et al., 2014) are able
to combine both approaches. This ability to combine the two approaches allows the monitoring
framework to be used in different service selection frameworks. Nevertheless, none of these
approaches has been specifically used in service selection scenarios to validate its adequacy in a service
selection framework. Only Mahbub et al. (Mahbub et al., 2010) has been used in service selection,
although just for SOAP-based passive monitoring.

SBS deployment: Only a few approaches are able to monitor quality attributes at the infrastructure level
(R3.1). However, they either require to plug an infrastructure monitoring engine (Baresi et al.,
2009)(Guinea & Kecskemeti, 2011)(Comuzzi et al., 2009)(Katsaros et al., 2011), which requires more
resources, or they directly interact with the operating system commands (Lin et al., 2009)(Q. Wang et
al., 2009), and hence are limited to a specific operating system. None of these approaches apply
techniques to minimize the consumption of resources (R.3.2). Regarding validation, only Dynamo&Astro




(Baresi et al., 2009)(Guinea & Kecskemeti, 2011), G. Katsaros (Katsaros et al., 2011) and K. Lin (Lin et al.,
2009) have been used for SBS deployment.

Quality assurance: Most of the approaches are able to monitor the QoS from the real usage of web
service clients (R4.3) but only a few of them are able to automatically configure the monitor from an SLA
document (R4.1). Moreover, the automated configuration of monitors presented are designed for a
specific language, such as WS-Agreement (Baresi et al., 2010)(Baresi & Guinea, 2011) (Comuzzi et al.,
2009) or SLAng (Raimondi et al., 2008) and are not extensible to other SLA notations (R4.2). Interestingly
enough, a vast number of monitors have been validated for quality assurance (Baresi et al., 2010)
(Baresi & Guinea, 2011) (Comuzzi et al., 2009) (Ortiz & Bordbar, 2009) (Psiuk et al., 2012) (Q. Wang et
al., 2009) (Benharref et al., 2009) (Raimondi et al., 2008), although with the aforementioned limitations.

SBS adaptation: All of the aforementioned monitoring frameworks can either support proactive
adaptation (R5.1) or reactive adaptation (R5.2). However, only SECMOL-WSCol (Baresi et al.,
2010)(Baresi & Guinea, 2011), Dynamo&Astro (Baresi et al., 2009)(Guinea & Kecskemeti, 2011), Q.
Wang (Q. Wang et al., 2009) and CLAMS (Alhamazani et al., 2014) are able to support both types of
adaptation approaches. Most of the monitors in the literature have been integrated into an SBS
adaptation framework (Oliver Moser et al., 2008)(Oliver Moser et al., 2010)(Baresi et al., 2010)(Baresi &
Guinea, 2011)(Baresi et al., 2009)(Guinea & Kecskemeti, 2011)(Lin et al., 2009)(Fei et al., 2008)(Mahbub
et al., 2010).

To conclude, all of the aforementioned monitoring frameworks support (partially) some of the activities,
but none of them satisfactorily cover the whole SBS lifecycle, which requires a flexible approach to
support the different activities in a general and extensible way. Therefore, we envision the need of a
new approach that fulfils the requirements needed for all the activities that embrace the SBS lifecycle in
a generic and extensible manner.

4. The SALMon monitoring framework

This section presents the insights of the framework, showing the monitoring framework designed to
accomplish the requirements identified in Section 2. The framework, named SALM0n3, has been
developed following an incremental and iterative approach. Nevertheless, we illustrate the results of
such development in a linear way for the sake of readability.

4.1 SALMon’s features
SALMon has been implemented with a set of features designed to accomplish the different
requirements identified on each activity (see Table 4). We describe these features below:

Table 4: Features of SALMon and requirements fulfilled

R1.1 | R1.2 | R1.3 R1.4 R2.1 R2.2 R3.1 | R3.2 | R4.1 | R4.2 | R4.3 | R5.1 | R5.2

F1 v v v

F3 v v

F5

F6 v

* SALMon comes from SLA Monitoring with a swap of two letters to make it easier to remember.



F1. Combination of model-based and invocation-based strategies:

Quality assurance requires configuring the monitor automatically from an SLA specification (R4.1).
However, other activities do not handle SLAs to configure the monitor. To this respect, the monitor must
be able to combine two strategies to handle its configuration. On the one hand, it should be able to be
configured automatically from an SLA, on the other hand, it should provide an API to configure the
monitor directly. SALMon combines both approaches seamlessly.

Considering automatic configuration through SLAs, the current SLA standard is WS-Agreement (Andrieux
et al., 2004). However, WS-Agreement just provides a general-purpose schema that must be extended
with internal sublanguages, which leads to different WS-Agreement compliant notations (Muller et al.,
2013), and therefore a mechanism able to handle these different WS-Agreement notations is required.

To address this challenge, we use model-based strategies, and in particular model transformations, to
obtain, from an arbitrary SLA written in any language, a unified monitoring configuration model able to
configure the monitor. We propose to use a specific type of document, the Monitoring Management
Document (MMD), which includes the required information to configure the monitor. By decoupling the
monitor from an SLA, the same monitor can be used to monitor different SLAs in different notations
(See Fig. 2). Details of the MMD can be checked at (Muller et al., 2013).

N S
SLA
Lang 1 Unified

notation
Model Automatic

SLA transformation MMD configuration .
Lang 2 - > Monitor
SLA
Lang N

J —

Fig. 2 Automatic configuration of monitors from diferent SLA notations.

Considering the configuration of the monitoring without SLAs, an invocation-based approach is
followed. We provide an APl in order to set the services, methods and metrics as well as other
parameters to configure the monitor. The API is a WSDL interface, which can be invoked remotely by the
client using any programming language. A high-level representation of an extract of the WSDL interface
is depicted in Fig. 3.

Regardless of the adopted strategy, SALMon can dynamically be reconfigured to adapt to changes in
both the SBS and the SLA (e.g. add/remove services, metrics, etc.) (R1.3).



Monitor Interface

CreateSOASystem(soaName): soalD

SetClient(client): clientID

SetService(servicelnfo): servicelD

SetOperation(servicelD, operationinfo): operationID
SetBasicMetric(basicMetric)

SetDerivedMetric(derivedMetric)

SetServiceProperty(servicelD, operationID, metric, clientID): metricID
UpdateService (servicelD, servicelnfo)

UpdateOperation(servicelD, operationID, operationinfo)
UpdateServiceProperty(metriclD, metric)
MonitorMetricForOperation (servicelD, operationID, metric, clientID)
StopMonitoring MetricsForOperation(servicelD, operationID, metric)
GetAllServicesFromSOASystem (soalD)
GetAlllnvocationIinformation (servicelD,operationID, timelnterval)
GetAllinputinformationFromService(servicelD, timelnterval)
GetAlliInputinformationFromOperation(servicelD, operationID, timelnterval)
RemoveServiceProperty(metricID)

RemoveMetric(metric)

RemoveOperation(servicelD,operationID)
RemoveService(servicelD)

RemoveSOASystem(soalD)

Fig. 3: Monitor interface

F2. Combination of passive monitoring and online testing strategies:

Passive monitoring consists on gathering the QoS information from the interaction between the web
service and the service client. On the other hand, on-line testing consists on invoking periodically the
web service to obtain the QoS information. Depending on the activity, it is required to use one passive
monitoring (R2.1, R5.2) or online testing (R2.2, R5.1) to gather the QoS.

In order to satisfy the needs of the different activities, we combine both online testing and passive
monitoring strategies in the same framework. To do so, the tester uses exactly the same monitoring
infrastructure as an end-user of the service (see Fig. 4).

Both strategies are not mutually exclusive. That is, this feature also facilitates the combination of data
obtained from passive monitoring and online testing to have more data and perform a better analysis.

Tester end-user

Monitor

Web service

Fig. 4 Combination of passive monitoring and on-line testing

F3. Extensible with new quality attributes:

In a monitoring system, it is mandatory to provide the ability to compute new quality attributes as they
are required (R1.2). To provide the extensibility with respect to new quality attributes, we provide two
techniques, namely, at the conceptual and execution levels respectively (see Fig. 5).



At the conceptual level, quality characteristics, attributes and metrics based may be structured following
some quality model for web services, e.g. the standard ISO/IEC 25010 (ISO/IEC, 2010) and aligned with
the common terminology used. In (Oriol, Marco, & Franch, 2014a) we conducted a systematic mapping
in order to identify the list of quality attributes and map them in the standard ISO/IEC 25010. By
following this technique, new metrics can be added in a clearly structured manner following the
standard, and interoperability and integration capabilities with other frameworks is also easier as they
share a common framework of understanding.

At the execution level, SALMon is able to plug-in the required business logic that computes new metrics
through a piece of software that we name measure instrument. A measure instrument is a component
that is responsible to compute the values of a single metric. Hence, new metrics can be added by
plugging the respective Measure Instruments. Adding new measure instruments can be done at runtime
without the need of decommissioning or stopping the monitoring system.

These techniques also enable SALMon to monitor metrics at the infrastructure level (R3.1)
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Fig. 5 Extensibility of metrics at the conceptual and execution level

F4. For any type of web service:

The high heterogeneity of the technologies used to implement web services requires a monitoring
strategy not limited to a particular technical solution (R1.1). The monitor should not be attached to a
particular technology and include the required modularity to extent it to support new kinds of web
services. In contrast to other solutions, in our proposal, the messages are processed by the Measure
Instruments, whereas the core of the monitor is agnostic over the technical specifications of the
messages, leading the capability to monitor different type of web services (e.g. SOAP, RESTful services).

F5. Combines push and pull notification mechanisms:

Each activity requires different mechanisms to report the QoS data. In self-adaptive systems it is
required to be notified as soon as possible with the updated QoS of the web services in order to perform
an adaptation, whereas in service selection and deployment it is more convenient to provide the QoS of
the web services only when they are required. To this aim, two strategies to retrieve the monitored QoS
exist:

*  Push strategy: QoS updates are notified to the subscribed components, which receive the data as
soon as the web service is invoked and the quality attributes are computed.



*  Pull strategy: QoS updates are requested by the components whenever they need it.

SALMon combines both notification mechanisms to provide either the monitored data on-demand or as
soon as the monitored data is gathered.

F6: High interoperability:

Each SBS life-cycle activity requires specific features and specialized functionality that are implemented
by dedicated software components. In order to be interoperable with these components (R1.4), the
monitoring system must present a highly versatile architecture. To this aim, SALMon has been
implemented following the SOA paradigm, where the different monitoring modules are web services,
which facilitates the capability of each module to be easily coupled, replaced and decoupled in the
monitoring system.

F7: High efficiency:

The monitor has to be efficient in reduce the consumption of resources (R3.2). SALMon has a modular
architecture where the modules which are not required can be unplugged. Moreover SALMon has the
capability to be deployed and decommissioned at runtime in order to reduce the consumption of
resources.

4.2 SALMon’s architecture

As mentioned above, SALMon has been designed following the SOA principles. These principles focus on
high cohesion and low coupling aspects, which improves the reusability and maintainability of the
software (Nitto, Sassen, Traverso, & Zwegers, 2009). To this aim, SALMon is composed of several
modules, each one with the constituent services required to fulfil a specific activity:

*  Core module: implements the features that are required along the different activities.
*  MMD module: implements the model-based management system.

* Testing module: implements the online testing strategy.

*  Subscription module: implements the push notification strategy.

* Data module: implements the storage repository of the monitored data.

*  Monitor DB module: implements a facade to interact with the data module.

Fig. 6 shows these modules using a variation of the SAP-TAM notation (SAP, 2007).
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Fig. 6 SALMon’s architecture

4.2.1 Core module

The Core module is the main module of the monitoring system and the only one which is mandatory. It
consists of the components required along the different activities to correctly fulfil the monitoring
process. These components are the Monitor, the Measure Instruments and the ESB.

Monitor: The Monitor is the main component of the system. It is a service that includes in its WSDL
interface the capability to be managed directly, accomplishing the invocation-based strategy. The
Monitor does not compute directly the values of the quality metrics; instead, the Monitor is responsible
for managing the Measure Instruments. For each quality metric to evaluate, the Monitor activates the
corresponding Measure Instrument. The Monitor also manages other (optional) modules, namely the
Tester and Publisher modules, if present.

Measure Instrument: Each Measure Instrument includes the business logic to compute the value of a
specific quality metric. A Measure Instrument can be either internal or external. An Internal Measure
Instrument is included as a component of the Core Module and are the mostly wide used quality metrics
(e.g. response time, availability, ...), whereas External Measure Instruments are web services with a
common interface that implement a specific quality metric required by the user (e.g. size of attached
files). In such a manner, the Monitor is extensible with the addition of new metrics. The Measure
Instruments receive the messages to monitor from the ESB.

ESB: In order to capture the messages from a service consumer, the service consumer must not invoke
the service directly but through the usage on an Enterprise Service Bus (ESB). This is fulfilled by
specifying the target address using the standard WS-Addressing in the header of the messages and
performing the invocation to the ESB. The ESB receives the message requests and forwards them to the
actual web service. In order to avoid delays caused by message redirections, the ESB can be placed to
the server or client side. The location of the ESB also depends on the metrics to calculate. For instance,
to compute the response time, which includes the network delay, the ESB is required to be deployed
near or at the client side. On the contrary, to compute the execution time, excluding the network delay,
the ESB has to be deployed near or at the server side. The architecture allows deploying more than one
ESB, which can be combined by applying the required redirections. In such a manner, we (1) allow the
computation of server and client side metrics and (2) provide the ability to avoid bottlenecks, by
instantiating new ESBs in case of high traffic. In parallel to invoking the web service, the ESB forwards
the messages accompanied with their timestamps to the activated Measure Instruments, so they can
compute the values of the quality metrics.



4.2.2 MMD module

This module is used to implement the model-based management system. In this regard, it is required a
model transformation from the source model to the model that configures the monitor. The source
model is not limited to SLA documents, but also can function with other types of models (e.g. goal-based
models). By specifying the appropriate transformation rules and using techniques as those presented in
(Krzysztof Czarnecki, 2003), we are able to derive from the source model to the model that configures
the monitor (i.e. the target model). With respect to the target model, we propose to use the MMD
(Muller et al., 2013), a specification which includes what is required to monitor and how the data is to
be gathered. The MMD, as a standalone model, is a formal XML document whose main functions are (1)
the specification of a monitoring configuration to gather properly the required metrics and (2) a
container to store and retrieve the monitoring results in the same document structure. In this sense, the
MMD is used as both input and output model of the system. An excerpt of an MMD with monitoring
results is depicted in Fig. 7. Details of the MMD structure can be found at (Muller et al., 2013).

<MonitoringManagementDocument>

<serviceMetric>

J0</value>

Stamp>2013-05-18T18:02:38</timeStamp>

</MonitoringManagmentDocument>

Fig. 7: Excerpt of an MMD with monitoring results.

MMD Manager: the MMD Manager is responsible for managing the MMD. It also invokes the Monitor
accordingly to the MMD rules and updates the document with the monitoring results.

MMD data: The MMDs are stored and updated in a secured repository.

4.2.3 Testing module
The testing module is used to perform online testing to the target web services. It consists of the Tester
Engine

Tester Engine: The Tester Engine is activated by the monitor by specifying the target web services, the
operations to invoke, the input to perform the tests and the time interval between invocations. The
tester uses exactly the same infrastructure that is used for the messages from a real service consumer.
The test messages goes through the same ESB redirections. In such a manner, any duplicity is avoided,
and the combination of both approaches is assured. To identify that these requests do not belong to a
real user but are from the Tester Engine, the test messages include an identifier tag in the header of the
message.



4.2.4 Subscription module
The subscription module implements the push notification strategy to inform updates regarding the
monitored web services as soon as there are gathered. It is operationalized by the Publisher service.

Publisher: The Publisher implements the observer pattern for web services as defined in [ref]. The
Monitor subscribes the metrics or other data computed by the Measure Instruments to the interested
party (e.g. the consumer, provider, an adaptation component, etc.). The Publisher handles the list of
subscribed parties and their subscriptions and notifies the events whenever a new value of interest is
retrieved by the Measure Instruments. The subscribed parties must implement a web service interface
that handles such notifications.

4.2.5 Data module
The Data module is a repository to store the monitored data, which can be accessed internally by the
Monitor or externally by the Monitor DB puller. It consists of two major building blocks:

QoS data: Is the part of the repository which stores all the monitored QoS information (e.g. response
time, availability, etc.)

Usage data: is the part of the repository which stores all the information related to the usage of the web
services (e.g. invocations performed, inputs used, etc.)

The current repository has been implemented as a MySQL database, but other technologies could be
used as required by the SBS.

4.2.6 Monitor DB module
This module is used to get the information from the Data module externally from the monitor. It
consists of the Monitor DB puller.

Monitor DB puller: It provides a WSDL interface to access the data from the repository, decoupling the
user to a particular storage technology.

5. SALMon validation in the lifecycle of an SBS

SALMon has been validated in depth in the different scenarios supporting the previously mentioned
stages of the lifecycle of an SBS. We detail here, how SALMon has been used in the different
frameworks of several research groups to accomplish a varied set of activities. The features that were
implemented and the results of such collaborations are detailed.

5.1 Service selection

The selection framework

SALMon has been integrated and validated with a particular web service selection framework to
demonstrate the feasibility of the monitoring framework in this activity. Particularly, SALMon has been
integrated within WeSSQoS (Cabrera et al., 2011)(Cabrera et al., 2009). WeSSQoS is a configurable
quality-aware web service selection framework that combines multiple web service repositories and
algorithms to provide and augmented user experience in the selection of web services. The repositories
integrated with WeSSQoS provide information about the web services and some statically defined
quality attributes. WeSSQoS combines all this information with SALMon for an accurate and up-to-date
QoS data of the web services (see http://gessi.Isi.upc.edu/wessqos).



Required components of SALMon and usage
The required components of SALMon in this activity are: the Tester and the Data module (see Fig. 8).

To monitor these web services, the Tester component of SALMon performs the tests over the web
services registered in the repository of WeSSQoS. The QoS data is then stored in the QoS data module,
which can ultimately be retrieved by the Selector module of WessQoS.

The Selector module merges all the data and executes the normalization and ranking algorithms
provided by the Normalize & Ranking Module, resulting in a ranked list of the discovered web services
that better fulfils the user’s needs.
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Fig. 8 SALMon in service selection

5.2 SBS deployment

SBS deployment framework

To demonstrate the feasibility of SALMon during the SBS deployment activity on heterogeneous
deployment infrastructures, SALMon has been integrated and validated within a cloud federation
system. Particularly, in the Federated Cloud Management (FCM) framework (Marosi et al., 2011)
(Kertesz et al., 2012b). FCM is a brokering system that integrates heterogeneous cloud systems and
provides a unique broker to deploy and use SBS in the cloud seamlessly. SALMon has been integrated
with this solution to monitor the QoS at the infrastructure level.

Required components of SALMon and usage

The required components of SALMon in this activity are: the Tester, the Data module and the Monitor
DB puller module. Moreover, an external web service designed for the framework, named M35, is also
required (see Fig. 9).

M3S is a web service that incorporates several methods designed to make usage of the infrastructure of
the platform where it has been deployed (e.g. network, CPU, etc.). By monitoring the performance of
the different methods provided by the web service, the QoS at the infrastructure level is computed.



To be accurate in the results of monitoring M3S, the core of SALMon and the Tester are deployed in the
same platform as the M3S service. The Data module and the Monitor DB puller are deployed outside of
the aforementioned platform in order to (1) avoid the consumption of memory and disk in the platform
that is being monitored and (2) be able to access the data even when the core of SALMon and the M3S
have been decommissioned. The Federated Cloud Management System is then able to retrieve the QoS
through the Monitor DB puller.
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Fig. 9. SALMon in SBS deployment

5.3 Quality assessment

Quality assessment framework

The QoS to be achieved during the execution of a web service is usually agreed in the form of an SLA.
SALMon has been integrated and validated within an SLA analysis platform called ADA (Miiller, Resinas,
& Ruiz-Cortés, 2009), and extended to form a new technological solution named SALMonADA (Muller et
al., 2012) (Muller et al., 2013). SALMonADA is a framework able to automatically monitor, detect and
analize violations of SLA clauses during the execution of the web services. Beyond other features,
SALMonADA is able to provide human readable explanations of SLA violations for highly expressive SLAs
as soon as they occur (see http://www.isa.us.es/ada.source/SLAnalyzer/).

Required components of SALMon and usage
The required components of SALMon in this activity are: MMD module, Subscription module and Data
module (see Fig. 10).

To perform the analysis, SALMonADA automatically generates, from the SLA, the MMD document to
configure the monitor. As the service client invokes the web service through the ESB, the web services
are being monitored and every new computed metric is notified through the Subscription module to (1)
generate the updated MMD with the monitored metrics and (2) compute the analysis if any violation
has occurred.
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5.4 SBS adaptation

SBS adaptation frameworks

SALMon has been integrated and validated with different frameworks for self-adaptive systems:
MAESoS (Franch et al., 2011), PROSA (Sammodi et al., 2011), PROTEUS (Schmieders et al., 2011) and
CARE (Oriol et al., 2012).

*  MAESOS (Franch et al., 2011) is a framework that supports self-adaptation of SBS by combining
several models. It uses i* models to specify requirements, tasks and dependencies; feature
models to specify rules and alternatives; and quality models for the description of the QoS
required.

* PROSA (Sammodi et al., 2011) is a framework that supports self-adaptation of SBS based on
failure prediction. This is achieved by combining passive monitoring and active testing
dynamically.

* PROTEUS (Schmieders et al., 2011) is a framework that supports self-adaptation of SBS to
prevent violations due to malfunction of the executed services. The adaptation strategies are
focused on mitigating the effects of any service malfunction.

* CARE (Oriol et al., 2012) is a framework that supports the adaptation of requirements in SBS by
involving the end-users, if needed, to satisfy their needs.

Required components of SALMon and usage
The required components of SALMon in this activity are: the Subscription module and Data module. It
also requires a new component, which is an Analyser to detect the adaptation needs (see Fig. 11).



The Analyser is able to check simple conditions and trigger an adaptation need if such conditions are not
met. The Analyser configures the monitor either in passive monitoring or online testing strategies, and
hence, both proactive and reactive adaptations are supported.
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Fig. 11. SALMon in SBS adaptation

6. Performance evaluation

In this section we evaluate the performance of SALMon. Particularly, we aim at evaluating the overhead
and the capacity of SALMon. To quantify it, we evaluate by means of an adequate benchmark: (1) the
response time overhead under normal operating conditions (i.e. one invocation at a time), and (2) the
maximum throughput SALMon is able to handle without incrementing such overhead.

To perform the evaluation, we invoke a set of real services, and compare the response time by invoking
the services both directly and through SALMon. To obtain a set of representative services, we started
from a list of 393 services available in the public repository4 developed by XMethods, an organization
dedicated to promoting the development, deployment, and use of web services. Then we applied the
following criteria: (1) We first considered the most recently submitted services under the assumption
that recent services are more likely to be available than older services. Considering the length of the list,
we established as threshold the 1/3 of the complete list. (2) From the resulting 131 services, we
removed those ones falling into any of the following situations: were not available, were payment
services, required registration or didn’t have stateless operations, resulting in 23 services. (3) We tested
these 23 services and removed those ones that had errors in their descriptions (WSDL), or that gave
faulty results in their functionality when invoked, resulting in a final list of 11 services from 8 different
service providers, deployed on their respective servers. The list of services and their WSDLs are available
at (Oriol, Marco, & Franch, 2014b).

* http://www.xmethods.net/ve2/Directory.po



6.1 Overhead evaluation

The ESB Apache Synapse included in SALMon adds a low overhead while handling the HTTP messages.
The ESB has a non-blocking HTTP transport and multithreaded mediation, which as we measured,
results in a negligible 1-3 ms. overhead. Nevertheless, in our approach, there are three possible
locations where SALMon can be deployed: at the server side, at the client side, or in an intermediate
server (i.e., in the middle). Depending on the location, the overhead experienced by the consumer
varies. If SALMon is placed at the server or client side, there is an overhead on the resources due to the
execution of the monitoring components. However, this overhead can be easily compensated by adding
more resources.

If SALMon is placed in the middle, it does not produce an overhead on the resources of the client or
server side. However, the deployment of SALMon in an intermediate server adds a network delay from
Internet Service Providers due to the redirection of the messages. To evaluate this overhead, we
executed each of the selected services 100 times, with a throughput of 1 invocation per second. One key
issue regarding the analysis of the results is dealing with outliers (e.g. network failures that increase the
response time of an invocation). Commonly used methods to deal with outliers require that the data
follow a Gaussian distribution (Hawkins, 1980). However, from the experiment results we have observed
that response times do not follow a Gaussian distribution, but an exponentially modified Gaussian or
inverse Gaussian distribution (See Fig. 12).
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Fig. 12 Response time distribution of one of the monitored web services

As shown, the population grows rapidly on the left-hand side and decreases slowly on the right-hand
side in the form of a tail. Those elements that are far away from the mean are considered outliers. To
deal with these outliers, we followed the methods described and evaluated by Ratcliff for dealing with
response time outliers (Ratcliff, 1993). Although Ratcliff studied response time of people in the field of
psychology, the results can be applied to any model that follows the inverse Gaussian distribution.
According to Ratcliff, we will not compute directly the average response time (which is not a robust
estimator in front of outliers), but we will use two other robust estimators, namely, the inverse
transformation and removing outliers at a standard deviation distance. The first estimator consists on
applying the inverse response time (1/R) on each individual invocation, calculate the average, and then
invert the result. The second estimator consists on calculating the average response time after removing
the outliers at a standard deviation distance. We computed these methods over the invocations on each



service for both directed and redirected invocations. As a result, we got two robust estimators per each
service. We applied these estimators to the response time of direct and redirected invocations in order
to calculate the response time overhead introduced in the web service by the deployment of SALMon.
We decided to relate the two parameters with a linear interpolation curve fitting method with the aim
of obtaining mathematical functions approximating the response time overhead.

Inverse transformation estimator — Average deleting outliers at 15D
";T w
£ 800 £ 1000
E Y =
S 600 =il o 8% 4
2 * 2 Py
= 2 600 -
& 400 -4 ¢ 3 vy ¢
< PR € 400 -~
2 200 2~ 3 o5
° ¢ g 200 L
£ y=0,9x+883 = y=10x+86,3
Z o4 : . : . Z o+ , ] : .
e« 0 200 400 600 800 « 0 200 400 600 800
RT in direct invocation (ms) RT in direct invocation (ms)

Fig. 13 Response time of the web services, invoked directly and through SALMon

Fig. 13 shows the obtained functions for each of the two applied robust estimators methods, which are:
y =0.9x + 88.3ms and y = 1.0x + 86.3ms. These results show that the overhead of SALMon is a constant
value between 86 and 89 ms. It is worth to mention that some deployment strategies can be applied to
mitigate any concern. We argue that for web services that require extremely fast response times and
need to avoid the 86-89 ms. overhead, SALMon can be deployed at the client or server side, as the
overhead is mainly caused by the network delay. For other types of web services, we argue that a
deployment in the middle is preferred, since this solution is less intrusive to both the client and the
provider server, as it does not require the installation of the monitor in their infrastructures.

6.2 Capacity evaluation

To evaluate the capacity of SALMon, we invoked each web service directly and through SALMon with
different throughputs. We tested the list of web services with throughputs from 1 invocation per second
up to 50 invocations per second, and per each throughput we made 100 invocations.

For web services with a capacity lower than SALMon, the results are not useful to identify the capacity
of SALMon. For web services with a high capacity, e.g. CalcService, we identified that SALMon is able to
operate correctly with throughputs up to 30 invocations per second. For throughputs that go beyond 30
invocations per second, the capacity of SALMon is outreached after several invocations (usually taking
more than 100 invocations). An excerpt of the results is shown in Fig. 14; the complete list of results
(graphical and raw data) is available at (Oriol, Marco, et al., 2014b).

SALMon can monitor web services with a throughput up to 30 invocations per second. Nevertheless, for
web service that require a higher throughput, such limitations can be overcome by deploying more ESBs
in a distributed set of servers.
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7. Conclusions

In this paper, we have presented SALMon, a highly versatile QoS monitoring framework able to support
the whole SBS lifecycle. We have first identified the requirements of the different activities in the
lifecycle by (1) analysing the needs as described in the literature, and (2) conducting meetings and
interviews with members of different research groups who work on these activities. Then, from the
elicited requirements, we have designed a set of features and developed the SALMon framework. The
main advantages that SALMon offers with respect to other existing frameworks, which have been
summarized in Table 3, are:

* Combination of model-based and invocation-based strategies

* Combination of passive monitoring and online testing strategies
*  Extensibility with new quality attributes

* Low coupling to the monitored services’ technology

* High interoperability

According to our literature review performed over 24 world-leading journals and conferences on the
topic in the interval 2008-2014, existing approaches do not cover the different phases of the SBS
lifecycle. In more quantitative terms, the approach covering the largest number of the 13 requirements
we have identified and implemented in SALMon, covers 9 of them (Psiuk, Bujok, & Zieliski, 2012). Also
the validation of the proposed approaches is limited, with SBS adaptation being the most validated
phase (7 approaches out of 14).

In contrast, SALMon is a monitoring framework that supports all the different activities in the SBS
lifecycle by providing the knowledge base (accurate and complete QoS) to several expert systems. As
described, SALMon has been integrated with the following frameworks:

*  WeSSQoS (Service selection): An expert system capable of dealing with several pluggable
strategies to perform the selection of web services according to the requirements of the user.

* FCM (SBS deployment): An expert system capable of deciding the best deployment strategy on
a cloud federation system.

*  SALMonADA (Quality assessment): An expert system capable of identifying and reporting an
SLA violation and its cause.



* MAESOS, PROSA, PROTEUS, CARE (Adaptation): Expert systems capable of performing an
adaptation whenever malfunctions in the system occur.

The monitoring requirements for every framework are very diverse, and in some cases, may apparently
be in conflict among each other. This lesson learned has brought us to the design of a modular system,
capable of plugging in the different modules in such a manner that they can co-exist together.

A limitation of SALMon is that the reconfiguration of the monitor is currently performed by the SBS
administrator (i.e. if there is an adaptation on the SBS, SALMon should be reconfigured accordingly).
Another aspect that has been out of the scope is the security of the system (e.g. against DDoS attacks).

The future work spreads over several directions. First, to overcome current limitations, we aim at using
configuration management techniques to automatically reconfigure the monitor according to SBS
adaptations. Secondly, we envisage the use of advanced techniques for supporting the decision on when
to adopt passive monitoring or online testing as strategy to get QoS from monitored services. This is not
a straightforward decision since different parameters as efficiency, accuracy of results and invasiveness
need to be reconciled. A third line of future research emphasises the connection between the monitor
and adaptation decisions. Given that adaptation has a cost, the decision of adapting at runtime needs to
be carefully assessed in order to avoid false positives (i.e., to avoid adapting when at the end it would
have been not necessary). A way to improve the accuracy of the decision is to increase the amount and
quality of the monitored data, but since also this increase has its own cost, techniques are needed to
find the optimal compromise between both factors. Finally, we plan to extend the testing module of
SALMon to define test cases using a standard model (e.g. UML Testing Profile) and implement a
repository of Measure Instruments that gathers the quality metrics.
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