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Abstract—In this paper, a novel classifier, called superimposed
sparse parameter (SSP) classifier is proposed for face recognition.
SSP is motivated by two phase test sample sparse representa-
tion (TPTSSR) and linear regression classification (LRC), which
can be treated as the extended of sparse representation classi-
fication (SRC). SRC uses all the train samples to produce the
sparse representation vector for classification. The LRC, which
can be interpreted as L2-norm sparse representation, uses the
distances between the test sample and the class subspaces for
classification. TPTSSR is also L2-norm sparse representation
and uses two phase to compute the distance for classification.
Instead of the distances, the SSP classifier employs the SSPs,
which can be expressed as the sum of the linear regression
parameters of each class in iterations, is used for face classifica-
tion. Further, the fast SSP (FSSP) classifier is also suggested to
reduce the computation cost. A mass of experiments on Georgia
Tech face database, ORL face database, CVL face database, AR
face database, and CASIA face database are used to evaluate
the proposed algorithms. The experimental results demonstrate
that the proposed methods achieve better recognition rate than
the LRC, SRC, collaborative representation-based classification,
regularized robust coding, relaxed collaborative representation,
support vector machine, and TPTSSR for face recognition under
various conditions.

Index Terms—Face recognition, linear regression, sparse rep-
resentation, two phase sparse representation.
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I. INTRODUCTION

PATTERN recognition systems are relied on classifiers.
Nearest neighbor (NN) [1] and nearest subspace (NS) [2]

classifiers are the well-known approaches in pattern recogni-
tion area. The NN classifies the test sample based on the best
representation to a selected single training sample, whereas
the NS classifier is based on the best linear representation in
terms of all the training samples in each class.

The number of prototype samples is usually very small,
which makes the classification of NN be very difficult. So,
the nearest feature line (NFL) proposed by Li et al. [3]–[7]
attempts to enhance the representational capacity of the lim-
ited sample set by using the line passing through each pair of
the samples in the same class. After the NFL being proposed,
Chien and Wu [8] proposed the nearest feature plane (NFP);
Zheng et al. [9] proposed the NN line and NN plane;
and Gao and Wang [10] proposed the center-based NN [10].
Pan et al. [42] proposed neighborhood feature line segment,
Feng et al. [43] proposed center-based NFP.

Since the samples from a specific subject class are laid on
a linear subspace [11]–[13], linear regression-based classifi-
cation (LRC) [14] is proposed for face identification. The
LRC formulates the task of face recognition into a lin-
ear regression problem. The LRC classifier can be treated
as an extension of the NS classifier. For face recognition,
the LRC related approaches, including kernel-LRC [15], ker-
nel center-based LRC (KCWLR) [44], linear discriminant
analysis-LRC [16], improved-principal components analysis-
LRC [17], and unitary-LRC [18], were proposed to further
improve the recognition performance under different situations
such as variable illumination and facial expressions.

Different to the LRC with the class-model, sparse
representation-based classification (SRC) [19], [20]
uses the all-class model to classify the test sample.
After the SRC classifier, some other improved meth-
ods [21]–[34], such as the two-phase test sample
sparse representation (TPTSSR) [23], the collaborative
representation-based classification (CRC) [27], regular-
ized robust coding (RRC) [28], and relaxed collaborative
representation (RCR) [29] classifiers are proposed to achieve
higher accuracy under certain conditions.

Actually, the LRC can be treated as an L2-norm minimum
problem of the SRC approaches. The LRC and SRC-related
approaches adopt the distance measure, i.e., the projection
error, between test sample and class subspace for classifi-
cation, where the regression parameters are estimated from
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global all-class model. The final classification is achieved by
selecting the class, which has the minimum distance away
from the test sample. For all-class linear regression problem,
the minimum prediction error of the all-class model might not
be a good measure for various conditions since the prediction
could take the samples from several different classes to get the
optimal solution. However, the least square solution of a lin-
ear regression problem will give the higher correlation samples
with the higher regression parameters. Motivated by the SRC
and statistical properties of stable regression parameters, the
superimposed sparse parameter (SSP) classifier is proposed for
face recognition in this paper. The SSP classifier first uses the
test sample vector and whole train space (all the class sub-
spaces) to calculate the global sparse regression parameters.
Then, the SSP computes the SSP score, which is the superposi-
tion of the sum of the sparse parameters belonging to the same
class iteratively. The final largest SSP score of the class will
be used to classify the test sample. A mass of experiments on
Georgia Tech (GT) face database, ORL face database, CVL
face database, AR face database, and CASIA face database
are used to evaluate the proposed algorithm. The experimental
results show that the SSP methods achieve better recognition
rate (RR) than the up-to-date LRC, SRC, CRC, RRC, RCR,
support vector machine (SVM), and TPTSSR classifiers.

II. REVIEWS

Let Y = { yc
i , i = 1, 2, . . . , Nc, c = 1, 2, . . . , M} ∈ Ra×b

denote the prototype image set, where yc
i with a × b pixels

is the ith prototype image of the cth class, M is the number
of classes, and Nc is the number of prototype images in the
cth class.

A. Linear Regression Classification Algorithm

For linear regression, each image is transformed to the
image vector by column concatenation as yc

i ∈ Ra×b → xc
i ∈

Rq×1, where q = a × b. By using the concept that the pat-
terns from the same class lie on a linear subspace, the LRC
develops a class-specific model Xc by stacking q-dimensional
image vectors as

Xc = [
xc

1 xc
2 · · · xc

Nc

] ∈ Rq×Nc . (1)

Let y be an unlabeled test image and the recognition prob-
lem is to classify y as one of the classes. We first transform y
into x into the vector form. If x belongs to the cth class, it can
be represented as a linear combination of the training images
from the same class as

x ≈ xc
LRC = Xcβc (2)

where βc ∈ RNc×1 is the vector of weighting parameters,
which can be calculated by the least square error to obtain

βc = (
XT

c Xc
)−1

XT
c x. (3)

In (2), the predicted vector xc
LRC can be treated as the pro-

jection of x onto the cth class subspace. The LRC calculates
the distance measure between the predicted response vector xc

and the original response vector x as

dc
LRC(x) = ∥∥x − xc

LRC

∥∥ (4)

where || ∗ || means L2-norm. The LRC classification rule is in
favor of the class with minimum distance

min
c∗ dc

LRC(x), c = 1, 2, . . . , M. (5)

B. Collaborative Representation-Based Classification

Suppose that we have M classes of subjects, we can collect
the entire class-specific models, Xc for c = 1, 2, . . . , M to
form the global model as

XG = [
X1 X2 · · · XM

] ∈ Rq×MNc . (6)

If the vector of all-class regression parameters is denoted as
β ∈ RMNc×1, it can be calculated as

β = (
XT

GXG
)−1

XT
Gx. (7)

The regularized residual of the cth class, rc is given as

rc =
∥∥x − Xcβc

∥∥
∥∥βc

∥∥ (8)

where βc corresponding to the coefficient of the sample of
class c is the cth sectioned column of β. The CRC classifi-
cation rule in favor of the class with the minimum distance
becomes

min
c∗ rc, c = 1, 2, . . . , M. (9)

C. TPTSSR Classifier

The TPTSSR [5] classifier similar to the CRC first computes
weighting parameters, β ∈ RMNc×1 stated in (7). However, the
TPTSSR chooses the first maximum K samples according to
the weighted distance with the parameters in β. Accordingly,
the corresponding data vector after selection of K samples, the
selected data samples then form a newly-selected K-global
data sample model, X̃G,K . In the second phase, the correspond-
ing optimal weighting parameters for the selected data sample
becomes

β̃ =
(

X̃
T
G,KX̃G,K

)−1
X̃

T
G,Kx. (10)

If the selected K samples from the cth class are X̃
c
s, . . . , X̃

c
t .

Let xc
TPTSSR = β̃

c
sX̃

c
s + · · · + β̃

c
t X̃

c
t be the selected projection,

we can calculate the deviation of gc from x by using

dc
TPTSSR(x) = ∥∥x − xc

TPTSSR

∥∥. (11)

And the TPTSSR selection rule in favor of the class with
minimum distance is given by

min
c∗ dc

TPTSSR(x), c = 1, 2, . . . , M. (12)

D. Sparse Representation-Based Classification

For the SRC, we first normalize the columns of X stated
into (6) to have unit L2-norm, In other words, the SRC clas-
sifier revises the original class-specific model, Xc stated in (1)
into a normalized class-specific model as

X̆c = [
x̆c

1 x̆c
2 ... x̆c

Nc

] ∈ Rq×Nc (13)
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where the normalized column vectors is defined as

x̆c
i = xc

i∥
∥xc

i

∥
∥ , c = 1, . . . , M; i = 1, . . . , Nc. (14)

Then, the normalized global-specific model X̆
0
G by stacking all

class-specific models is expressed as

X̆G = [
X̆1 X̆2 · · · X̆M

] ∈ Rq×MNc . (15)

The L1-norm minimization problem is suggested as

g = arg ming||g||1 subject to X̆Gg = x. (16)

To compute the regularized residuals rc as

rc =
∥∥∥x − X̆cĝc

∥∥∥ (17)

the SRC classification rule in favor of the class with the
minimum distance finally can be expressed by

min
c∗ rc, c = 1, 2, . . . , M. (18)

III. PROPOSED METHOD

The SRC related approaches adopt the distance measure
between test sample and class subspace for classification. For
all-class linear regression problem, the minimum prediction
error of the all-class model might not be a good measure for
various conditions since the prediction could take the samples
from several different classes to achieve the optimal solu-
tion. It is noted that the L1-norm minimum solution always
gives the higher correlation samples with the higher sparse
parameters [19], [33]. That is to say, the sum of parameters
of each class can be used for classification: the maximum
value represents the most similar class, to the contrary, the
minimum value represents the most unlikely class. Motivated
by the above situation, we propose an SSP classifier and its
fast realization, called the fast SSP (FSSP) classifier in this
section.

A. SSP Classifier

Let each training image be an order a×b pixels and be rep-
resented as yc

i ∈ Ra×b, c = 1, 2, . . . , M, and i = 1, 2, . . . , Nc.
Each gallery image is transformed to column vector such that
yc

i ∈ Ra×b → xc
i ∈ Rq×1, where q = ab. As the SRC method,

in this paper, the SSP classifier uses the normalized global-
specific model X̆

0
G = X̆G, which is depicted in (15) in the first

iteration. Given a test image x, the all-class L2-norm minimum
solution of the CRC stated in (7) then becomes

β̆0 =
(

X̆
0T

G X̆
0
G

)−1

X̆
0T

G x (19)

where β̆0 = [β̆
1T

0 , β̆
2T

0 , . . . , β̆
cT

0 . . . , β̆
MT

0 ]T ∈ RMNc×1 is the
vector of all-class sparse parameters and β̆

c
0 is the sparse

parameter of the cth class, i.e., the cth sectioned vector of β̆
c
.

Since the sparse parameters could be negative, this may
affect the accuracy of superposition sparse parameters. So, we
regulate the sparse parameters into positive ones as

γ c
0,i =

(
β̆c

0,i − β̆c
0,min

)/(
β̆c

0,max − β̆c
0,min

)
(20)

where β̆c
0,max and β̆c

0,min denote the maximum and minimum

elements of β̆
c
0, respectively.

After the first iteration, we suggest, rc
0, the SSP score of the

cth class, to be the sum of the regulated sparse parameters as

rc
0 =

Nc∑

i=1

γ c
0,i =

Nc∑

i=1

∣
∣γ c

0,i

∣
∣ for c = 1, 2, . . . , M. (21)

If rcm
0 possesses the minimum score among all classes, the

cmth class will be treated as the most unlikely one. Then, the
SSP classifier will remove the cmth-class subspace from X̆G to
obtain the reduced global-model, X̆

1
G after the first iteration.

After k iterations, we have successively removed k class
subspaces to obtain X̆

k
G and its vector of sparse parameters

can be calculated as

β̆k =
(

X̆
kT

G X̆
k
G

)−1

X̆
kT

G x. (22)

By using (20), the normalization sparse parameters γk can be
obtained from β̆k. Thus, the SSP score in the kth iteration
of the cth class in term of the sum of the regulated sparse
parameters rc

k is given by

rc
k =

Nc∑

i=1

γ c
k,i. (23)

Then, the SSP score by superimposing the previous score of
the cth class becomes

sc
k =

⎧
⎨

⎩

sc
k−1 + rc

k c ∈ l
(

X̆
k
G

)

sc
k−1 c /∈ l

(
X̆

k
G

) (24)

where l(X̆
k
G) denotes the class label of (M−k) class subspaces

contained by X̆
k
G.

The iterations will be performed until the number of classes
is equal to one. And the rule in favor of the class with the
maximum SSP score is given as

max
c∗ sc

M−1, c = 1, 2, . . . , M. (25)

It is noted that all the SSP measures stated in (21) and (23)
use the L1-norm sum to compute the SSP measure of each
class. According to various applications, of course, the SSP
measure in the kth iteration can be modified into the Lp-norm
(p > 0) sum as

rc
k = (

γ c
k,1

)p + (
γ c

k,2

)p + · · · +
(
γ c

k,Nc

)p
. (26)

The evaluation of the appropriately value of p can be found
in Section V-F.

The flow chart of the SSP classifier is shown in Fig. 1 and
its classification procedure is summarized as follows.

B. Fast SSP

The original SSP classifier removes the most unlikely class
one-by-one in each iteration to make the selected classes
become more and more discrimination. However, the SSP clas-
sifier could face a computation problem if there are a lot of
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Algorithm 1 SSP

Inputs: M class models Xc ∈ Rq×Nc for c = 1, 2, . . . , M and
a test image vector x ∈ Rq×1.

Output: The class index of x.
Algorithm procedure:
1. With M class models, we can construct the global-model X

as stated in (6).
2. Normalize the columns of X to become unit L2-norm to

obtain the normalized global-model X̆G as stated in (15).
3. Compute the SSP score of each class by (21).
4. For the kth iterations, remove the most unlikely class sub-

space to obtain the updated global-model X̆
k
G and compute

the SSP score of each class by (23).
5. Compute the superimposed SSP score of each class as stated

in (24)
6. Repeat Steps 4, and 5 until the number of classes is equal

to one.
7. Get the final SSP score vector, sM−1 and select the class

with the maximum superimposed SSP score by (25).

Fig. 1. Flow chart of the SSP classifier.

classes in the database. The SSP classifier might not be prac-
tical for the applications with a large number if classes. To
solve the computation cost problem, we further propose an
FSSP classifier by removing more unlikely classes in each
iteration.

From [20], we know that there are only a few classes com-
peting the right class. Since most of classes will have large
differences away from the right one, so we can remove Q(k)
classes, where Q(k) is a decaying function.

As shown in Fig. 2, the FSSP is similar to the SSP. In the
first iteration, the SSP score of the cth class can be computed
by (19)–(21). However, the FSSP will remove Q(k) classes. If
we plan to reduce the FSSP process from M −1 to �log2(M)�
iterations, for example, we can remove about a half of active
classes, i.e., Q(k) ≈ M/2k. Thus, the FSSP only takes about
�log2(M)� iterations for classification. After k iterations, the

Fig. 2. Flow chart of the FSSP classifier.

final decision rule is in favor of the class with the maximum
SSP score as

max
c∗ sc

k, c = 1, 2, . . . , M. (27)

For 1024 classes, for example, we can reduce the number of
iterations from 1024 to 10 with the above half removal strat-
egy. To achieve different computation speed, we can choose
other reduction factors or directly-stop strategy to choose the
class with the maximum SSP score.

IV. ANALYSES OF THE SSP AND FSSP CLASSIFIERS

For the sparse representation-based approaches, the clas-
sification rules are mostly the least regression error for all
predictions of all classes. For the linear regression of the
all-class model could take the samples from several different
classes to achieve the optimization. The least square solution
always gives the higher correlation samples with the higher
regression parameters. Instead of prediction errors, the regres-
sion parameters provide another view for checking the likely
and unlikely classes.

A. Features of SSP and FSSP Classifiers

The SSP classifier has two important features: 1) iterative
removal of the most unlikely class and 2) successive superpo-
sition of score vectors. The removal of the most unlikely class
will help to avoid the weakness of linear regression while the
successive superposition of score vectors will help to increase
the confidence region. If there are ten classes, the sum of lin-
ear regression parameter, rc

0 and the score vector sc
0(= rc

0) on
the original global-model space are shown in Fig. 3. From
Fig. 3, we found that the sum of L2-norm sparse parameter of
the fourth class is the minimum. So in the first global-model
space, the fourth class subspace is removed, that is to say,
r4

1 is set to 0. From Fig. 4, the superimposed score vectors



382 IEEE TRANSACTIONS ON CYBERNETICS, VOL. 47, NO. 2, FEBRUARY 2017

Fig. 3. Sum of sparse parameter rc
0 and the score vector sc

0 in the first
iteration.

Fig. 4. Sum of sparse parameter rc
1 and the superimposed SSP score vector

sc
1 in the second iteration.

obtained in the second iteration becomes more discrimina-
tion. For example, the difference value between the maximum
value (1) and the second maximum value (0.53) is from 0.47
to the novel difference value (1.09) between the maximum
value (2) and the second maximum value (0.91). So, after
the superimposed score process, the score vector will become
more and more discrimination than the original sparse param-
eter. The detailed information can be found in Section V-E
(Fig. 11). The features of the FSSP are similar to those of
the SSP.

B. Relationship With NN, LRC, SRC, CRC, and TPTSSR

The NN classifier uses the distance between the test sam-
ple and each prototype sample to classify the test sample. The
LRC classifier uses the distance between the test sample and
projection samples of each class to classify the test sample.
The projection sample is constituted by the L2-norm sparse
representation. CRC classifier, TPTSSR, and SRC use the all

prototype sample to produce the sparse representation parame-
ter, which is the main difference to the LRC classifier. Besides,
SRC uses the L1-norm sparse representation to classify the test
sample, which is the second difference to the LRC classifier.

Though the NN classifier, CRC classifier, TPTSSR clas-
sifier, and SRC classifier are different, they have one thing
in common. It is that they all use the distance between
the test sample and an approximated subspace or projection
space which is computed from the original prototype sam-
ples or the resampled prototype samples, to classify the test
sample. However, the SSP classifier, which uses the super-
position sparse parameters of the class, uses the different
view point of the regression optimization. Since the proposed
classifiers is motivated by the TPTSSR, the detailed com-
parison of the proposed classifiers and TPTSSR is described
as follows.

1) Proposed Methods Versus TPTSSR: First, the TPTSSR
only iterates two times. The proposed SSP classifiers iterates
M times and the FSSP classifiers iterates �log2(M)� times. The
more iteration times may select the better valuable samples,
which is helpful for classification.

Second, the TPTSSR does not superimpose results of the
first and second steps. The proposed SSP classifier superim-
poses the results of the M times iterations. The proposed FSSP
classifier superimposes the results of the �log2(M)� times iter-
ations. The superimposition method may make the training set
be more and more discrimination, which is also helpful for
classification.

Third, the threshold value of the TPTSSR is uncertain. The
experimental results in Fig. 13 prove it. The uncertain thresh-
old value will generate a new problem that how to obtain the
appropriately threshold value. The problem is a shortcoming
of TPTSSR. However, the SSP and the FSSP classifiers only
need to check their final SSP scores of the classes. They both
have not the problem.

C. Analysis of Computation Cost

Proposition 1: Suppose that
∑k

c=1 ac < b and ac > 1 for
c = 1, 2 . . . , k. Then

∑k
c=1 ap

c < bp for p > 1.
Proof: It is easy to prove the conclusion as follows

k∑

c=1

ap
c <

(
k∑

c=1

ac

)p

< bp. �

Suppose that the computation complexity of the CRC is
OCRC. The computation complexity of the first phase of
TPTSSR is similar to that of the CRC, the computation com-
plexity of the second phase is according to the number of
samples chosen in the first phase. So, OTPTSSR is larger than
OCRC. The computation cost of the SRC is much larger than
that of the CRC [27], [29]. The computation cost of the first
iteration of the SSP and FSSP is also similar to that of the
CRC. The whole computation cost of the SSP should be
smaller than M · OCRC. OCRC is larger than O(N), where N
denotes the number of all the training samples. For FSSP clas-
sifier, the sum of the number of the samples in all the iterations
(except the first iteration) is smaller than N, according to the
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Fig. 5. Some images selected from GT face database.

properties of geometric sequence. Therefore, if half removal
strategy is adopted, the computation complexity of the FSSP
is less than (close to) 2 · OCRC according to the Proposition 1
and the properties of geometric sequence, which is close to
OTPTSSR. Since LRC only uses the class subspace, it is easy
to know that OLRC is smaller than OCRC. In summary, the
analyzed computation costs of the aforementioned classifiers
can be explicated in the order as (28), when the number of
classes is large

OLRC < OCRC < OTPTSSR < OFSSP < OSRC < OSSP. (28)

By simulations, the real run time for each classifier can be
found in Table VII in simulation section.

V. EXPERIMENTAL RESULTS

To assess the effectiveness of the proposed methods, the
performances of the SSP and FSSP classifiers are compared
with those of the SVM [35], [36], RRC, RCR, SRC, LRC,
CRC, TPTSSR, and NN classifiers with five famous face
databases. In the experiments, SSP(1) and FSSP(1) mean that
the SSP score of each class is computed by L1-norm while
SSP(2) and FSSP(2) denote that the SSP scores is computed
by L2-norm.

“First N” scheme is taken for comparisons. The first N face
images of each class are used as the prototype set. The rest
face images of test database are used as test samples. The RR
is used to evaluate the performances of all algorithms in each
condition, while the average RR (ARR) is exhibited for the
average of RRs of all different conditions.

A. Face Recognition With Pose

1) Georgia Tech Face Database [37]: It contains images
of 50 people taken in two or three sessions between
June 1, 1999 and November 15, 1999 at the Center for Signal
and Image Processing at Georgia Institute of Technology.
All people in the database are represented by 15 color
JPEG images with cluttered background taken at resolution
640×480 pixels. The average size of the faces in these images
is 150 × 150 pixels. The pictures show frontal and/or tilted
faces with different facial expressions, lighting conditions, and
scale. Each image of the GT face database is manually cropped
in 30×40 gray images. Fig. 5 shows some selected face images
of GT face database.

In the first experiment, First N test scheme is used on
the GT face database. The experimental results are exhibited
in Table I. The best RR of the TPTSSR is used in Table I. From
Table I, we learned that the RRs of the SSP and half-removal

TABLE I
RRS AND ARRS OF THE CLASSIFIERS ON GT FACE

DATABASE WITH ‘FIRST N’ SCHEME

Fig. 6. Some images from CVL face database.

FSSP classifiers is superior to those of the other classifiers,
when first 3–5 samples are used as the prototype set. The ARR
of the SSP(1) classifier outperforms those of the TPTSSR,
RCR, RRC, SRC, LRC, CRC, SVM, and NN classifiers with
4.81%, 14.96%, 14.35%, 3.23%, 5.13%, 10.79%, 25.18%, and
8.85% improvements, respectively, when the first 3–5 samples
are used as the prototype.

2) CVL Face Database [38]: It contains image of 114 per-
sons with seven images for each person, which is done with
Sony Digital Mavica under uniform illumination, no flash, and
with projection screen in the background. The age of persons
are mostly around 18 (pupils and some professors) and mostly
male (around 90%). All people in the database are repre-
sented by color JPEG images with resolution 640×480 pixels.
In our experiments, the subset of CVL face database con-
tains 770 images of 110 people with seven face images. Each
image of the subset is manually cropped in 30 × 40 gray
images. Fig. 6 shows some selected face images of CVL face
database.

In the second experiment, First N test scheme is used on the
CVL face database. The experimental results are exhibited in
Table II. The best RR of the TPTSSR is used in Table II. From
Table II, we learned that the RR of the SSP and half-removal
FSSP classifiers are superior to the RRs of the other classi-
fiers, when the first 4–6 samples are used as the prototype set.
The ARR of the FSSP(1) classifier outperforms those of the
TPTSSR, RCR, RRC, SRC, LRC, CRC, SVM, and NN clas-
sifiers with 4.22%, 11.22%, 10.11%, 5.89%, 7.67%, 7.78%,
3.33%, and 8.78% improvements, respectively, when the first
3–5 samples are used as the prototype.
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TABLE II
RRS AND ARRS OF THE CLASSIFIERS ON CVL

FACE DATABASE WITH ‘FIRST N’ SCHEME

Fig. 7. Some face images of the subset of AR database. The first, second,
third, and fourth columns are natural, smile, anger, and scream face images,
respectively.

B. Face Recognition With Expressions

1) AR Database [39]: It contains over 4000 face images
of 126 subjects (70 men and 56 women). To reduce the
computational complexity, the subset of AR database includes
800 face images of 100 individuals with eight face images
of different expressions (smile, anger, and scream) per sub-
ject, and all images in AR database were manually cropped
into 50 × 40 pixels. Some face images of the subset of AR
database are shown in Fig. 7. In the third experiments, we first
test the RR of smile expression. When the smile face images
are used as the test set, the rest face images (natural, anger,
and scream) are used as the train set. The evaluation methods
of the other expressions for anger and scream are performed
in similar manners.

In the experiment, we test the performance of expressions
on the AR face database. The experimental results are exhib-
ited in Table III. The best RR of the TPTSSR is used in
Table III. From Table III, we learned that the RRs of the
SSP and half-removal FSSP classifiers is superior to the RRs
of the other classifiers for expression recognition. The ARR
of the SSP(2) classifier outperforms those of the TPTSSR,
RCR, RRC, SRC, LRC, CRC, SVM, and NN classifiers with
4.50%, 4.33%, 0.16%, 2.33%, 3.98%, 4.00%, 11.00%, and
5.33% improvements, respectively.

2) Cambridge ORL Database [40]: It contains 40 dis-
tinct persons, each person having ten different images, taken
at different times, varying lighting slightly, facial expres-
sions (open/closed eyes, smiling/no-smiling), and facial details
(glasses/no glasses). All the images are taken against a dark

TABLE III
RR AND ARRS OF THE CLASSIFIER ON AR

FACE DATABASE WITH EXPRESSIONS

Fig. 8. Some selected images from ORL face database.

TABLE IV
RR AND ARR OF SEVERAL CLASSIFIER ON ORL

FACE DATABASE WITH ‘FIRST N’ SCHEME

homogeneous background and the persons are in upright,
frontal position (with tolerance for some side movement). Each
image of the ORL face database is manually cropped in 28×23
gray images. Fig. 8 shows some selected face images of ORL
face database.

In the fourth experiment, we test the performance of expres-
sions on the ORL face database. The experimental results
are exhibited in Table IV. The best RR of the TPTSSR is
used in Table IV. From Table IV, we learned that the RRs
of the SSP and half-removal FSSP classifiers are superior to
the RRs of the other classifiers, when the first 3–5 samples
are used as the prototype set. The ARR of the SSP(1) clas-
sifier outperforms those of the TPTSSR, RCR, RRC, SRC,
LRC, CRC, SVM, and NN classifiers with 2.38%, 11.94%,
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Fig. 9. Noisy test face images of ORL and GT face database (first two rows
are from ORL face database; the last two rows are from GT face database).

TABLE V
RRS AND ARRS OF THE CLASSIFIERS ON NOISY ORL

DATABASE WITH ‘FIRST N’ SCHEME

11.37%, 3.30%, 8.07%, 4.76%, 20.42%, and 5.25% improve-
ments, respectively, when the first 3–5 face images are used
as the prototype.

C. Face Recognition on Noise Face

In this section, we use the GT and ORL face database to test
the robustness of the classifier again the noise. The training
samples sets are same as that of Sections V-A and V-B. The
test samples set is obtained by MATLAB function “imnoise”
to insert the Gaussian white noise of zero mean and variance
of 0.01. It is noted that we only insert the Gaussian white noise
into the test face images, the training face images are used the
original images of the database. Some test face images with
Gaussian white noise are shown in Fig. 9.

In the fifth experiment, we test the recognition performance
of noisy test images on the ORL face database. The experi-
mental results are exhibited in Table V. The best RR of the
TPTSSR is used in Table V. From Table V, we learned that
the RRs of the SSP and half-removal FSSP classifiers are
superior to the RRs of the other classifiers, when the first
3–5 samples are used as the prototype set. The ARR of the
SSP(1) classifier outperforms those of the TPTSSR, RCR,
RRC, SRC, LRC, CRC, SVM, and NN classifiers with 3.87%,
20.03%, 23.81%, 3.32%, 7.56%, 5.96%, 20.53%, and 6.06%
improvements, respectively, when the first 3–5 face images are
used as the prototype.

In the sixth experiment, we test the recognition performance
of noisy test image on the GT face database. The experimental
results are exhibited in Table VI. The best RR of the TPTSSR
is used in Table VI. From Table VI, we learned that the RRs

TABLE VI
RRS AND ARRS OF THE CLASSIFIERS ON NOISY GT

FACE DATABASE WITH ‘FIRST N’ SCHEME

Fig. 10. Some selected face images from CASIA face database.

of the SSP and half-removal FSSP classifiers are superior to
the RRs of the other classifiers, when the first 3–5 samples are
used as the prototype set. The ARR of the SSP(1) classifier
outperforms those of the TPTSSR, RCR, RRC, SRC, LRC,
CRC, SVM, and NN classifiers with 7.36%, 25.22%, 31.68%,
5.15%, 4.92%, 14.84%, 26.26%, and 8.98% improvements,
respectively, when the first 3–5 face images are used as the
prototype.

D. Evaluation of Computation Cost by Experiments
With Large Number of Classes

CASIA [41] Face Image Database Version 5.0
(or CASIA-FaceV5) contains 2500 color facial images
of 500 subjects. The face images of CASIA-FaceV5 are
captured using Logitech USB camera in one session. The
volunteers of CASIA-FaceV5 include graduate students,
workers, waiters, etc. All face images are 16 bit color BMP
files and the image resolution is 640 × 480. Typical intraclass
variations include illumination, pose, expression, eye-glasses,
imaging distance, etc. In our experiments, all images are
cropped into 40 × 40 gray image. Some face images of
CASIA database are shown in Fig. 10.

In Section IV-C, the computation cost of the SSP and the
half-removal FSSP as well as the famous classifiers are dis-
cussed. If the number of classes is large, the computation cost
of the FSSP is much less than that of the SSP. To evaluate
the computation cost, we show the run time of each classi-
fier on CASIA face database which contains 500 classes. This
experiment is executed on MATLAB 2013a in notebook with
Windows 8, Intel Core (i5-3210M) 2.50 GHZ, 3.86 GB RAM.
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TABLE VII
RR AND RUN TIME OF SEVERAL CLASSIFIER ON CASIA

FACE DATABASE WITH ‘FIRST 2’ SCHEME

Fig. 11. ARRs versus the number of iterations for the SSP(1) and SSP(2)
classifiers on the GT face database.

In the seventh experiment, we test the performance of com-
putation cost on the CASIA face database. The first two
samples of each subject are used as the training set, the
rest face images are used as the test set. The experimental
results in RR and run time are exhibited in Table VII. From
Table VII, we learned that the run time of the FSSP classi-
fier is about 25% that of the SRC classifier. Due to a large
number of classes (500) and less (2) training images, all the
classifiers have low RRs. However, the FSSP(1) and FSSP(2)
achieve the best performance with reasonable computational
cost among them.

E. Evaluation of the Performance of SSP Iterations

In the experiments 1–6, we gave the RR of the proposed
methods for pose, expressions, and noisy variations. In the
experiment 7, we provided the run time of the FSSP to show
that the proposed FSSP is acceptable for real applications
even for very large numbers of classes. In this section, we
further show the performance of the proposed method can
achieve better to explain “why” the superposition of the SSP
score in iterations is needed. To demonstrate the necessity
of the iterations, the SSP(1) and SSP(2) classifiers are con-
ducted while we set the early-stop strategy at iteration indices,

Fig. 12. Performance of the proposed method with the various rule of
computing the score. The horizontal axis denotes the value of p.

TABLE VIII
RRS OF THE CLASSIFIERS ON GT FACE

DATABASE WITH FIP FEATURE

k = 1, 2, . . . , 50 on the GT face database. Fig. 11 shows ARRs
while the horizontal axis denotes the number of iterations con-
ducted. From Fig. 11, we know that the most of iterations can
help the SSP classifier to improve the recognition performance.

F. Evaluation With the Various Rule of Computing the Score

In (26), we denote that the appropriately Lp-norm may be
helpful for the proposed classifiers. Therefore, in this section,
we further show the performance of the proposed method with
the various rule of computing the score. In this experiment,
the GT face database is used. Two face images of each person
are used as training set, the rest face images are used as test
set. Fig. 12 shows best RRs while the horizontal axis denotes
the value of p. From Fig. 12, we know that the proposed clas-
sifier obtains the best performance when the p belongs to the
interval of 1–2.

It is noted that we only use the p = 1 and p = 2 for the
proposed classifiers in the above experiments. If we try to find
the most appropriately value of p, the proposed classifiers can
obtain the better performance.

G. Evaluation on Various Features

In the experiments 1–8, we test the RR and run time of
the proposed methods and several existed classifiers with the
original face image vectors. That is to say, all the classifiers
(proposed classifier and the existed classifiers) do not need to



FENG et al.: SSP CLASSIFIERS FOR FACE RECOGNITION 387

Fig. 13. Performance of the TPTSSR with the various databases. (a) GT face database. (b) CVL face database. (c) AR face database. (d) ORL face database.
(e) GT face database with noise. (f) ORL face database with noise. The best RRs of (a)–(f) are shown in Tables I–VI, respectively.

learn the feature before starting the test procedure. However,
some researcher pay attention to learn the feature for face
recognition [45]–[52]. Therefore, we describe some results
of several classifiers on the various features in this section.

The used database is the GT face database. Three face images
of each person are chosen from the database as the training
set, the rest face images are used as the testing set. There
are two features are used in this section. They are image
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TABLE IX
RRS OF THE CLASSIFIERS ON GT FACE

DATABASE WITH IGO FEATURE

gradient orientations (IGOs) feature [50], [51] and the face
identity-preserving (FIP) feature [52].

IGO Feature: It is based on the subspace learning. This
feature is learned from the training set of the GT face database.

FIP Feature: It is based on the deep learning. This feature
is shared by Zhu et al. [52].

The experimental result is shown in Tables VIII and IX.
Analyze the experimental result, we find that the LRC, CRC,
and SRC classifiers obtains the completive performance with
the IGO feature and FIP feature. However, the proposed clas-
sifiers obtain best performance with the FIP feature, which is
better than that with the IGO feature.

VI. CONCLUSION

In this paper, a novel SSP classifier and its FSSP are pro-
posed for face recognition. The SSP approaches first adopt
the SSP score, which can be expressed in terms of the super-
position of the sum of the regression parameters of each
class in iterations. The SSP and FSSP classifiers successfully
conduct the iterative removal of the most unlikely classes
to improve the sparse representation and utilize the succes-
sive superposition of score vectors to increase the confidence
region. Experimental results show that the proposed SSP and
FSSP classifiers achieve better RR than the well-known SRC,
RRC, RCR, TPTSSR, LRC, CRC, SVM, and NN classifiers.
With comparable computational complexity to the famous
classifiers, the FSSP takes the advantage of better recogni-
tion performance achieved by the SSP, at the sample time; it
uses much less iterations to decrease the computation cost. The
analyses and the experimental results on several famous face
databases confirm the effectiveness of the proposed algorithms
for face recognition.
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