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ABSTRACT 

 

This is the first time that our team participate TRECVID. 

This paper summarizes our approach submitted to Semantic 

Indexing (SIN) task in TRECVID 2011. Our approach 

adopts bag-of-features method to transform original visual 

and audio features into histogram features, using pre-trained 

codebook. After feature transformation, one-versus-others 

SVMs with Chi-square kernel are trained. In decision step, 

averaged probability is calculated as a final score to rank 

shots. Under this framework, we tested 4 visual features 

including dense grid SIFT, color SIFT, OLBPC and DAISY 

together with 1 audio feature consisting of MFCC with delta 

and acceleration. Our audio visual combination model 

achieves best results in terms of mean xinfAP. Besides, con-

sidering the huge amount of data this year, we employed 

several speedup strategies such as k-means clustering with 

GPU acceleration and homogeneous kernel map. All these 

efforts rank us at the 12
th

 out of 19 teams in full run and the 

13
th

 out of 27 teams in the light run test.  

 

1. INTRODUCTION 

 

The aim of semantic indexing (SIN) task in 

TRECVID[1][2] is to automatically analyze the meaning 

conveyed by videos and tag videos with semantic concept 

labels. To evaluate various systems TRECVID provides 

carefully labeled corpus to participants. The biggest chal-

lenges of semantic index task on one hand reside in the ex-

tra-large scale of dataset not only in length of videos, but 

also in number of semantic concepts to cope with. In SIN 

task of TRECVID 2011, development and test set reach up 

to 400 hours and 200 hours respectively. Corresponding 

concept number increases to 346. On the other hand, all vid-

eos are collected from Internet, which means we are facing 

real world data with unpredictable quality and content. All 

of these demand an effective, efficient and robust system. 

Bag-of-features framework has demonstrated its efficiency 

in image classification and has been widely used by teams 

participating TRECVID [3][4][5]. In the following sections 

our bag-of-features based approach is explained in detail.  

 

2. FEATURE EXTRACTION 

 

2.1. Data pre-processing 

 

FFmpeg[6] is used to decode video files. According to 

master shot boundary and mp7 descriptions, for each shot, 

we keep the single key frame and 2 seconds audio wave 

around the key frame, 1 second before and after. Because of 

the time limitation we did not try multi-frame approach 

which preserves video’s sequential information. Instead we 

use the 2 seconds audio waves to compensate.   

 
2.2. SIFT 

 

Scale invariant feature transform (SIFT) proposed by 

Lowe [7] has demonstrated strong ability in image classifica-

tion task. However, the original SIFT depends largely on the 

quality of key points (interest points). According to our ex-

periment on TRECVID 2010 dataset, dense grid SIFT out-

performs original key points SIFT by more than 5 times in 

terms of mean xinfAP. Therefore, we applied dense grid 

SIFT in this year’s task. Color SIFT[8] is also used to incor-

porate color information. 

 

2.3. OLBPC 

 

LBP[9] is an important texture feature, However, in orig-

inal LBP, the size of histogram grows exponentially with 

respect to number of neighbor pixels. For example, the size 

of the LBP histogram will be 256/65536 if 8/16 neighboring 

pixels are considered. Thus, a dimensionality reduction 

method for the LBP is needed to investigate when more 

neighboring pixels are concerned.  We propose a new or-

thogonal local binary pattern combination (OLBPC) [10] to 

reduce the histogram size and at the same time preserve in-

formation on all neighboring pixels. As illustrated in Figure 

1, instead of encoding local patterns on 8 neighbors, we per-

form encoding on two sets of 4 orthogonal neighbors, result-

ing two independent codes [OLBP1 OLBP2]. Concatenating 



and accumulating two codes leads to a final LBP histogram 

of 32 dimensions, which is much more compact than the 

original one (256 dimensions).  

Since the neighboring pixels used in each unit LBP oper-

ator are orthogonal in position, we denote this method as 

orthogonal LBP combination. It could be generalized to the 

LBP operators with more neighboring pixels, and the gen-

eral process is as follows. The neighboring pixels of the 

original LBP is firstly split into several non-overlapped or-

thogonal groups, then the LBP code is computed separately 

for each group, and finally these codes are concatenated 

together as the new LBP code.  

 

 

Figure 1. Calculation of the LBP and OLBPC with 8 

neighboring pixels 

2.4. DAISY 

 

Similar to SIFT, DAISY[11] descriptor is a 3D histogram 

of gradient locations and orientations. The differences be-

tween them lie in two aspects. One is that DAISY replaces 

the weighted sums of gradient norms used in SIFT by convo-

lutions of gradients in specific directions with several Gauss-

ian filters. The other is that DAISY uses a circular neighbor-

hood configuration instead of the rectangular one used in 

SIFT, as the comparison shown in Figure 2. 

As argued in [12], DAISY outperforms SIFT with a 

shorter descriptor length. When having similar classification   

accuracy, DAISY’s size is only 1/6 of SIFT, resulting ex-

traction runs 12 times faster than SIFT. 

In our submission, all 4 visual features are extracted on 

dense grid with multi-scale neighborhood. 

 

2.5. MFCC 

 

Mel-frequency cepstral coefficients (MFCC)[13] have 

been successfully applied in many branches of audio signal 

processing for example speech recognition, speaker identifi-

cation and audio similarity measure. MFCC simulates hu-

man ears’ sensation of sound. Together with delta and accel-

eration, MFCC preserves both static and dynamic infor-

mation of audio signal. OpenSMILE[14][15] is used for 

computing 39 dimensional MFCC with delta and accelera-

tion features. 

 

Figure 2. Comparison of SIFT and DAISY descriptor 

shapes. (a) SIFT uses a rectangular grid [4], (b) DAISY 

considers a circular configuration [7], where the radius 

of each circle is proportional to its distance from the cen-

ter. 

 

2.6. Codebook training and looking-up 

 

For visual features, classical k-means clustering is used 

and histogram feature is accumulated by hard assignment 

after looking up codebook. To take advantage of our 32-

cored server, k-means clustering was performed by Yael[16] 

with multithreading implementation.  

Audio feature codebook generation and codebook look-

ing-up are slightly different from visual ones. Because of the 

effectiveness of Gaussian mixture model (GMM) for de-

scribing audio feature space, we use GMM as codebook and 

perform soft assignment according to posterior probability. 

However, training GMM with EM consumes unaffordable 

amount of time on TRECVID data, even with GPU accelera-

tion. Instead, we omit EM step and generate GMM directly 

from k-means clustering centers, since means, variances and 

weights for GMM can be estimated directly from clusters. 

Thanks to our GPU accelerated k-means implementation, 

audio codebook training and looking-up finished within one 

day.  

 

3. CLASSIFICATION 

 

We choose support vector machine (SVM) with Chi-

square kernel as our classifier for each of 5 features. To 

avoid pair wise Chi-square kernel function computing which 

consumes tremendous amount of time and space, we adopted 



homogenous kernel map (HKM)[17][18] method. Homoge-

neous kernel map transforms original vector into higher di-

mensional space where vector inner product approximately 

equals to Chi-square kernel function calculation in original 

space. VLFeat[19] provides a neat implementation of HKM. 

After performing HKM on histogram feature vectors, a 

fast linear SVM solver like liblinear[20] suffices to train 

classifiers. For multiclass classification tasks unbalanced 

training data is inevitable. To compensate highly insufficient 

positive instances, we cast penalty weights according to pos-

itive and negative proportion. 

In the final step, we adopt a simple post-fusion strategy 

which directly averages probabilities output by all SVMs. 

 

4. RESULTS 
 

Our overall and individual mean xinfAP results of full-

run are shown in Figure 3 and 4 in which “I” denotes visual 

(image) feature result, “I+A” denotes visual (image) plus 

audio feature result, “mean” denotes the average result of all 

submissions and “max” denotes maximum result achieved 

by some submission. From returned results we can find that 

our submission A_ecl_liris_IA_4 which incorporates visual 

and audio features achieves best result in terms of mean 

xinfAP. In 50 categories tested in full-run, 42 have been 

improved by fusing audio feature classifier. A similar im-

provement can also be observed in light-run results shown in 

Figure 5 and 6.  

 

 

Figure 3 Full-run submission (two in purple) mean xinfAP (Y axis) in all 68 submissions (X axis) 

  

        

 

Figure 4 Full-run submission mean xinfAP (Y axis) of all 50 categories (X axis) 



 

Figure 5 Light-run submission (two in purple) mean xinfAP (Y axis) in all 102 submissions (X axis) 

 

 

Figure 6 Light-run submission mean xinfAP (Y axis) of all 20 categories (X axis) 
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