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ABSTRACT

We participated in the instance search (INS) task. We
submitted two runs, both using a compact video descriptor
implemented using MPEG CDVS, without specific tools for
person identification. A database is built for every location
(mined from the samples), against which the queries are run.
The two runs differ in terms of the fusion strategy.

I. APPROACH

For TRECVID 2016 instance search (INS), we implemented
a system for retrieving relevant shots depicting specific persons
in specific locations. As a preprocessing step, for each shot of
the test videos, location information is computed. For this task,
the set of known location example videos, the test videos, and
the related master shot boundary information are considered.
Firstly, for each location, the relevant location example videos
are concatenated to one separate location video (using FFm-
peg). These location videos are used to set up a ground truth
database for finding relevant locations of interest in the test
videos. This step is done by implementing the visual matching
approach described below. As a result, for each test video, time
span and matching score information about possible detected
locations are returned. This information is annotated to the
corresponding shots in the test videos.

The available person sample images are then run against
the identified video subsets corresponding to the different
locations. The results from each of the samples and each of
the locations are then fused to obtain the final result list.

A. Visual matching

In our approach we use a generic visual instance search
method. Instance search, i.e., finding video clips containing
a similar foreground object, background or scene as in the
query, is still a challenging problem in large-scale video
collections. In contrast to video copy detection, the problem
cannot be addressed only by global visual descriptors, due
to the variability with which the object of interest may be
depicted. In recent years, there has been significant progress
in defining more compact visual descriptors, typically by
aggregating local descriptors (either sampled from interest
points or densely) and applying means such as dimensionality
reductions and binarisation. Examples of such methods are
Fisher Vectors [1], VLAD [2] and its improvements [3],
VLAT [4] and CDVS [5]. While these descriptors achieve

good matching performance even at small descriptor sizes,
they are all descriptors for still images that need to be applied
independently to individual frames of the video. Thus, they do
not make use of the temporal redundancy of the video. This
is not only an issue of the size of the extracted descriptor, but
also of the matching complexity, as pairwise matching of the
frame descriptors has to be performed.

In order to better support the nature of video we use
a descriptor for image sequences, which encodes a set of
consecutive and related frames (i.e., a segment such as a
shot) as a single descriptor. The descriptor is created from
an aggregation of sets of local descriptors from each of the
images, and contains an aggregation of global descriptors
and a time and location indexed set of the extracted local
descriptors. The descriptor extraction is based on a method for
local descriptor extraction from interest points and a method
for aggregation of such descriptors to a global descriptor, but
is agnostic of the specific type of descriptor and aggregation
method (as long as they fulfill certain properties). Depending
on the bitrate, temporal subsampling and (possibly lossy)
compression of local descriptors can be applied (we used
only a lossless mode for the INS experiments). The matching
process is hierarchical, in the sense that matching of details
is only performed if some level of similarity is found on the
coarser level.

While the proposed descriptor could be implemented us-
ing different local descriptors and aggregation methods, we
base the compact image sequence descriptor on the MPEG
CDVS descriptor, making use of the global and local parts
of the descriptor. A CDVS descriptor contains a set of local
SIFT descriptors [6] sampled around ALP interest points [7],
which are quantised to a ternary representation. In addition,
it contains an aggregated global descriptor, represented as
Scalable Compressed Fisher Vector (SCFV) [8] as a binary
vector. Retrieval is performed by using an index for the global
descriptors, and then performing pairwise matching of the
query with the top k results returned from the global index.

By comparing the resulting time span information and the
available master shot boundary information, corresponding
shots in the test videos are identified. Then the location
information is assigned to these shots based on the matching
scores. In case multiple location assignments for one shot are
possible, the location having the highest matching score value
is selected only.



B. Person queries

After the location information is assigned to each shot of
the test videos, person-related information is also annotated
to the test videos. Therefore the the available person sample
images are considered. The background of the these sample
images for each person of interest is blurred in order to
eliminate the influence of the background. This step is done
by considering the corresponding mask information of these
frame images. Then the occurrence of these frame images
in the test videos with respect to the assigned locations are
computed. We use the same visual matching approach as
above, treating the problem as an instance search problem
without specific means for person identification. As a result,
for each location, time span and matching score information
about detected person frame images are returned. Again, this
information is annotated to the corresponding shots in the test
videos.

C. Result fusion

Finally, the topic results are composed based on the anno-
tated location and person-related information of the shots in
the test videos. For each topic, the shots depicting relevant
person sample images are selected. Then these shots are
ranked. Therefore two different ranking methods are available.
The first method is based on a separate shot ranking for
each relevant person sample image followed by the fusion
of these rankings. In detail, the detected shots of the person
sample images of the person of interest are sorted separately
in descend score value order and fused together to one result
list. The underlying fusion method is based on the iterative
ranking of the top ranked shot of each person sample shot
list. Therefore the respective top ranked shot of each of the
four person sample shot list is selected and sorted by the score
value. Then these sorted shots are added to the result list.
The second ranking method is based on the global ranking of
the score values. Here all the shots from the relevant person
sample shot lists are merged together and then sorted by the
score value.

II. RESULTS

A. Submitted runs

We have submitted two runs using the method described
above. The runs differ only by the ranking method. The results
of run JRS1 are based on the fusion of separate shot ranking
for each frame image, while the results of run JRS2 are ranked
based on the global scores only. However, no significant
differences between our results could be found.

The MAP of both runs is very low, 0.000333 for JRS1 and
0.000267 for JRS2.

B. Analysis of location identification

Based on the topic results provided by NIST, a ground truth
list for locations is created. In case a shot is successfully
designated to a topic in the NIST result list, the actual location
information of this shot is inferred. This ground truth list about

assigned locations serves as the basis for our analysis of our
computed location information of the shots of the test videos.

After comparing this ground truth list with our runs, we
found out that the recall of detecting correct locations is
about 0.15. Furthermore the average precision of our loca-
tion assignment algorithm is calculated. The basis for this
calculation is a shot list containing all shots with an assigned
location information sorted by score value. It turned out
that the average precision is about 0.12. Assigning all shots
without any location information attached, the correct location
information from the ground truth list, the average precision
would rise to 0.52. This value designates the upper bound
achievable with our assignment algorithm. In addition, the
inferred average precision (infAP) [9] is also computed for
each location. This value is between 0.27 for the location
Laundrette and 0.06 for location Kitchen1. Then mean inferred
average precision about all locations is 0.14. In Figure 1
the calculated inferred average precision for all locations of
interest is depicted.

It has to be noted that increasing the number of retrieval
results to be taken into account by our location assignment
algorithm, has no significant effect on the accuracy of our
runs.

III. CONCLUSION

As can be expected, the performance of a generic instance
search approach is low for person queries. However, the
analysis of the location results also shows that improvement
in the recall of shots of a specific location is required, in order
to provide a good basis for subsequent person queries.
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Fig. 1. Calculated inferred average precision (infAP) of the locations of interest.
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