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Abstract

In the forthcoming era of seamless mobility, people willdan easy, universal, uninterrupted access
to information, entertainment and communication ... wivenere and how they want it. The ability
to provide a seamless transition across heterogeneousnkstwill enable a new level of customer
experience. This thesis contributes to the evolution dietogy convergence by improving different
aspects of the vertical handover management to make seamdgslity a reality.

In the first part of the thesis, we address the role of userdrirtter-system mobility management.
We show how users with their smart mobile terminals can @mreecsome obstacles and improve the
performance of vertical handovers. We propose a termioiafrolled handover management which
is built on the top of a new utility-based access networkcddigle. The terminal is shown to be able
to control its radio interfaces to optimize the power congtiom as well as to control the handover
initiation and handover preparation to ensure seamlesikssr We propose a new handover prediction
scheme to assist the handover preparation at the applidatiel by the terminal itself.

In the second part of the thesis, we consider the role of m&teantrol in the inter-system mobility
management. We study a UMTS-WIMAX interworking solutiortluding integration architecture,
handover procedure, inter-system measurement and rdqéteoverlap for seamless handovers. We
examine the interworking and roaming solution across ieddpnt access networks using intermediary
entities. Last contributions include a new load definitiond @ new load balancing index in order to
hide the heterogeneity of different access technologims foad balancing process.

Key words:Heterogeneous wireless networks, interworking archite¢troaming, inter-system mo-
bility, always best connected, utility, load balancing]l @verlap planning, UMTS, LTE, WLAN,
WIMAX.






Résumeé

L'évolution des technologies réseaux sans fils et celledaassociée au développement des ter-
minaux mobiles est en train d’ouvrir de nouvelles perspestipour offrir aux utilisateurs un acces
universel et ininterrompu au réseau, aux informations gtsauvices. La capacité a fournir un ac-
ces ubiquitaire et une mobilité transparente a travers éesaux hétérogénes permettra d’enrichir
I'expérience des usagers. Néanmoins, la mise en place dededbnnement pose des challenges de
recherche extrémement importants que cette thése a commelgectif d’aborder. Elle présente un
ensemble de solutions qui contribuent a I'évolution de laveagence de technologies en améliorant
différents aspects du handover vertical, de la synergie éathnologies cellulaires et sans fils afin que
la mobilité sans couture devienne une réalité.

La premiéere partie de la thése examine le réle de I'utilisatians la gestion de la mobilité inter-
systeme. Nous montrons comment les utilisateurs avec teursnaux mobiles intelligents peuvent
surmonter certains obstacles dans la gestion de handotmalet améliorer ses performances. Une
solution de la mobilité contr6lée par le terminal d’usage¥té& proposée. Elle consiste en un nou-
veau mécanisme de sélection de réseaux d'acces avec ddlesdoactions d'utilite. Le terminal
est en mesure de contréler ses interfaces radio pour optitaigonsommation d’énergie ainsi que de
contrdler linitiation et la préparation de handover poss@er des services sans interruption. Une nou-
velle méthode de prédiction du handover pour assister &[@apation d'un basculement sans couture
est proposée.

Dans la deuxieme partie de la thése, il s'agit d’aborder lle do contréle du réseau dans la ges-
tion de la mobilité inter-systéme. Une solution d'inteddonnement entre UMTS et WIMAX, qui
comprend l'architecture d’intégration, les procéduresctes de handover, la mesure inter-systéme et
le chevauchement nécessaire entre deux cellules avdistnpour assurer un handover sans couture
est proposée. Pour faciliter I'interfonctionnement eirlérance (roaming) entre différents réseaux
d’accés indépendamment et sans accords directes entegepér des plateformes intermédiaires ont
été proposées. Une contribution finale qui consiste a intredine nouvelle définition de la charge et
un nouvel indice de I'équilibrage de charge qui permetterdéfinir une solution unifiée de répartition
de charge dans un contexte de réseaux hétérogenes.

Mots clés: Réseaux sans fils hétérogenes, architecture d’intertom@iment, itinérance, mobil-
ité inter-systéme, always best connected, utilité, dopaitie de charge, chevauchement des cellules,
UMTS, LTE, WLAN, WIMAX.
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Introduction

Following the explosive growth of the Internet during thstlawo decades, the current unprece-
dented expansion of wireless technology promises an eweatagreffect on how people communicate,
interact and enjoy their entertainment. The growing adearn research and development of wire-
less communication technologies and the increasing cliipedhof electronic devices are driving an
evolution towards ubiquitous services to mobile users. el&as networks become increasingly in-
teroperable with each other and with the high-speed wirddiorks. This reflects a paradigm shift
towards new generations of mobile networks whegamless mobilitgcross heterogeneous networks
becomes fundamental. This generation is referred to aghfgeneration (4G).

Future users will balways best connectatirough different available access networks when they
move from one place to another (at home, in the office, on teedwuthe train, in the shopping mall, in
the cafe...). For example, a video teleconference cangaaestly switch from an enterprise Wireless
Local Area Network[[WLAN) to the traditional cellular engimment when driving home and to the
fixed home network when arrived. In fact, users can accessvaidtain a seamless connectivity
anywhere anytimevia any access technologywned byany operatorto useany available service
Handovers between the technologies are transparent te, @dlewing a simplified and seamless on-
the-move experience. In summaiggamless mobility is predicated on enabling a user to aqaiisim
his or her tasks without regard to technology, type of mealiaevice, facilitating freedom of movement
while maintaining continuity of applications experien¢2].

This thesis contributes to the evolution of technology esgence by improving different aspects of
the inter-system handover management to make seamleshtynabéality. This thesis represents the
main contributions of the author’s research studies dutiegoast three years.

Problem statement

The first seamless mobility application that has been cormiales the Unlicensed Mobile Access
(UMA) solution, allowing seamless handover between catlaind WiFi hot-spot for voice call ser-
vices. However, the UMA technology has some drawbacks. dsdwt ensure the Quality of Service
(Q03) of multi-service bearer and the handover betweendusa Mobile Telecommunications Service
(UMTS) and WLAN has not been yet supported. This solutionrily suitable for home or SOHO
(Small Office and Home Office) subscribers due to the accesscity limitations. Though the inter-
system mobility has attracted immense research and dewelupeffort from the research community
and standardization bodies, the seamless handover doesatigpthappen due to many issues.

Vertical handover, a term used to indicate the handover detviwo access nodes of two differ-
ent technologies, is an issue in heterogeneous networke si&ch technology has its own mobility
management solution. The mobile terminal must be capabéelabting the service content and the
communication parameters each time it changes the accwgsrkeThe two most considered perfor-
mance criteria for the handover design are latency and pladse Generally, multimedia applications,
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one of main services in 4G networks, require a short handatency, low jitter and minimal packet
loss. Handover is required to be achieved seamlessly. Ihsnibat handover is transparent to users
experience: users do not recognize handover occurrenties application perception. Technically, it
means that the handover interruption delay should be veayl $below 50ng and the packet loss ratio
should be minor to not affect the service quality (tolerarstsl ratio differs from different application
types). Users want to have a continuous and qualified seavidehey do not care about which access
technology they have connected.

In order to support the seamless handover from one techyatognother, the access networks
involved should be integrated. The interworking betweeirdlBeneration Partners ProjeCt (3GPP)
and Third Generation Partnership Projecf 2 (3GPP2) nesvarild WLAN networks has been the
topic of much work within 3GPP/3GPP2 standardization b&déecollaboration between groups of
telecommunications associations, to make a globally egiple 3G mobile phone system specifica-
tion within the scope of the International TelecommunmatiJnion [ITU)’s International Mobile
Telecommunications-2000 (IMT-2000) project. The UMA simn mentioned above is also recognized
as a 3GPP Generic Access Netwdrk (GAN) standard. Despite sisoussions about the competition
between Worldwide Interoperability for Microwave AcceB8fIAX]) and cellular networks, WiMAX
is keen to cooperate by interworking with 3GPP/3GPP2 nédsvtw provide the maximum value to
operators allowing them to reach as many customers as fossild to best serve their customers.
Since WIMAX is different from WLAN in terms of radio coverag®oS, capacity and security, the
3GPP-WIMAX interworking needs more research efforts. Titerivorking architecture of different
technologies must minimize changes to the existing infuagire. In addition, most of the existing
interworking solutions deal with the integration betweeto taccess networks deployed by the same
operator or by two coordinated operators. An approach ibtéde a secure and seamless interworking
and roaming in multi-operator environment has not beenessed yet.

From the users’ perspective, they all expect future netsvéokoffer more customized services at
higher quality levels. Users require an ease of use and alability to control their services according
to their preferences. With the increasing capabilities eémickes, an obvious question is whether the
users’ terminal can control and manage the handover aciifessedt access technologies. Delegating
the handover control to the mobile terminal could be a smtutor users to get what they really want.
However, such a terminal-controlled handover requirestemworking architecture where the the mo-
bility management becomes a service independent of aceéssnk operator domains. An intelligent
access network selection in the terminal is required to s@uto select the best access network. The
network selection relies on different access network dtarsstics, different constraints on terminal
capabilities, the mobility management policy, the useoatexts and user preferences. An efficient
and pragmatic solution is required to solve trade-offs wvitine multi-criteria selection problem in
heterogeneous networks. The fact that the mobile termsnedjuipped with one reconfigurable inter-
face or multiple radio interfaces should be taken into antethen designing the vertical handover
procedure. The power consumption of multi-interface teats becomes one of the critical issues due
to the limited battery capacity of portable devices. Opting the power consumption in the frame of
the handover management has not been sufficiently addrestegliterature.

The determination of the right handover triggering instandifficult in heterogeneous networks
since many criteria (not only the link quality) should begaknto account in the decision algorithm. If
the handover is initiated too early, the ping-pong handgveblem may occur. The ping-pong effect
causes the instability and service performance degraddfithe handover is initiated too late, mobile
terminals may not have enough time for making handover, lwigads to connection drop. Despite
using different optimization techniques to determine tpprapriate handover triggering instant, the
interruption may be still present. As the vertical handowtian Software Defined Radig {SDR)-
enabled device is a hard handover (i.e., a new connectiobevéstablished after the old connection is
terminated), the handover interruption is inevitable.cAlbe interruption occurs when the cell overlap
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area is too small for a multi-interface terminal to complite handover on the target interface before
moving out of the serving cell coverage. The handover iofgion time is very critical for real-time
applications, particularly for streaming services. Thanskess video-on-demand streaming in wireless
networks for mobile users is a challenging task.

Objectives

In this thesis, we aim to address the different facets ofitex-isystem mobility management. The
interworking architecture between UMTS and WiIMAX is one lo¢ tobjectives of this thesis. We ad-
dress the UMTS-WiMAX vertical handover under the assunmptiw@t the dual-mode mobile device is
equipped with a single_SDR interface which can switch fromT8v/mode to WiIMAX mode and vice
versa. To support seamless handover, the mobile devicddshewable to perform the inter-system
measurement without affecting the on-going communicatexmd complete the handover decision be-
fore moving out of the serving cell coverage. The latter nexgua sufficient overlap area between
adjacent cells. If the overlap area is unnecessarily largereases the operators’ building cost. If the
cell overlap area is too small, the network’s connectios lasio is increased because mobile terminals
at the edge of a cell cannot receive support from neighbaréfig in time to prepare the handover.

In the vision of open access networks where users can cotmaaty available access network of
any operator, a more flexible and open solution is requirethterwork the networks to offer real
global interworking and roaming facilities. To this end, @&ien to design a Roaming Interwork-
ing Intermediary [[R1l) platform which support all combirais of different radio technologies in a
multi-operator environment. The RII will support securedming and seamless mobility across two
independenaccess networks.

We also aim to investigate the role of user terminals in therisystem mobility management. The
users are in a strong position to control some parts of thddaan process because their terminal can
access to information on device capabilities and user mefes, and, most importantly, to knowledge
of both serving and neighboring access networks. To enatbenglete terminal-controlled handover
procedure, we analyze the following aspects under the @ooftrthe user terminal: access network
selection, handover initiation, multiple radio interfacenagement and handover preparation. The
coordination of these steps within a mobility managemecttitacture is needed to provide a seamless
terminal-controlled vertical handover.

In the converged network trend, the complementary charatts of different access technologies
promote their interworking. The resources of the interneodrkietworks can be viewed as a shared
resource pool. Balancing the traffic load across the intedraetworks is both a motivation and a
challenge. An efficient load balancing will lead to bestizition of the pooled resources and thereby
to improve the user satisfaction level. In fact, the loadbeing is related to the mobility management
since it involves the users’ network selection and the ndiweontrolled vertical handover enforce-
ment. The load balancing problem will be also analyzed is thesis.

In short, the objective of the thesis is to optimize the ksggtem mobility management, mainly
between 3GPP and WLAN/WiIMAX networks, by addressing theowing aspects: interworking and
roaming architecture, access network selection, intstesy measurement, required cell overlap, han-
dover initiation, handover prediction-based adaptiveastring application and load balancing. The
ultimate goal is to explore different directions to achiéve seamless mobility in the future converged
4G networks and propose efficient solutions.
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Methodology

The inter-system handover is a process involving the manageof network entities and end-user
terminals. In order to satisfy the objectives outlined ahydwo different visions, one from user termi-
nal side and one from network side, are employed to apprdachter-system mobility management
issue. In the user-controlled vision, end-users are nomany passive to enjoy services offered by
their network operators. They can use their smart termiaiske over the control of the inter-system
mobility management acrossiulti-homing’ networks (or open access networks) as well as to han-
dle handover optimizations to ensure the seamless servitleis part contributes to the migration
trend from the network-centricity towards terminal-cégity. In the second approach, we address
the important role of the network control in the inter-systenobility management and the handover
optimizations. With a global view on user requests, its legldes, available resources, roaming agree-
ments with interworked networks..., the network can alsutrad the handover to ensure the seamless
mobility for mobile users.

Outline

The following figure highlights the structure of this thesikich is organized as follows:

| Introduction

| Chapter 1: State of the art

I
: l

Part | Part Il
__| user-control | __| net.-control |—

ﬁ SDR interface
I Chapter 2 Chapter 5

| J_‘_I multi- interface
Chapter 6
Chapter 3 p both
I Chapter 4 Chapter 7 I

| |
|

| Conclusions

Figure 1: Organization of the thesis’ chapters

e Introduction
This chapter outlines the motivation and the scope of thé&wor

e Chapter 1: Foundation of Mobility Management in 4G Wireless Heterogeneous Networks

In Chapter 1, we review the evolution of wireless mobile camination systems with a view
to adopting the technology convergence as the core of theofiGept. The motivations of the
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4G networks are briefly identified. We address the main intekimg architecture approaches
proposed in the literature and in the standardization iéiesv The basic handover procedure
and existing mobility management solutions are then resteand discussed. This chapter gives
readers an overview of the active research initiatives énatea of mobility management in
heterogeneous networks and identify the challenges bémngrovisioning of seamless services
during mobility.

Part I: User-controlled approach: In this part, we address the seamless handover management fr
the terminal perspective and investigate the role of the msthe mobility management. We
show how users with their smart terminals can overcome sdms&ades in the vertical han-
dover management and how the performance can be improvent theduser-centric terminal-
controlled approach.

e Chapter 2: Utility-based Access Network Selection

In Chapter 2, we first review the existing utility models iming the single-criterion utility
form and aggregate utility form used in access network sele@nd resource management
problems. The limitations of the existing models are urgkilWe build up the utility theory and
propose new single-criterion and multi-criteria utilityrins to best capture user satisfaction and
sensitivity in varying access network characteristicsis Thility-based access network selection
model is used in Chapter 3.

e Chapter 3: Terminal-controlled Mobility Management Frame work

In Chapter 3, we propose a terminal-controlled mobility agement framework. The solution
is devoted to mobile devices equipped with multiple radierfaces. The proposed mobil-
ity management consists of a policy-based power-savirggfate management coupled with
a user-centric network selection solution, an adaptivelbeer initiation algorithm and a han-
dover execution. It gives a complete solution from the dediire design to handover signaling
exchanges and seamlessness optimization techniques.

e Chapter 4: Handover Prediction-Assisted Seamless Media &aming

In Chapter 4, we address seamless media streaming duriizpihiial and vertical handovers in
heterogeneous networks. The solution is based on the t@Hcontrolled pre-buffering adjust-
ment policy, running at the terminal side to maintain therappate amount of media content in
the buffer. A practical handover prediction scheme is psepoto assist the right pre-buffering
boosting decision.

Part Il: Network-controlled approach: In this part, we address the seamless handover from the net-
work perspective and highlight the crucial role of netwodntol in the inter-system mobility
management. We investigate how the network can assist gmwe handover measurement,
handover preparation, traffic load balancing, and secaorépagement.

e Chapter 5: Interworking Architecture Design

In Chapter 5, we first address the proposed UMTS-WIMAX intking architecture and the
corresponding handover sequence charts. Second, we prapoRIl functional entity to fa-
cilitate the interworking and roaming in a multi-operatoweonment. The solution allows a
secured and seamless handover across two access netwtwksimfiependent operators.
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e Chapter 6: Inter-system Measurement and Required Cell Ovelap

In Chapter 6, we address two important conditions for sessrtb@ndover between UMTS and
WIMAX systems: inter-system measurement and requirecbwelllap. We investigate the possi-
bility to make the UMTS-WIMAX inter-system measuremeniiingh a single reconfigurable ra-
dio interface terminal without affecting on-going sessiowe analyze the minimum cell overlap
required to support seamless handovers between two atienwithin the same technology
or different technologies in the UMTS-WiIMAX networks.

e Chapter 7: Load Balancing over Heterogeneous Wireless Paek Networks

In Chapter 7, we first highlight the limitations of the exigjiload balancing approaches and
then address a new load balancing algorithm. The main toritvin in this Chapter is to define

a new load metric and a new balancing objective which makaassisible to reconsider the load
balancing problem as a classic optimization problem. Tlep@sed approach aims to hide the
heterogeneity of different access technologies from thd lmalancing process.

e Conclusions

This final chapter provides a summary of the thesis, dissuspen issues and further research
directions.



Chapter 1

Foundation of Mobility Management in
4G Wireless Heterogeneous Networks

In telecommunications, just like any other field of humareandr, fashions come and fashions go.
No sooner is one technology safely out of the laboratory #itéention turns to the next new

innovation. Over the last few years, 4G has been slowly gegirape as the next big development in
wireless communications.

Alun Lewis, Independent telecommunications writer andscidtant

This chapter presents a tracking of the evolution of mobdmmunication systems from the 1G
analog communication networks to the 4G broadband conglergevorks. We address the 4G concept
and provide an overview of the main approaches for interimgrklifferent technologies in the 4G het-
erogeneous environment. A basic handover procedure ismexband different mobility management
approaches are discussed.

1.1 Evolution of mobile communication systems
1.1.1 Cellular technology evolution

Over the past 25 years, the evolution of the Internet anddiareces of wireless technologies have
made a tremendous impact on lifestyles around the worldefhay, these two factors have changed
the way people communicate, work, and get their entertaihme

With the introduction of cellular communications, we sawilacreasing demand for wireless ser-
vices. The growth was so rapid that by 2002, we witnessed armshift in network usagefor the first
time in the history of telecommunications, the number ofila@bscribers exceeded the number of
fixed lines And that trend continues. According to fhelTU, by Septen#®®5, the number of mobile
subscribers exceeded 2 billion. According to Global moBilgpliers Associatiod (GSA)’s statistics
E, at the end of the first quarter of 2007, the number of mobilesstibers in the world exceeded
2.8 billion. Although the history of cellular networks hasdm rather brief, it has already seen three
generations, and the fourth is emerging.

In mobile communication systems, there has been a paradigtregery decade. The first genera-
tion (1G) systems in the 1980s were the original analog reatsice networks. The second generation

1GSA is an organization dedicated to the promotion of the &l&ystem for Mobile communicatiof {G3M) mobile
phone standard worldwide.
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(2G) systems that emerged in the 1990s are based on digitaldgies for mobile voice and data
traffic. The third generation (3G) systems, firstly introelddn 2001 in Japan, are characterized by
high-speed digital mobile voice, data and multimedia s&si The pre-fourth generation (pre-4G)
systems, a stepping-stone to 4G, will be commercializedrat®010. A full 4G is expected to be
commercial around 2012. The evolution path of the mobile moimication systems is depicted in
Figure[1.1.

GSM
—it>
oo ores - e - T

3GPP standards

7

IANALOG
TACS

f 3GPP2 standards
AMPS 1S-136
DMA

IXRTT

—
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Figure 1.1: Wireless Technology Evolution Path

1G

1G systems, which initially debuted in Japan in 1979, aréogrnaansmission systems. The key 1G
standards included Advanced Mobile Phone Sysfem (AMPS3jl Fezcess Communication System
(TACS), Japanese Total Access Communication System (J),A08 Nordic Mobile TelephonETNMT).
1G was indeed a major innovation in the telecommunicati@tohy. However, it was prone to the
problems of quality of transmissions, security and inedfitiutilization of the spectrum and capacity
of available frequencies.

2G

2G networks introduced digital circuit-switched techrgowhich uses the spectrum in a more
efficient way. 2G networks are currently serving the vastamityj of mobile subscribers and will
remain in the market for a long time. Itis likely that, in 2Q02%5 will still be widely deployed [3]. The
major 2G cellular standards dre GEM, 1S-136 and CdmaOne.

e GSM uses Time Division Multiple Access (TDMA) and Frequerigiyision Duplex [EDD).
GSM has become the world’s fastest-growing communicattenknology of all time and the
leading global mobile standard.

e 1S-136, known as Digital Advanced Mobile Phone System (DPZ3), uses TDMA and Time
Division Duplex [TDD). It is deployed throughout Americaaticularly in the United States
and Canada. IS-136 is a digital overlay that is interoperalith the analog AMPS infrastructure
(i.e., use AMPS for signaling to reserve resources). 1SdllRévs data rates up to 30Kbps.

e CdmaOne refers to the original ITU I1S-95 using Code Divishdultiple Access[[CDMA) that
was first standardized in 1993. Today, there are two versibl®-95, called 1IS-95A and 1S-95B.
IS-95A employs FDD with a channel bandwidth of 1.25-MHz fack direction, and supports
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data speeds of up to 14.4Kbps. 1S-95B can support data speepl$o 115 Kbps by bundling up
to eight channels. Due to its supportable data speeds,B3s¥ategorized as a 2.5G technology.

2.5G

2.5G is the realm of enhanced data services. The key 2.5@astisinclude General Packet Radio
Service [[GPRIS), Enhanced Data rates for GSM Evolufion (BP#BE 1S-95B. GPRS is an enhanced
mobile data service for users of GSM and 1S-136. In theoryR6GBupports transmission speeds of
up to 172.2Kbps. GPRS is a packet-switched solution whi&ndsvn as a migration strategy towards
3G. Inthe long path towards 3G, EDGE appeared as an enhantB&n&PRS that can provide higher
data rates (up to 384Kbps). By using EDGE, operators canl&ameke times more subscribers than
with GPRS, triple their data rate per subscriber, or addaesdipacity to their voice communications.
EDGE is sometimes referred to as a 2.75G technology.

3G

3G networks are characterized by higher peak data rateategreystem capacity, and improved
spectrum efficiency, among other capabilities. There isngeaof technologies for 3G, all based
around CDMA, including. UMTS (with both FDD and TDD variant§) DMA2000 and Time Division
- Synchronous Code Division Multiple Acce§s (TD-SCDMA).

e UMTS, sometimes marketed as 3GSM, using Wideband Codei@Mdultiple Access[(WCDMA)
as the underlying air radio interface, has been standatdiyfE8GPP. UMTS is the 3G technol-
ogy chosen by most GSM/GPRS mobile operators. The maximemdasa rate is 1,920Kbps,
but in real-world experience at the moment, it is only 384&bfo improve the performance
of 3G UMTS, two standards High Speed Downlink Packet AcdeE30PA) and High Speed
Uplink Packet Acces$ (HSUMPA), jointly known as HSPA, haverbdeveloped. HSPA is usually
referred to as a 3.5G technology.

— HSDPA is a packet-based data service feature of the WCDM#Adata that provides im-
proved downlink data rates. The theoretical peak rate #&MH#ps, but the realistic end-user
experience is initially likely to be 1.8Mbps or possibly up3.6Mbps. According to the
latest report published by GSA in January 2008, 166 HSDPA@dss have commercially
launched in 75 countries.

— HSUPA delivers substantial improvements in uplink dat@saand QoS as well. The
HSUPA standard enables users to transmit data upstrearpeéd sf 5.8Mbps. According
to the same GSA's report, 51 operators have committed togepEUPA, and 26 network
operators have commercially launched HSUPA services iroRatcies.

e CDMAZ2000, direct successor to 2G CdmaOne, represents ae &rnily of technologies, in-
cluding CDMA2000 1xRTT (Radio Transmission TechnologyRMA2000 EV-DO (Evolution-
Data Optimized), and CDMA2000 EV-DV (Evolution- Data anda#), standardized by 3GPP2.
CDMAZ2000 is the 3G technology chosen by most CDMA mobile meknoperators.

— CDMAZ2000 1xRTT officially qualifies as 3G technology, butstéonsidered by some to
be a 2.75G technology. Although the peak data rate of 1xRTilbeaup to 307Kbps, most
deployments are limited to a peak of 144Kbps.

— CDMAZ2000 EV-DO uses a separate 1.25MHz carrier for datasapgorts up to 2.4Mbps
downstream and up to 153Kbps upstream. 1XEV-DO Revisiorpfatis Internet Protocol
([P) packets, increases the downlink peak rate to 3.1Mbpssabstantially boosts the
uplink rate to 1.2Mbps. 1xEV-DO Revision B enables opersator aggregate up to 15
1.25MHz channels to deliver up to 73.5Mbps. According targport published in www.cdg.org
site, 3G CDMA2000 EV-DO has surpassed 83 million subscsilieSeptember 2007.
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— CDMAZ2000 EV-DV integrates voice and data over the same 1125&arrier. CDMA2000
EV-DV offers a peak data rate of up to 4.8Mbps downstream g@nd 807Kbps upstream.
However, in 2005, Qualcomm put the development of 1XEV-D\aarindefinite halt, due
to lack of carrier interest, mostly because both Verizonelgss and Sprint chose EV-DO.

e TD-SCDMA was proposed by the China Communications Starsdassociation and approved
by ITU in 1999. TD-SCDMA uses TDD mode and can operate in amuimn frequency band of
1.6MHz at 2Mbps or a 5MHz band at 6Mbps. Although the laundesiaf TD-SCDMA have
been pushed back time and time again, it is highly expectdsk teeady in time for Olympics
2008.

Though the roll-out of 3G networks was delayed in some caesipy the enormous cost of ad-
ditional spectrum licensing fees, GSM Association repbttes crossing of the 200 million 3G sub-
scribers in the second quarter of 2007. Both Japan and Kowedfjrst countries that launched 3G,
continue to expand their 3G base with both reporting over $@¥tetration. The 3G networks and
their enhancements will continue to be deployed all arotednorld. 3G will probably have a lifetime
similar to that of 2G - in the vicinity of 20 years.

pre-4G

While we are in the throes of finally seeing 3G networks degiipythere is already a buzz about
their enhancement, going by names such as Long Term Ewol(ffid®) and Ultra-Mobile Broadband

(UMB).

e LTE - 3GPP Long-Term Evolution is the next version of the 3@faBed radio standard. LTE is
designed to provide higher data-rate (over 100 Mbps for dioknand over 50 Mbps for uplink
for every 20 MHz of spectrum), lower-latency and packeiroed system compared to 3G. To
this end, LTE uses Orthogonal Frequency Division Multiplec&ss[[OFDMA) for the downlink
and Single Carrier Frequency Division Multiple Access (BBMA) for the uplink and employs
Multiple-Input Multiple-Output [MIMQ) with up to four antenas per station. 3GPP has recently
reported LTE’s peak theoretical downlink throughput rategp to 326 Mbps in 2x20 MHz with
4x4 MIMO configuration. LTE is designed to be all-IP and to ot mobility and service
continuity between heterogeneous access networks. Thelefnstrations and trials will be
continued during this year 2008 and the first network depkayins expected around 2010.

e UMB - 3GPP2 Ultra Mobile Broadband, is the successor to CDRIZ® EV-DO, formerly
known as EV-DO Revision C. UMB also incorporates OFDMA, MINA@d Space Division Mul-
tiple Access[(SDMA\) advanced antenna techniques to praswee greater capacity, coverage,
and QoS. UMB can support peak download speeds as high as 280ia mobile environment
and over 75 Mbps for upstream transmission (with 4x4 MIMOfigamation). UMB is expected
to be commercially available in early 2009. However, up tawnQualcomm is the only big
name backer of UMB. The logical supporters of UMB will be tledors who make equipment
for CDMA since UMB is an upgrade path for that. The main ones Alcatel-Lucent, Nor-
tel, Motorola, ZTE and Samsung, but none of them has offic@mmitted to releasing UMB
products.

1.1.2 Mobile broadband wireless technology evolution

Wireless broadband communication is the confluence of tleenbost remarkable growth stories
of the telecommunications industry in recent years: braadbcommunication and wireless mobile
communication. The rapid mass-market growth of the molelular systems with about 3 billion
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subscribers have been previously summarized. During thne seeriod, Internet has been evolving
from a curious academic tool to having about a billion usétarallel to the growth of Internet, the
development of broadband technology has been accelemteffet the high-speed Internet access
services. The broadband access over the twisted-pairegfttehe wires or over coaxial cable TV are
the predominant mass-market technologies today. Receéhdyadvanced broadband access such as
Fiber To The Home[{ETTH) or Very high bit-rate Digital Sulbiber Line [VDSI) has been being
deployed to enable rich performance applications like Hbgfinition TiVi (HDTY), video on demand

at speed of Gigabits per second. In less than a decade, thdhamnd subscription worldwide has
grown from virtually zero to 200 million [4].

The broadband wireless technology is about bringing thadivand experience over the air ra-
dio interface. The broadband wireless service can be digshed into two typesfixed broadband
wirelessand mobile broadband wirelessThe fixed broadband wireless technology such as Local
Multipoint Distribution System{LMDB), Multichannel Mugtoint Distribution Serviced (MMDIS) and
fixed[WIMAX] are thought of as a competitive alternative tagal Subscriber Line[{DSL) or cable
modem. Otherwise, the mobile broadband wireless techydikg IEEE 802.11-based WiFi or Mo-
bile WIMAX attempts to bring broadband applications to gsen the move with the functionality of
portability, nomadicity and mobility. In addition to the Aiand mobile WIMAX, a few proprietary
solutions, such as i-Burst technology from ArrayComm aresRHOFDM from Flarion (acquired by
QualComm), as well as the standard-based solutions likeel@ar and beyond 3G systems also sup-
port the mobile broadband applications. Below, we intradiine WiFi and WiMAX technologies and
their evolution.

WiFi

WiFi is based on the IEEE 802.11 family of standards. It isnariily alWWLAN technology designed
to provide in-building broadband coverage. WiFi becomesfaato standard for broadband connection
in homes, offices, and public hot-spot locations includiotels, airports, shopping centers, restaurants,
cafes, and educational environments. In the past couplearbya significant number of municipalities

and local communities around the world have taken the tividao get WiFi systems deployed in
outdoor to provide broadband access to city centers as w#idl aral and under-served areas.

The 802.11 specifications were initially introduced in 1987operation in the unlicensed 2.4GHz
band, and they included two spread spectrum methods: 1Migogi€ncy Hopping Spread Spectrum
(EHSS) and 1Mbps and 2Mbps Direct Sequence Spread Sped@B&8¥). In 1999, IEEE 802.11b
relying on DSSS transmission technology with support datildbps was published. Also in this
year, IEEE 802.11a making use of Orthogonal Frequency Divisultiplexing (OQEDM) transmis-
sion, increasing the speeds to a theoretical rate of 54Mlagsstandardized. This standard operates in
the 5GHz band. Published in 2003, IEEE 802.11g uses OFDM perhtes in the 2.4GHz band. The
standards 802.11b, 802.11a, and 802.11g are the most cdynusenl today.

The capabilities of WiFi are being enhanced to support evgimeln data rates and to provide better
QoS support. In the large 802.11 family standards, three ereerging amendments are 802.11e,
802.11i and 802.11n. 802.11e addresses QoS extensions ANW&02.11i enhances the security
protection. However, the most eagerly awaited amendme8®2s11n. By using multiple-antenna
spatial multiplexing technology, the IEEE 802.11n will popt a peak layer 2 throughput of at least
100Mbps (maximal theoretical data rate is 540Mbps). Thel80Ris expected to provide significant
range improvements through the use of transmission diyeasd other advanced techniques. Though
there are already many products on the market based on Déafif 2his proposal (Draft 4.0 was
approved in April 2008), the TGn working group is not expdcte finalize the amendment until
November 2008. 802.11n will be a main technology for WLANwking in the future.

WIMAX
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WIMAX is designed to accommodate both fixed and mobile braadbapplications. The term
'WIMAX’ was created by WIMAX Forum that was formed in June 20@edicated to promoting in-
teroperability and compatibility of broadband wirelessqucts based on the IEEE 802.16 standard.
Originally, IEEE formed a group called 802.16 to developandard for Wireless Metropolitan Area

Network [WMAN) in 1998.

e |IEEE 802.16 first issued standards for the PHY and MAC layéisystems in the 10-66GHz
bands, generally known s TMDS, in December 2001.

e In 2003, the 802.16a standard, using OFDM to mitigate theaimpents fading and multi-
path, and operating in the 2GHz to 11GHz bands, was publiskadher revisions to 802.16a
were made and completed in 2004. This revised standard, 802E.6-2004, replaces 802.16,
802.16a, and 802.16c with a single standard, called as fiXx®&tAX.

e The IEEE 802.16e standard, also known as Mobile WiIMAX, wasaily designed to allow
vehicular mobility applications. It was completed in Ded®mn 2005 and was published for-
mally as IEEE 802.16e-2005. It uses Scalable Orthogonajuerecy Division Multiple Access
(SOEDMBA), a multi-carrier modulation technique that usel-shannelization, where channel
bandwidths are selectable, ranging between 1.25MHz andH20M he key attribute of IEEE
802.16e is the introduction of the handover capability feens moving between cells.

In October 2007, the Radio Communication Sector of the mhatigonal Telecommunication Union
(TU-R) included WIMAX technology in the IMT-2000 set of stdards, also known as 3G. Hundreds
of WIMAX trials and deployments are now in progress arourel globe. Even though the industry
is still waiting for mobile WiIMAX certified products and thergt 802.16e roll-out, the IEEE keeps
working on new 802.16 amendments. Two most relevant amemidnreprogress are 802.16j (Multi-
hop Relay) and 802.16m (Advanced Air Interface). The go&(#.16m is to achieve data rates up to
1Gbps for fixed users and 100Mbps for mobile users. It aimsipyave the capacity and performance
of Multimedia Broadcast Multicast Service (MBMS) and \Voiceer IP [VGIR). The driver behind
802.16m will be MIMO antenna technology on top of an OFDMdwhsadio system. The 802.16m is
comparable with the LTE or UMB in terms of technology, capaand services. It is expected that the
WIMAX 2.0 based on 802.16m will be ready at the end of 2009.

1.1.3 Broadband wireless technologies: Comparative study

| Feature | HSPA | 1Xx EV-DO | Mobile WiIMAX | WiFi |
Standard 3GPP R6 3GPP2 IEEE 802.16e-2005 | IEEE 802.11n
14.4Mbps using 3.IMbps (Rev A);| 46Mbps @ 3:1, 2x2

100Mbps
Peak DL datarate || ;) 15 codes 4.6Mbps (RevB) | 10Mhz P
Peak UL data rate || 5.8Mbps 1.8Mbps 7Mbps @3:1, 10Mhz| 100Mbps
Bandwidth 5MHz 1.25MHz 3.5,7,5,10,8.75MHz| 20/40MHz
Duplexing FDD FDD TDD initially TDD
Multiplexing TDM/CDMA TDM/CDMA TDM/OFDMA CSMA-CA
Coverage 1-5km 1-5km <3.5km <300m
Mobility High High Middle Low

Table 1.1: Technology Features Comparison

The evolution path of cellular, WiFi and WIMAX technologigss summarized in the two above
sections. Briefly, WiIMAX occupies a somewhat middle grourtween WiFi and 3G technologies
when compared against the key dimensions of data rate, agweQoS and mobility support. Table
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[I.7 provides a summary comparison among 3G (3.5G HSPA, x8Y-Mobile WiMAX and WiFi
802.11n technologies. These three technologies are ckosenthey are likely to dominate the mobile
broadband telecommunication market today as well as ineRefaw years.

Two other standards-based technologies could also emertje ifuture: IEEE 802.20 - Mobile
Broadband Wireless Access (MBWA) and IEEE 802.22 - WireRsgional Area Networks (WRAN).
We address a brief introduction about these two under dewedot standards:

e Much like 802.16e, the IEEE 802.20 hopes to define a broadbalntion for vehicular mobility
up to 250 km/h. The 802.20 standard was being positioned adtemative to 3G cellular
services since it can support high-speed handover andes&reletwork access. It is likely to
be defined for operation below 3.5GHz to deliver peak usea daes in excess of 4Mbps and
1.2Mbps in the downlink and uplink respectively. At thisipioin time, the standard seems to be
suspended owing to lack of consensus on technology andsigstiethe standardization process.

e The IEEE 802.22 standard aims to bring broadband accessaioand remote areas. Work on
the 802.22 standard began in November 2004. The basic g88Pa22 is to define a cognitive
radio that can take advantage of unused TV channels in $pg@meulated areas. Operating in
the VHF and low UHF bands provides favorable propagatiorditmms that can lead to greater
range (100km). The 802.22 standard is steadily processidgesults are expected soon.

4G technology has not been officially defined yet. Most congsahelieve that the characteristics
of IMT-Advanced, as defined by ITU, will represent a definitiof 4G. Two expected requirements
within IMT-Advanced are OFDMA-based technology and date support of 200Mbps for mobile
applications. LTE, UMB, and WiMAX 802.16m all fulfill thesequirements. Although several com-
panies claimed that LTE/UMB/WIMAX 802.16m was 4G, we comsithem, hereafter, as a pre-4G
technology. Any claim that a particular technology is a 4Ghtelogy is, in reality, simply a market
positioning statement by the respective technology adeo@acomparison among the three emerging
technologies is presented in Tablel1.2.

| Feature I LTE | UMB |  WIMAX 802.16m |
Peak data rate DL: 288Mbps (4x4) DL:250Mbps (4x4) | DL: ~ 350Mbps (4x4)
(per sector @20MHz UL: 98Mbps (2x4) UL: 100Mbps (4x4) | UL: ~ 200Mbps (2x4)
Latency Link-Layer Access: <5 mg LLA: <10ms LLA: <10ms
Handover: <50ms Handover: <20ms Handover: <20ms
MIMO 2 DL: 2x2, 2x4, 4x2, 4x4 | DL: 2x2, 2x4, 4x2, 4x4| DL: 2x2, 2x4, 4x2, 4x4
configuration UL: 1x2, 1x4, 2x2, 2x4 | UL: 1x2, 1x4, 2x2, 2x4| UL: 1x2, 1x4, 2x2, 2x4
Bandwidth (MHz) 1.25,1.6,2.5,5,10, 15,20 1.25t0 20 5, 10, 20, 40
Duplexing TDD,FDD TDD,FDD TDD,FDD
Multiplexing OFDMA and SC-FDMA OFDMA SOFDMA
Mobility Up to 350 km/h Up to 250 km/h Up to 350 km/h

Table 1.2: Pre-4G technology requirements comparisons

Mobile broadband is the segment with the fastest growth ihile@ommunications. There is much
hype in the wireless industry about WIMAX and LTE comparedtddB. Many dismiss UMB as being
dead on arrival since it has so little traction with the opaiss Whatever the part of the market share
that each pre-4G technology will gain, one sure thing is tisgrs in the near future will enjoy the
mobile broadband services with rich media performance.

2MIMO configurationx x y means that the MIMO system usefransmit antennas andeceive antennas.
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1.2 4G wireless mobile heterogeneous networks

1.2.1 4G concept

Even though there are plenty of talks about 4G, there is niod ymiversal agreed-upon definition
of the 4G wireless mobile network up to now.

1.2.1.1 ITU’s Vision: IMT-Advanced
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Figure 1.2: IMT-Advanced vision

According to [5], the ITU is currently establishing criterfior IMT-Advanced and will be screening
various technologies for inclusion in the IMT-Advanced fgmTU-R has progressed from delivering
a vision of 4G in 2002 (Figurie1.2) to establishing a name 1@ 2005 (IMT-Advanced). The work
of the ITU encompasses the important elements of businesgsslin the wireless industry, especially
the balance of a market and services view, a technology @epectrum view and regulatory aspects.
A set of requirements by which technologies and systems ealetermined as part of IMT-Advanced
is being done by the TTUIR.

According to the IMT-Advancedin systems beyond IMT-2000, there may be a need for a new
wireless access technology to be developed around the yH4Y, Zapable of supporting high data
rates with high mobility As one can see in Figuie1.2, the main requirements for 4owilikely to
include two following conditions: peak data rate of 100MHlpshigh mobility applications such as
mobile access; and approximate 1Gbps for low mobility aagibons such as nomadic/local wireless
access.

Following the paradigm of generation changes, it is expktttat the 4G would follow sequentially
after 3G as an ultra-high-speed broadband wireless netwaiik view is usually referred to adiaear
4G vision[6] [7]. Nevertheless, even if 4G is named as the successihiegbrevious generations, the
future will not be limited to cellular systems and 4G will iz seen exclusively as a linear extension
of 3G.
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1.2.1.2 Convergence of heterogeneous networks

Unlike 1G, 2G and 3G, 4G is not a set of formally agreed endrd-standards developed in the
traditional top-down way that the telecommunications stduhas used for years [8]. It is now widely
accepted that 4G is a vision of an all-IP based, heterogsnmaobile broadband networks with multiple
air interfaces, converged fixed-mobile networks, and mpl@tdevices with multi-mode capabilities.
4G will provide end-users with an Always Best Connecfed (ABaZility, low latency and high QoS
broadband experience. The ABC means a seamless servigsi@nawg across a multitude of wireless
access systems and an optimum service delivery via the rppsi@ariate available network.

4G will be a convergence platform providing clear advarsageterms of coverage, bandwidth
and power consumption. 4G will ensure the seamless molaility global roaming among various
access technologies such as cellular networks, WiFi, WiMgatellite, Digital Video Broadcasting -
Handheld[(DVB-H). 4G services will be end-to-end QoS, higtwsity, available at any time, anywhere
with seamless mobility, affordable cost, one billing, antlyf personalized. 4G is about convergence,
convergence of networks, of technologies, of applicatiemd of services, to offer a personalized and
pervasive network to the users. Convergence is headingdsvem advent of a really exciting and
disruptive concept of 4G.

The 4G network will be an umbrella of multitude of technokegi The glue is likely to bseamless
mobility over heterogeneous wireless networks. Inter-system iybilainly between 3G UMTS/LTE
and WiMAX/WiFi, is the main aim of this thesis.

1.2.2 Motivations for 4G heterogeneous networks

As mentioned previously, the 4G mobile networks do not @insi only one access technology
but multiple ones. It is needed to have a mechanism that enaelamless mobility among different
systems. The motivation behind the heterogeneous netwoarkes from the fact that there is no
technology that could offer ubiquitous coverage. No tedtgyw can provide simultaneously the high
bandwidth, low latency, high mobility and wide-area dateviee to a large number of users. As all
these systems have their own advantages and shortcomimgsngle technology merits enough to
replace all other existing technologies up to now, everd@dechnologies. It is beneficial for mobile
users to switch their connection among different accesgpof different technologies to maintain the
connectivity all time, and to enjoy the best personalizetlises according to their own preferences.

During the evolution from the 1G to the pre-4G, a range of neolireless technologies have been
developed. All these technologies were designed indepdigdéargeting different types of services,
data rates and users. The complementary characteristiegiotis technologies motivate the interest
to integrate them together. An interworking approach cakettihe best use of advantages of all tech-
nologies and can eliminate their stand-alone defects. ¥ample, an operator can deploy low-cost
high-data rate WLAN/WIMAX that is either an extension oflo&r network or inter-workable with
cellular network so that the utilization of already depldyefrastructures can be maximized. The wire-
less broadband technologies like WiFi, WiIMAX can be a gooahglement to cellular technologies in
terms of geographical coverage and QoS.

One technology can be employed to extend the radio rangeath@ntechnology. If one access
technology is highly loaded, users can connect to anothegsactechnology to have the equivalent
services. Also, if a user requires a higher QoS level whichassupported by its current access
technology, he can automatically handover to another tolgg. These are the main motivations for
research as well as business exploration of 4G convergemmzept.
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1.3 Interworking in 4G heterogeneous networks

Interworking
relationship

Roaming
relationship Interworking
relationship

Visited PLMN
Interworking
relationship

Figure 1.3: Interworking vs. roaming relationship (3GPP)

Interworking, integration and convergence are terms eging the need for combining the advan-
tages of diverse network technologies in order to get thé sesice for minimum investment from
the network. The ternmterworkingis much related to theoamingconcept. However, according to
3GPP specifications, roaming is not specific to heterogenaetworks. 3GPP roaming relationship
corresponds to a 3GPP subscriber using visited 3GPP nereswlarces. The difference between inter-
working and roaming definition can be illustrated by Figur®. IThe interworking relationship com-
plements the well-known roaming definition. The 3GPP intgking relationship refers to a 3GPP
subscriber using a non-3GPP radio interface to access 3&#@nk resources. However, in a general
meaning, interworking involves connecting two or moreidigtaccess networks (not necessarily be-
tween 3GPP and non-3GPP networks) to allow end-users tsatzéhese interworked networks and
possibly to maintain the service continuity.

1.3.1 Interworking approaches

MTS core network

Node B | RNC |
very tight/éupling
UE MAANAPFAMMGﬂwq
\ tight / coupling

RNC
WLAN APH WAG ‘—emulator

SGSN
WLAN AP‘* WAG ‘—— emlator

Figure 1.4: Different UMTS-WLAN interworking approaches

The interworking between different technologies, mairgyween 3GPP and WLAN, has catched
the attention of the research community and standardiz&iialies in the last few years. Broadly, the
interworking can be classified into two approachesse coupling and tight couplin@-11]. From a
macro point of view the main difference is how and where a BGRP access network is coupled to
the 3GPP/3GPP2 network. The distinction between tighpliog and loose-coupling is based on the
integration point of two networks involved as illustratedrigure T.4.
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1.3.1.1 Loose-coupling architectures

Loose coupling offers a common interface for the exchangefofmation between the networks to
guarantee service continuity. The two access networks maxeng in common, but the core networks
are connected together. Loose coupling refers tbthe IR iatgxconnection. The basic loose coupling
interworking architecture between WLAN and UMTS is depicte Figure[I.b. WLAN and UMTS
are assumed to be in different IP address domains. The IRs&lidrchanged when the mobile terminal
moves from one network to another. The heterogeneity odifit access networks is managed and
hidden by Mobile Internet Protocd {MIP). The integrationint is the Home Agent (HA) of the
MIP mechanism implemented in the Internet/external PaDieed Network [[PDIN). In general, the
interworking point is placed after Gateway GPRS SupporteN@IGSN).

Intranet/
Interne

I i !

«»  WLAN Wn Wp
é Access WAG
Network | W Wm

PDN/
Internet

Figure 1.5: 3GPP -WLAN loose coupling interworking architee

In the loose coupling interworking, the two networks comimate through the Internet. They op-
erate independently of each other and roaming agreementedre the corresponding operators are
required to be established. To ensure service continuitly kaming capabilities, MIP and Authenti-
cation, Authorization and Accounting (AAA) functionaé are combined. The existing AAA solution
in 3GPP network is used for managing and exchanging sulesénformation and credentials between
3GPP and non-3GPP access networks. This approach seganaigetely the data path in WLAN and
3GPP networks. The WLAN data is never injected into the 3G&® network. If two access tech-
nologies are deployed by a single operator, the Packet Datian@y [PDG) may interface directly to
the GGSN for signaling, otherwise, the signaling will bensported through the IP network.

The key of mobility management of this architecture is th&Milhe Foreign AgenE(BA)s are located
in the GGSN and the PDG while the HA is located in the PDN/Imter When the mobile user moves
across the networks, its home address is maintained. Thar ahi@wbacks are the handover latency
and the packet loss due to MIP mechanism. In order to remasyptbblem, pre-registration, pre-
authentication, packet buffering and forwarding techagjhave been studied. Many extensions of MIP
have been proposed such as: Fast MIP, Hierarchical MIPjptaultare of Address{CdA) registration
MIP, layer-2 triggering based MIP, etc.

The loose coupling interworking architecture offers anyeasd independent deployment. The
loose-coupling interworking does not need drastic chamgexisting infrastructures. There exists
a variant of the loose coupling interworking that is sometsmeferred to as ampen coupling In the
latter scheme, no real integration between the two netwisrisesent. WLAN and 3GPP are two
independent systems that share a single billing scheme.
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1.3.1.2 Tight-coupling architectures

In the tight coupling scheme, the non-3GPP access netwoeknigoyed as a new radio access
technology within the cellular one. The tight coupling makeo different Radio Access Technology
(RAT)s working together with a single core network. The imterking point is at the 3GPP core
network or at the UMTS Terrestrial Radio Access Netwbrk (AW as illustrated in Figure114. When
the integration point locates in the UTRAN, the interworkis known as aery tight coupling10].

The 3GPP control protocols are reused in the WLAN and the wlaffic is routed via the 3GPP
core network to the outer entities. Two radio access netsvark interconnected via layer 2. All the
layer 3 protocols remain unchanged. The handover does vav@the change of remote IP address
as well as thé_AAA policies. In the interworking reference dabarchitecture depicted in Figure
[I.4, the Radio Network Controllef (RNIC)/Serving GPRS Suppimde [SGSIN) emulator provides
functionalities that are equivalent to those of an RNC/SGsMn attempt to hide WLAN access
network particularities from the UMTS. Its main functiontesprovide a standardized interface to the
UMTS core network.

In the very tight-coupling solution, the WLAN is consideras part of the UTRAN. An important
issue with the very tight-coupling scheme is the ownershifn® WLAN. The most envisioned solu-
tion is that the 3GPP operator owns the WLAN part. Due to ttedabdity issue, it makes sense to
introduce an InterWorking Unif (TWW) between the WLAN AcseBoint [AP)s and the RNC to share
the control task of the RNC. The IWU will be implemented in iMAN AP to either act as a pure
traffic concentrator or be further responsible for contrad aupervision functionality [10, 12].

1.3.2 Interworking within 3GPP standards

1.3.2.1 Rel-6: 3GPP-WLAN interworking

The interworking between 3GPP and WLAN systems was coreidey{3GPP TSG SA1 group. It
has been specified in 6 different scenarios in 3GPP Releds].6 |

1. Scenario 1 - Common billing and customer care:This is the simplest form of interworking,
which provides only a common bill and customer care to sifbsis. In fact, there is no real
integration between the WLAN and 3GPP networks (open coghpli

2. Scenario 2 - 3GPP system-based access control and charginghis basically enables IP
connectivity via WLAN for 3GPP subscribers. The scenarinsists on introducing a new net-
work element 3GPP_AAR server to enable the WLAN authentizgtauthorization and charging
mechanisms to converge towards 3GPP solution.

3. Scenario 3 - Access to 3GPP Packet Switch (PS)-based sergic&he goal of this scenario
is to allow the cellular operator to extend access to its 3G&3ed services to subscribers in a
WLAN environment. Although the user is offered access toshme PS-based services over
both the 3GPP and WLAN access networks, no service contiaoiioss these access networks
is required. The architecture reference model correspgnidi non-roaming case of scenario 3
as specified in [14] is illustrated in FigureL.6. This scemartroduces two main new network
elements: Wireless Access Gateway (WAG)land PDG which ersaaured accesses to different
PDNs at Wi interface (Wi is similar to well-known Gi interiac

4. Scenario 4 - Service continuity:The goal of this scenario is to allow access to PS-basedssrvi
as required by scenario 3, and additionally to maintainisergontinuity across the 3GPP and



1.3. Interworking in 4G heterogeneous networks 19

1
: 3GPP Home Network |
Intranet/ 1 : '
Interne | SLF | HSS | HLR | Offline |,
1 N CS !
: 5 I~ & :
R < !
! DR é\] !
Wal 1
@ WLAN  [-Y8 AAAserver ocs | :
WLAN UE Ww Access : Q WII] ;‘} :
Network Wn | Wp . I
e L
. WLAN3GPP IP Access |
Wu 1 |
. 1

Figure 1.6: Scenario 3 non-roaming reference model (théesharea refers to WLAN 3GPP IP access
functionality)

WLAN systems. The change of access network may be noticéalitee user, but there will
be no need for the user to re-establish the connection. édihservice continuity is required
by scenario 4, the service continuity requirements are aot stringent. This means that some
services may not be able to continue after a handover toffinemVLAN.

5. Scenario 5 - Seamless servicesFhis scenario is one step further than scenario 4. Its goal
is to provide seamless service continuity between accebsiddogies. The seamless service
continuity is meant minimizing data loss and break time miyiihe handover between access
technologies.

6. Scenario 6 - Access to 3GPP circuit-switched service$he goal of this scenario is to allow the
operator to offer access to circuit-switched servicesr{ravoice calls) through WLAN access
networks. Seamless mobility for these services should déaged.

In Release 6, 3GPP has specified scenarios 2 and 3, the omaries are going to be specified in
Release 7 and in System Architecture Evolution (SAE) waknit

1.3.2.2 Rel-6: Generic Access Network

The[GAN technology defines a new access network to the modiiteretwork that can be used to
access the existing circuit-switched and packet-switdeedices [15] . The access network is based on
use of unlicensed spectrum like WLAN and IP-based broadla@odss network. Specifications were
developed in thE OMA industry forum during year 2004 and watepted in 3GPP Release 6 in April
2005 as the GAN standard. With GAN the end-user experienoains the same in the WLAN radio
network as in GSM and WCDMA radio networks. The GAN solutisraiscenario 6-like solution.
Circuit-switched seamless handover is fulfilled but due ad packet-switched handover, the GAN
solution does not offer scenario 5 functionalities.

The interworking architecture between WLAN and 3GPP syséecording to GAN solution is
illustrated in Figuré_1]7. It introduces a Generic Acces$ndek Controller [GANC) that acts as a
Base Station Controllef (BSC)/RNC emulator. When the neobger establishes a communication
in the zone covered by WiFi APs, it automatically attacheshem. There is software installed in
the mobile terminal that can encapsulate the outgoing datiaet cellular network in the IP packets.
These packets are sent to the GANC that is responsible fusrhigting the necessary information to
the operator network. It redirects the IP packets to thestadgstination.
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Figure 1.7: GAN architecture reference model

1.3.2.3 Rel-6: Tunnel Termination Gateway solution

The evolution of Tunnel Termination Gateway (TITG) to enahkeinterworking between 3GPP and
WLAN systems was first mentioned in annex of [14] and fullyatésed in [16]. A TTG is a separated
equipment in charge of terminating the IP Secufity (IR Seahéls from the mobile stations and to map
them to GPRS Tunnelling Protoc@l (GITP) tunnels establigbe@drds a GGSN as depicted in Figure
[1.8. The idea of the present solution is to use the TTG and sesah GGSN functions to implement
the PDG functions.
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Figure 1.8: 3GPP-WLAN interworking architecture using TTG

The TTG can be considered as an SGSN emulator [17]. The @unadiiy of TTG covers all as-
pects of PDG that are not covered by the GGSN. The TTG actseaS®EN for the GTP tunnel
establishment. It also acts as a WLAN user’s proxy for theaaaof transparency to the WLAN. In
this scheme, the end-to-end tunnel from Mobile SubscrFES)(to PDG is terminated at TTG and a
GTP tunnel is established between the TTG and GGSN. The Tp@osts location management and
session management mechanisms such as SGSN contextrirBasket Data Protocd[{PIDP) context
update, and Home Location Regisfer (HLR) update. This swiwtllows the re-use of existing GGSN
and its existing capabilities such as charging framewditksifers a full interoperability with existing
SGSN without upgrades. This solution satisfies serviceimoity requirements with little handover
delay and no packet overhead. However, it requires a newone®lement TTG to be implemented.
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1.3.2.4 Rel-7: SAE/LTE - non-3GPP interworking

Key benefits of the 3G LTE include significantly increasedkpdata rates, increased cell edge
performance, reduced latency, scalable bandwidth, arekistence with 2G/3G systems. Recently,
the GSA has announced that 3GPP has approved the LTE tegirsgecifications [1], leading to their
inclusion in the forthcoming 3GPP Release 8.

--------- S5a___\___S5b ______".

| SAE |!
UPE . Ancho Anchor| 1
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Packet
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Figure 1.9: High level logical architecture for SAE/LTE &31$

The mobility between heterogeneous access networksdingservice continuity within the LTE
is also required. The 3GPP and non-3GPP access systemsegmated at the_SAE Anchor entity as
illustrated in Figuré_T19. The SAE Anchor represents fuomgigrouped around the anchor point for
handovers between 3GPP and non-3GPP access systems,sitherd@PP home anchor is the anchor
point for handovers between 3GPP access systems. The SABraalitocates IP addresses for the
MS as required by the used mobility protocol. This interviiogkarchitecture can be categorized as a
loose-coupling approach. By providing a certain level eéiaction between the SAE Anchor and the
3GPP Anchor within the evolved packet core, the MIP-basediliyosignaling and tunneling only
needs to be activated when the MS uses a non-3GPP accessliogghn

1.3.3 3GPP-WiIMAX interworking

WiIMAX-3GPP Interworking refers to the integration of WiMAX¥nd 3GPP networks. For the
moment, the WiIMAX Forum considers the first three interwogkscenarios mapping to the first three
3GPP-WLAN interworking scenarios [14]. Scenarios 4, 5 afadgiressing inter-system mobility) are
currently out of the scope.

e Scenario 1 is the simplest case and does not have any impaetther 3GPP or WIMAX archi-
tecture. A user will be charged on the same bill for his usddpth 3GPP and WiMAX services
and custom care will be ensured without dependency on tlesacetwork he is connected to.

e In Scenario 2, a subscriber may use the WIMAX to access ss\bot AAA operations are
handled by the 3GPP system.
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Figure 1.10: WIMAX - 3GPP interworking architecture refece model

Scenario 3 allows operators to extend 3GPP PS-based setwitlee WIMAX network. In this
scenario, an authenticated 3GPP subscriber can acces®#® BS services through a WiMAX
access network interworking with its 3GPP Public Land Mebietwork [PLMN) (non-roaming
case) or with a visited 3GPP PLMN (roaming case). The WiMAXess network is composed
of WIMAX Access Service Network (ASN)s, connected to the BGetwork through a WiMAX
Connectivity Services Network (C$N) providing IP conneityi The WiIMAX-3GPP interwork-
ing according to scenario 3 is depicted in Figure11.10.

Mobility management in heterogeneous networks

1.4.1 Handover terminologies

Horizontal vs. vertical handoverDuring the handover process, the Mobile Ndde {MN)’s point
of attachment changes from one access node to another om@rizontal handover, the MN
moves within a single access technology whereas in vetiaatiover, the access technology
changes.

Make-before-break vs. break-before-make handoiremake-before-break handover, the con-
nection with the new target access node is establishedebedt@asing the connection with the
old one. Conversely, in break-before-make handover, ttheahnection is terminated before the
new one with the new target access node is established.

Hard vs. soft handoverA hard handover is one in which the connection in the serviglf c

is released and only then the connection in the target celhgaiged. A hard handover is also
known as a break-before-make handover. A soft handoverasrowhich the connection in the

serving cell is retained and used for a while in parallel ilia connection in the target cell. This
handover is called a make-before-break handover.

Layer-2 vs. Layer-3 mobilityThe layer-2 (L2) mobility refers to the case where the MN ream
among different access nodes while the point of attachnet® network remains the same.
Otherwise, the layer-3 (L3) mobility involves the changdRbddresses.

Global vs. local mobility:The global mobility protocol handles mobility across accegstems
by associating the global IP address with the new local IResddat a fixed global mobility
anchor. The mobility within one access system is managed lbgad mobility management
protocol.
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1.4.2 Handover procedure

The handover procedure can be split into three phases: ghlmming cell discovery and measure-
ment, 2) network selection and handover decision, and 3jdwam execution.

1.4.2.1 Cell discovery & Measurement

The role of cell discovery and measurement is to identifyndsed for handover. This phase includes
the following steps:

e Neighboring cell discovenytt is a preliminary step to be considered before carryingtloetsig-
nal strength measurement. TheMS can learn about its neigllyscanning different channels
or via the provisioning information from its current Basat&in [BS).

e Signal strength measuremerithe MS should synchronize in frequency and in time with its
neighboring cells before it measures their radio link gyalihe signal strength is averaged over
time so that fluctuations due to radio propagation can beirgdited. Besides the measurement
taken by the MS, the network makes itself the measuremealsasithe uplink quality, Bit Error
Rate [BER) of the received data, etc.

e Reporting of measurement resulffter the measurement, the MS sends measurement results to
the network periodically or based on trigger events.

e Information gathering:Besides the physical link quality related parameters, ierogeneous
environments, the MS is required to collect other informatike the terminal capabilities, ser-
vice experiences status, context information, etc. tcsatdse vertical handover decision.

1.4.2.2 Network selection and Handover decision

This phase is responsible for determining when and how tmgerthe handover. We can divide
this phase into different steps:

e Network selection triggering (including handover initat triggering): Network selection is
triggered taking as input the measurement results.

e Network selectionNetwork selection is the process of choosing the best ace#ssork among
the multiple available ones. In heterogeneous environspnghe MS must evaluate different
criteria of each available network before selecting the bes. The selected access network
must be commonly agreed between the user preferences anéttherk policy including the
roaming agreement.

e Handover initiation: If the network selection results in change of access nodeh#mdover
initiation must follow right after. If the access technojogf the selected access node is different
from the serving access technology, a vertical handovetesiged.

e Pre-natification to all recommended target BSEhe network selection gives a list of recom-
mended BSs in the preferred networks order. In this casengheork may query the recom-
mended BSs to check whether they can support the imminemiokian from the MS. During
this phase, certain pre-registration information of the Wits be relayed to the recommended
target BSs for handover preparation purpose. At the endigiptiase, the network can decide
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which target access network to select and send its decigitetMS. Another option is that the
network eliminates the undesirable BSs among the recomadeoiges and then sends back the
list of desirable recommended BSs to the MS. Here, the taigmdss network is selected by the
MS. Such a pre-notification handover only exists if the MS trednetwork cooperate together
during the network selection and handover decision phasker®@ise, the MS or the network
can decide solely the target access node.

1.4.2.3 Handover execution

The handover execution includes the connection estabdéishnthe resources release and the invo-
cation of proper security services.

¢ (Re-)Authentication:Once the target access network is selected and the handesisiod is
launched, the MS must use appropriate user credentialshergicate with the target network
and get valid encryption keys for communication sessions.

e Execution: Once the best access network is selected, and the re-do#tient is successfully
achieved, the communication session will be continued em#éw radio interface through a new
routing path. The change of routing path must be notified ¢oGbrresponding Nod€ {CN) or
the content provider.

1.4.3 Mobility management classification

1.4.3.1 Link layer mobility management

The term link layer (L2) refers to everything that is below tR layer. The L2 mobility management
mechanism allows the MN to roam among different physicahoof attachment while the point
of attachment to IP network remains the same. The link layebility solutions are more or less
link technology specific, for instance both IEEE 802.11f &®©RS networks can provide link layer
mobility.

In this mobility management scheme, no IP subnetwork cordtgun is required upon movement.
But some IP signaling may be required for the MN to confirm Wbketor not there was a change
of the wireless access node. For example, an 802.11 netwaskists of several APs interconnected
by means of a distribution system. When the Signal-to-Néis¢io [(SNR) drops below a certain
threshold, the MN scans for the best available AP in the L#%oet and re-associates with it. An L2
update frame is broadcasted in order to register the MNiatifocation with all bridges and switches
in the distribution system. This L2 handover in WLAN was prsed in IEEE 802.11f amendment
(withdrawn in Feb. 2006).

1.4.3.2 Network layer mobility management

1.4.3.2.1 Macro vs. Micro mobility

The mobility management at L3 can be broadly categorizeal tiwb types: macro-mobility and
micro-mobility (see Figuré _1.11). Such a distinction is based ondi@ainconcept according to
whether the movement of the mobile host is intra-domain teridomain. The mobility between
different administrative domains is referred to as iti@cro mobilitysince it will be global and inde-
pendent of underlying mechanisms such as routing protolaatdayer access techniques, and security
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Figure 1.11: Micro vs. macro mobility management

architectures. On the other hand, the temcro mobility refers to the movement of the mobile host
between different subnetworks belonging to a single domain

As shown in Figuréd_1.11, a macro (global) mobility protoceleémployed when an MN moves
between two access domains. The mobility between two APsruih@ same Access Routér (AR)
constitutes an L2 mobility. Between these two lies micradlp mobility. Micro mobility occurs when
an MN moves between two APs connected to two different ARs.

i)Macro mobility

When an MN moves between the different subnetworks or @iffedomains, its IP address will be
changed. In order to maintain the connectivity, the MN sticwdve a mechanism to inform quickly
its CN about its new address or it should have a permanentdressl seen by its CN. MIPv4 [18] is
proposed to solve the problem of node mobility. MIP is a stéaddhat allows a user with a mobile
device, whose IP address is associated with a particularonlet to remain connected when moving
to a network with a different IP subnetwork address. It isgie=d around two components namely,
HA and FA. The HA maintains the database of current locatare| the mobile terminals under its
control. When the MN moves away from the home network to aigoreetwork, the HA updates the
current location of the MN with the address of the FA (calledAL When a packet is addressed to
the MN, it first reaches the HA, then HA encapsulates this giawith the FA address as a destination.
Upon receiving this packet, the FA removes the IP headernmdton inserted by the HA and sends
the packet to the MN. An address translator implementederHh and a tunnel between the HA and
the FA are required. Shortly, MIP keeps track of the locattbthe MN and delivers packets to its
current location.

MIPv6 [19-21] includes many features for mobility suppdratt are missing in MIPv4. MIPv6
can support the vertical handover in the network layer withlibe need of FA and address translator.
MIPvV6 uses two separate IPv6 addresses: the home addressdsimlentifier and the CoA as locator.
On its home link, the MN uses its HOA just like a stationary @otlvhen the MN moves to a foreign
link, it configures a CoA with the foreign prefix. It can proeid transparent movement to the transport
and upper layers.

Besides the MIP, new Internet Engineering Task Fdrce (JBAdtk on the global mobility manage-
ment protocols has proposed Host Identity Protdcol{HIR] #hd IKEv2 Mobility and Multihoming
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(MOBIKE) [23, 24] solutions. The HIP provides a method of aegting the end-point identifier and
locator roles of IP addresses. In HIP, the Host Identifier) {sithe public key of a public-private key
pair. The HI is represented with a 128-bit long Host Ideniiag (HIT) that is created by taking a
cryptographic hash over the corresponding HI. Since eadrchlih be mapped dynamically to multiple
IP addresses, HIP enables mobility and multi-homing. Heedmanagement is carried out by means
of direct peer notifications. Location management is pregidy rendezvous servers. In fact, the HIP
solution introduces a HIP layer between IP layer and tramdgger. The upper layer sockets are bound
to host identifiers instead of IP addresses. Thus, the HIBne8mes referred to as a L3.5 mobility
management.

The[MOBIKE protocol facilitates Virtual Private Networlk PN) users to change from one address
to another without re-establishing all security assoore;j or to use multiple interfaces simultaneously.
The MOBIKE protocol is assumed to work on top of Internet Kegange version 2 protocol (IKEv2)
[25]. It allows to change an IP address associated with IK&w® an IPsec tunnel to change without
reusing IKEv2 from scratch.

i)Micro mobility

To enhance the Mobile IP, the so-called micro mobility peols have been developed to manage
handovers within a single administrative domain. The mitmbility solutions aim to reduce the
signaling overhead and the handover latency of the MIP nmesima We can distinguish two kinds of
approaches: tunnel-based and routing table-based.

The tunnel-based solutions consist on using the local ardiwhical registration. The tunnel-based
solutions include Hierarchical MIP (HMIP) [26,27], FastRI(FMIP) [28] and Intra-Domain Mobility
Management Protocd (IDMP) [29]. The HMIP is designed toimize the signaling overhead to the
CN and the HA. This is achieved by allowing the MN to locallgister with a domain, named local
mobility zone. These zones form the independent subnetdonkains which are connected to the
Internet via a Mobility Anchor Poin.{MAP). The MAP acts asogdl HA of the MN. When the MN
moves inside the local MAP domain, it only needs to regidter new location with the MAP. The
handover is thus hidden at the HA and the CN.

The FMIPv6 [28] is an extension of MIPv6 that allows the MN tinfigure a new CoA before it
moves to the new network and thus can use it immediately omeeecting to the new network. The
FMIPv6 can reduce the latency involved during the MN'’s bingdupdate by providing a bi-directional
tunnel between the old and the new AR. When the MN switchetdmew link, the previous AR
routes all packets to the new MN’s CoA. Therefore, the MN ugsléts location and receives packets
in parallel.

The routing-based solutions consist on maintaining hpstiéic routes in the routers to forward
packets. The host-specific routes will be updated basedeihdkt mobility information. Cellular
IP (CIB) [30] and Handoff Aware Wireless Access Internetdsfructure[(HAWAI) [31] are the two
examples of the routing-based micro-mobility protocolsCHe system consists of a number of com-
ponents to allow access, paging and mobility managemerg.c@hcept behind CIP is similar to the
mobility management of voice terminals in GSM. Its goal iallow the idle MN to have discontinuous
transmissions. As long as MNs can be traced within a pagieg, éney do not have to register every
move during passivity. A visiting MN must register to thegahy and use its IP address as its care-of
address. All the packets destined to the MN first reach thengat from which they are routed to their
respective IP address.

1.4.3.2.2 Host-based vs. Network-based mobility
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Most of proposed micro mobility protocols like FMIPv6 [28hé& HMIPV6 [27] arehost-based
solutionsas they require host involvement at the IP layer. Recertily,success in the WLAN in-
frastructure market of WLAN switches, which perform malilmanagement without any host stack
involvement, suggests a new way to manage the micro mobHlityew protocol that is network-based
and that requires no software on the host is therefore désir&he distinction between host-based and
network-based mobility solutions is illustrated in Figtd&2. The network-based mobility solution is
a topic that has had a lot of attention within the IETF Netwbased Localized Mobility Management
(NETLMM) working group [32].
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Figure 1.12: Host-based vs. Network-based mobility

Proxy MIPv6 (PMIPv6) [33] has been designated as the netlwaded localized mobility manage-
ment protocol. The PMIPVv6 protocol introduces a new entity,Proxy Mobile Agent, which is a kind
of MIPv4 FA sitting on the AR, also known as Mobile Access Gatg (MAG). Between AR and MN,
a secure point-to-point link will be established. The MAGIWwandle mobility on behalf of the MN,
using functionality similar to MIPv6’s. Because of the usel &xtension of MIPv6 signaling and HA
functionality, this protocol is referred to as Proxy MIPvBhe MAG is responsible for detecting the
MN’s movements to and from the access link and initiatingdlsig registrations to the MN'’s Local
Mobility Anchor (LMA). The MN may operate in an IPv4-only medIPv6-only mode or in dual
IPv4/IPv6 mode.

When the MN changes its point of attachment, the MAG on theipus link will detect the MN’s
detachment from the link and will notify the LMA. The MAG wilemove the binding and routing state
for that MN. The MAG on the new access link upon detecting thé &h its access link will notify
the LMA for updating the binding state. Once that signalimgamplete, the MN continues to receive
the Router Advertisements containing its home network xaréfccordingly, the MN believes that it is
still on the same link and it will use the same address cordigur on the new access link.

1.4.3.3 Upper layer mobility management

Mobility management has also been considered at layersedBofupper layers). For instance, the
Transmission Control Protocdl (TCP)-Migrate [34] adds itigbsupport to TCP sessions. Specifi-
cally, it implements extensions to the TCP protocol, so T@P sessions can continue without inter-
rupt when an endpoint changes its point of attachment. &ilyilmobile Stream Control Transmission
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Protocol [SCTP) [35] builds upon the features of the SCTRspart protocol to offer transport layer
mobility. Seamless mobility is inherent in the SCTP and leed through the multi-homing support
feature of the SCTP and some of its extensions (e.g., DynAddcess Reconfiguration) [36].

The mobility management at the application layer has alsm lsudied. The most well-known
solution is the Session Initiation Protocol (51P)-basedbility management [37]. In this approach, the
infrastructure of SIP is reused for mobility purposes. Tdkenhandover, the MN sends a re-INVITE
message with its new address to its CN using the same catlfideas in the original setup [38]. The
handover delay in a SIP-based mobility includes the L2 defayIP address configuration delay and
the time required by the re-INVITE message to reach the CN.cimmon factor in these approaches
is that they apply to specific protocols and applications @maot cover the full spectrum of Internet
applications.

1.4.3.4 Cross-layer mobility management

The handover latency of MIP is due to the movement detectimhragistration. The proposed
micro-mobility can only solve the latter one. By using thkllayer information such as signal strength,
the latency for handover detection can be reduced. Thewaton from the link layer can also be used
to notify the network to prepare the handover in the targevoek and to initiate the L3 handover pro-
cedure. Some algorithms use signal strength measuremesttlydto reduce handover latency [39],
while others track the MNs via the received signal strengthuse this tracking information to support
low-latency MIP handover [40]. A seamless handover archite for MIP, S-MIP [40] provides a way
to combine a location tracking scheme and the hierarchidll Mndover to enhance the management
process. The use of L2 hints for L3 handover has been widgdipeed in the literature. It refers to a
L2/L3 cross-layer mobility management approach.

In the cross-layer perspective, the combination of MIPWoek-layer protocol) and SIP (application-
layer protocol) was investigated in [41, 42]. In this schemandover occurs at the network layer
enabling connection oriented traffic to reach the destnatising MIP. In parallel, the SIP peer is noti-
fied about the handover by using re-INVITE with the new CoAradd indicated in the Contact field.
Real-time traffic can be sent directly between peers awidirboptimal paths.

One can recognize that a single layer-specific mobility rgangent protocol can hardly provide
the advanced mobility support in heterogeneous networks.iftrinsic reason is that mobility brings
about significant impacts on each layer, which in turn hasats/enience to deal with different level
mobility impacts. A multi-layer architecture that can mdikk use of each layer’s contributions while
still keeping the basic structure of the protocol stack gghhyi demanded [43].

1.5 Summary

Convergence stands as an unavoidable evolution of telecogation networks. There is no doubt
about this event because the ubiquity of broadband and Belisally changing the business model of
operators. A quadruple play service combining the tripkeydervice of broadband Internet access,
television and telephone with wireless mobile serviceisxample of convergence facility. A clear
trend is emerging in the form of fixed and mobile telephonyveogence, access technology conver-
gence, service convergence, multi-standard device cgeree, etc. Interworking of heterogeneous
networks is inevitable for the sake of user service contyniaiking advantages of each network. To
this end, the mobility management is one important aspettrieeds to be thoroughly studied. To
provide seamless mobility over heterogeneous networks,viery important to provide low latency
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handover. The cross-layer mobility management approadtirenhierarchical mobility management
seem to be a good way to manage the mobility.

In this chapter, we have addressed a global view of the malgiterork evolution from the first
generation towards the next future generation which idylike be characterized by the interworking
of heterogeneous access networks. The mobility managewmsnf the key glues for the success of
such a convergence, was introduced. In the following chaptee will focus on our solution aiming
at optimizing different aspects of the inter-system mopinanagement.






Part |
User-Controlled Approach

Mobile systems increasingly become an inseparable partofiaily lives in various branches of
living (e.g., work, education, entertainment, health cammmerce...). And people are looking for a life
that is more enriched and cultural, more flexible and diviezdi more comfortable and safe, and more
personal and convenient. Clearly, people expect that thx¢ generation of mobile communication
systems will provide something more than just "faster spe&acing up to the ubiquitous access
service, users will plan to take advantage of the providemshpetition. Users will need easy-to-use
multi-modal natural human interfaces like voice and gestuout also need to control and customize
their perceived services. As mobile terminals are evolvowgards being more intelligent and more
powerful, they can aid users to handle the control withowt@xpertise. It is time for network operators
to delegate a part of the mobility management control to tlobite users (i.e., mobile terminal). In
this part of the thesis, we explore how the mobility manager@n be achieved and improved under
the user-centric terminal-controlled approach.
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Chapter 2

Utility-based Access Network Selection

Customer experience is the defining success factor in Iassiioe the next twenty years. Learning

from customers, creating the experience they want, maastihie success of what you do, continually
fine-tuning the service and returning to customers to leaonemif you create a great customer
experience, you'll almost certainly win.

Mark Hurst, Founder of customer experience consultancat@eGood

is a fundamental challenge for fourth generation hegteneous wireless networks. The ABC
concept refers to being not only always connected but alsnaxied through the best available device
and access technology at all times. The key to being "Alwagst Bonnected" is the access network
selection mechanism. Access network selection becomes@ortant step in the terminal-controlled
handover management over heterogeneous wireless enénsim

In this chapter, we analyze utility theory with a view to defonan appropriate decision metric for
access network selection. Existing utility models areeeed and their limitations are highlighted.
We propose new single-criterion and multi-criteria ujilforms to best capture user satisfaction and
sensitivity in varying access network characteristics. &vaduct simulations and analyses of the
proposed model to show that it effectively allows end-useselect the best access network and helps
operators to optimize the use of their resource.

2.1 Introduction

Advances in wireless communication technologies arermfithe evolution towards ubiquitous and
seamless service delivery across multiple wireless acoestems. As described in Chapiér 1, the
integration of multiple access technologies deployed [ffemint operators is fundamental for future
4G mobile heterogeneous networks. Future users will negditrersity and this interworking between
access systems in order to maximize their profitability qoriove the perceived QbS. New intelligent
selection mechanisms are therefore needed to handle tha@leoty of the seamless handover and to
select the best available access network that satisfies €pffements at the lowest cost and energy
use.

In this vision, network selection becomes a key element efttindover procedure. Network se-
lection includes the handover decision and drives the hasrdexecution. In traditional homogeneous

33
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networks, network selection is based only on factors ofaignality from serving and neighboring ac-
cess nodes, like Received Signal Strength (RSS) or Sigiafieence plus Noise Ratib (SINR). Butin
heterogeneous networks with universal access facilifiesselection process becomes more complex
because different access technologies usually providerelift characteristics (QoS support, billing
schemes, reliability degree...). Network selection bez®m multi-criteria decision-making problem
that involves a number of parameters and complex tradebetiseen conflicting criteria. A variety of
access network characteristics have been considered emitfiet as potential network selection crite-
ria in the literature [44-51]. Characteristics includelguality, availability, throughput, network load,
file transfer delay, reliability, power consumption, bandh, cost of service, handover frequency, and
terminal’s velocity. Selection schemes consider subddtgese criteria in their decision-making strat-
egy. In this chapter, we do not discuss a suitable subsettwbrie selection criteria; rather, we focus
on how criteria are used to make the right decision.

The complexity of access network selection is recognizezhd$P-hard optimization problem [52].
There is no optimal solution since each user has his ownngretes. Satisfying all criteria can prove
difficult as some criteria may conflict. One user may preferdheapest access network while another
may prefer the access network providing the highest pedaoom. In fact, user preferences become a
means to overcome the complexity of the making-decisiongs®. They establish a rating relationship
among a set of criteria and a degree of significance for eaigtion. More precisely, each preference
has a relative weight that users assign to each criterioerii#pg on their requirements. Once the
criteria are identified and the preferences are fixed, we aeadthod to compare candidate networks
in order to identify the most suitable one. Usually, the gieci will be based on perceived utility. This
utility is also used to deduce the network operator’s paiydffie radio resource allocation game. Utility
is a key metric in network selection and resource allocati®ur goals are to adapt existing utility
models to wireless system characteristics and user exgesgeand to make it possible to analyze and
quantify the QoS, and consequently the user satisfactitered by an access network node.

The remainder of this chapter is as follows. In Secfiod 2.8,summarize existing research on
utility-based network selection metrics. Utility theony wireless networks and the user acceptance
probability concept are introduced and discussed in Sei8. Based on utility theory and user
experiences, existing utility models and their limitasoare thoroughly analyzed in Section]2.4 and
Sectiof2.b. In these two sections, we also propose newesanigerion and multi-criteria utility forms
to overcome the existing shortcomings. We demonstrateotitghroposed models assist both users to
select the best access network and operators to managesmirce allocation.

2.2 Related work and Motivation

Multi-criteria selection is a classic problem in econom&sl in many other fields. In network
selection, one popular solution is a scoring method thahiifies the score (suitability level, value,
worth) of a particular network [53] [54]. In general, the se@f access networkis computed as
Ui = ¥ wj fj(x;j) wherex;; is the value of criteriorj in access network w; is the preference weight
of criterion j (3;w; = 1), andfj(.) is a normalized function. The normalized function is intioeld
to express different characteristics of different unitéhvei comparable numerical representation. Nor-
malized functions take various forms: a logarithm form wasdiin [44], an exponential form was
proposed in [45] and a linear piecewise form was studied 834, 55].

In recent years, a utility-based microeconomics model kas lapplied to power control in wireless
cellular systems [56], to radio resources management iedrand wireless networks [57—-60], and to
network selection strategy [47-50]. In this model, utiligfers to the level of usability that a user de-
rives from a given product, therefore reflecting customeisilen experiences [61]. In access network
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selection and radio resource management, it measuresel® sigtisfaction level corresponding to a
set of characteristics of an access network, including lloeaed resource parameters. Normalized
function f;(.) is called a single-criterion utility function and total setJ; is a multi-criteria (aggregate)
utility. In fact, the score (cost) of a particular accessnuek is itself simply a utility. In addition to
the logarithm, exponential and piecewise-linear utildynis mentioned previously, a sigmoid function
has also been used to model single-criterion utility [49,G8.

Besides a weighted sum of all criterion utilities, @ceptance probabilityvas also used as a deci-
sion metric. Acceptance has been defined as an outcomelednidhe psychological process that users
go through in making decisions. The concept of acceptaraeapility in radio resource management
and access network selection was introduced in [62] ancedeirs[49, 58, 60, 63—67]. Acceptance
probability means that a user may choose whether to accegelect) an access network based on
its intrinsic characteristics and on the amount of ressualcated to him. Generally, taking into
account the user acceptance probability, a network opepddas his resource allocation in order to
maximize revenue. As a microeconomics concept, accepfaobability is based on user utility and
the price that the user is willing to pay for the connectivasrvice. Hence, the acceptance probability
is approximately equivalent to an aggregate utility metric

The Analytic Hierarchy Procesg (AHP) [68] is a techniqueeddeped by Saaty for multi-criteria
decision analysis that has been recently applied to netseldction [69] [70]. The AHP involves
an importance-ratio assessment procedure and uses ahietarestablish preferences and order. It
is also sometimes classified as a multi-criteria utility raggeh [71]. But AHP differs in the way in
which it determines the weight assigned to a criterion ardstiore assigned to an alternative for each
criterion. The AHP continues to be the subject of much delesigecially as it relates to utility theory.
The choice between utility theory or the AHP is a matter farteaser to decide [72]. In this chapter,
we explore only the use of utility theory.

As described previously, many different single-criterimmd aggregate utility functions exist. An
obvious question is whether they are all suitable for modeliser behavior in the uncertain wireless
radio environment. We will demonstrate that our proposéiyutnodel not only allows users to select
the best access network but also helps operators to optimétieresources allocation and enhance
their revenues.

2.3 Utility theory
2.3.1 Utility theory for wireless network environments

Basic utility theory was developed by Von Neumann and Mosgem [73]. Subsequently, the theory
has been further explained and considerably developedicimetonomics, utility means the ability of
a product or a service to satisfy a human need. An assoceteds utility function: the utility derived
by a consumer from a product or a service. Different consaméh different user preferences (tastes)
will have different utility values for the same product. $imeans that individual preferences should
be taken into account when evaluating the utility. The cphoéutility applies to both single-criterion
(attribute, characteristic) and multi-criteria conseupes. A utility function is defined mathematically
as a functiorJ (w, x) from a set of observed product critekigby the user) and user prefereneesAs
the user preferences associated to a set of criteria do aagehwhen alternatives are considered, we
can simply denot& (x) as the utility function associated with criteria vectofor the product being
considered. The mathematical properties of the functierdascribed below.

Utility is an ordinal concept. It quantifies preferences amalternatives in the process of making
a decision. The preference relationship can be represégtadcontinuous utility function. The the-
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ory’s fundamental assumption is that decision-makersarenal, that is, they will always choose the
alternative with the highest utility value. However, jusiokving that a user prefers itemto itemq
gives no indication of the extent of that preferenceJ (k,) = 3U (Xq), pis preferred tay but p is not
necessarily three times better than

When evaluating the utility of an access network, we distisiy betweerupward and downward
criteria. A criterion is classified aspward if its utility is an increasing function of its value. Up-
ward criteria include parameters such as allocated bankwtitoughput, reliability degree, and RSS.
Conversely, the utility of a downward criterion decreasefunction of its value. Downward criteria
include parameters such as network usage cost, energynaptisn, bit error rate, transfer delay and
handover frequency. Price is traditionally considered sesparate criterion that is completely different
from others. However, price is not only the network usagé loosalso, for example, the power dissi-
pation at the terminal side. Accordingly, we prefer not tstidiguish between price and other criteria.
One access network is clearly preferred to another if it hgken values of upward criteria, lower
values of downward criteria or both. In the following, weéstigate the utility for upward criteria and
then extend the results to downward criteria.

Let us consider a utility function(x;) of an upward quality-related parameigrO < x; < . In gen-
eral, we can conside¢ as an amount of resources that an access network can allocateser. Every
parameter has an upper and a lower limit due to technologaatraints and the user’s requirements
(i.e.,Xa <% < xg). Utility therefore has an upper value. Consequently, wereamalize the utility by
scaling to the interval [0,1], i.eu(x) € [0,1]. First, the utility function should be twice differentiabl
on interval[xq, Xg]. This reflects the fact that the utility level should not chamrastically given a very
small change in the value of a criterion (product’s chargstie) and the marginal utility should be
regular. Second, the utility function is a non-decreasingcfion ofx;. That is, the more resources allo-
cated to the user, the higher the utility [60]. However, th@iovement of the utility disappears when
the allocated resources reach a certain threshold and e lgvel of user satisfaction is obtained. In
fact, it obeys the law of diminishing marginal utility, i,dimy _.x, U (%) = 0. The effect of diminishing
marginal utility implies the concavity af(x;) for x; greater than a given value.

These requirements can be summarized in the following tiondstatements:
u(x)>0 (2.1)
Ixe U (%) <0, VX > X (2.2)

Similarly, when quality-related parametgrgoes below a certain threshold and the utility comes
close to zero, user behavior is indifferent to the decreésge dn other words, the decrease in utility
is negligible according to the decrease of the allocatedures if the latter is still less than a certain
thresholdx,. This implies the convexity adi(x;) for x; less than a given value:

I U (%) >0, VX <X (2.3)

Though the conditior{213) is reasonable in wireless netsdt has not been considered in any of
the existing utility-based network management solutiofise twice differentiability, and conditions
(Z.1), [2.2) and[(2]3) stipulate the form of the utility faion for an upward criterion. Conversely, the
utility function of a downward criteriorx;, denoted as(x;), should have the following propertieg)
twice differentiability, (i) decreasing in function ofj, (i) concavity forx; lower than a given value,
and(iv) convexity forx; greater than another given value. We can easily deduce tiredbv(x;) as
V(Xj) = 1—u(xj).

In addition to the functional properties of a utility funati, it is noteworthy that a utility function is
unique up to a monotonic transformation [53] [73]. This nmetrat applying a monotonic transforma-
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tion to a utility function simply creates another utilityrfction representing the same preference rela-
tionship. More generally, ifi(.) is an increasing function and.) is a utility function,gou = g(u(.))
is a utility function with the same preference relatioruas.

2.3.2 The concept of acceptance probability

Acceptance probability is a concept used in decision thémiypeasure the probability that a user
accepts a given product or service. In radio resource mamagteand access network selection, accep-
tance probability is an important indicator by which netwoperators measure or estimate the user
behaviors in accordance with the operators’ resource altmt strategies. Ik is the characteristic
vector of the access network under considerationagrglis a random variable (whose value is 1 if the
user selects this access network and 0 otherwise), th@isa Bernoulli random variable with success
probability A(X). In fact, A(x) is the user acceptance probability [64].

Acceptance probability has been defined as a tradeoff battheeperceived QoS and the price to
be paid [49, 58, 60, 62—67]. It is an increasing function & thility and a decreasing function of
the price. As we do not distinguish between price and othegriz, simply between downward and
upward criteria, we can generalize acceptance probahsitstn increasing function of upward criteria
and a decreasing function of downward criteria. That is,

0A(X)

0%

0A(X)

0
an

<0 (2.4)

wherey; is an upward criterion ang; is a downward criterion. If all the criteria satisfy the ugee.,
the utility of every criterion is equal to 1), he has no reasorefuse the service. We therefore have the
following conditions:

VX ex:u(x)=1=AKX) =1 (2.5)

Acceptance probability and aggregate utility are very imconcepts. Instead of selecting the
access network with highest utility, the user can select#te/ork with the highest acceptance prob-
ability. In fact, user acceptance probability is an indicgbr operators and is logically evaluated by
operators while aggregate utility is evaluated by userscefitance probability and aggregate utility
are therefore similar only if both operators and users haeess to the same information (that is,
network selection criteria and user preferences). Usually, a network operator does not precisely
know the user preferencesor user-oriented network selection criteria (such as reimgibattery in
the terminal). To deal with these unobservable parameatets;ork operators can estimate their prob-
ability and use the expected values. The estimation of werghble parameters is a classic problem in
economics [74]. Hereafter, the acceptance probabilityeisoted as\(x,w) to take into account user
preferencesv and access network characteristcs

In radio resource management, the network operator’s idaciaetric (i.e., payoff) is mostly the
revenue. The revenue, calculated over N users requestimprzection to the network, isR =
zE:1 prak (Xk, Wk) Wherepy is the price that usek has to pay for the operator’s connectivity service.
Its expectation, also called potential revenue, is:

N
R=E(R) =3 pcAc(Xc,Wk) (2.6)
&

This is widely used to represent the operator's payoff inaadsource management. The user’s
payoff is, in fact, the aggregate utility.



38 Chapter 2. Utility-based Access Network Selection

2.4 Single-criterion utility function

Several works in the literature have addressed differemdaf utility function, mainly step func-
tion, piecewise, logarithmic, exponential, and sigmaiddtility function has also been proposed to
reflect the running application’s degree of elasticity [78}-or user tolerance (or irritation) in the face
of service degradation [78]. Yet there is no consensus absuitable form of utility function to model
user satisfaction. Before proposing a new form of utilitpdtion, therefore, we present an overview
of those that already exist.

2.4.1 Survey of single-criterion utility

2.4.1.1 Application’s elasticity-based utility forms

Besides the access network characteristics criteria, ébsidn on network selection also depends
on the applications that the user is running. The currentiGgijpns represent the user’s required
QoS and preferences. There have been several initiativemde! the utility in accordance with the
application’s elasticity [75—77]. Elasticity was congiele in the design of the utility function in [75]
for admission control in the Internet and was used for loaldiicing in beyond 3G networks in [77].
An application can be mapped to one of the following elastidegrees based on its sensitivity to QoS
parameters: inelastic, perfectly elastic and partiathget. Different degrees of elasticity are identified
by different utility functions.

I

T T
(b) Perfectly elastic  (c) Partially elastic

(a) Inelastic

Figure 2.1: Utility function vs. application’s elasticity

Real-time voice and video applications with constant ki exe inelastic in their demand for band-
width. Their utility is modeled as a step function with onlyat values, satisfied or unsatisfied, depend-
ing on whether the allocated bandwidth is above or below argttareshold (see Figure 2.1(a)). This
kind of utility function is initially associated with the amant of bandwidth that the network promises
to reserve for an application session in a wired networkrenment [75] [76]. We agree that inelastic
applications are very sensitive to the variation of the wes® allocation; utility modeling should take
this sensitivity into account. However, the use of the st@iyufunction as in [77], and particularly
in network selection, is not appropriate. The QoS-relatédrea of an access network are subject to
variation due to the fluctuating nature of wireless netwo¥ke cannot say that the user is happy if the
allocated resource B and not happy at all if it becomé8 — €). Furthermore, the QoS requirements
for real-time voice and video applications are usually abtarized by a minimum or maximum guar-
anteed amount [79] not by a fixed threshold. The step funthierefore does not provide the regularity
required of a utility function.

On the other hand, traditional data applications such asbr@sing or email arperfectly elastic
[75] [76] since they are assumed to tolerate variations laydand to be able to use even the minimal
amount of bandwidth. The utility for upward criteria in ttgase is modeled as an always concave
function (see Figure2.1(b)). We agree that non-real tinpdiegtions are less sensitive to variations of
network quality. Nevertheless, an always-concave funasaot suitable for modeling user behavior.
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First, the utility for a criterion like RSS cannot always bencave, especially for small values. A
minimum level of RSS is required to establish and maintagnabnnectivity. Second, different users
will assign different values to a given application and it3SQA common, but we believe erroneous,
assumption is that non real-time data applications havergsiority than real-time applications and
that they are tolerant to delay. In fact, some users mayrasdmgher priority to their emalil traffic than
to their video sessions. Some users may become very annfigedvaiting seconds for a web page to
be refreshed or a whole day for a video clip to be downloade&d.nhore accurate to model the utility
based on user irritation, such as what amount of performdegeadation (delay, for example) the user
is willing to tolerate without complaint, rather than catesiing the application outages themselves.
The unsuitability of the always-concave function parallle argument in the convexity condition

2.3).

Lastly, the S-shaped utility function (see Figlrel 2.1(c@swsed for partially elastic applications
like real-time applications with adaptive coding and a minim of required bandwidth in [75] or non
real-time data applications in [77]. This type of functiatisfies all the conditions of a utility function
identified in Sectiof 2.311. We believe that it can be adafmiedodel the utility according to different
degrees of user irritation or sensitivity for all networkesgion criteria, not just QoS-related criteria. As
the application priority depends on the user choice, it tielbéo model it by user preferences. In other
words, as discussed in [80], user preferences should be&afmh-based and terminal capabilities-
aware.

2.4.1.2 Evaluation of existing utility function forms

Utility form Reference Generalized mathematical formula Increasing & | Concavity | Convexity
Differentiability
0 X < Xmin
Linear [48] [55] u(x) = { %% Xmin < X < Xmax Yes No No
1 otherwise
Logarithm [44] u(x) = In(x) oru(x) =In(1+ax) (a>0) Yes Yes No
Exponential [45] u(x) =M (0<x<M) Yes No Yes
Exponential [47][81] U(x)=1—e(a>0) Yes Yes No
Sigmoid [56] [78] U(X) = rrgfmmg (L¥m>0) Yes Yes Yes
Sigmoid [49,50,60, 65, 77] Uz (X) = % (Xm >0, >2) Yes Yes Yes

Table 2.1: Utility theory-based comparative study of ergpiutility functions

We now investigate existing forms of utility function in thigerature by examining the required
properties: twice differentiability, increasing funatioconcavity and convexity. As stated earlier, if
u(x) is suitable for an upward criterion utility,l — u(x)) is suitable for a downward criterion utility.
We therefore examine only the utility forms of an upwardegiin. The results are shown in Tablel2.1.
Figure[Z.2 illustrates these different utility forms. We skat only the sigmoidal (S-shaped) functions
can satisfy all necessary conditions of a utility functionour context of network selection. These

functions are: 1

T 1+ )

_ ()’
UZ(X) - 1+ (X/Xm)z

(%) (¢ Xm>0) (2.7)

(Xm > 0,7 > 2) (2.8)
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2.4.2 New single-criterion utility function

The sigmoidal form is suitable for modeling utility for eanbtwork selection criterion. However,
tuning the parameters (e.g.andxy) to suit the technological and user constraints (i.e., fdimgt Xy
and upper limitxg for each criterion), as well as user sensitivity, is chajlag. Observing the sigmoid
functionsuy (x) anduy(x) given in [2.7) and[{Z18), we see thaf(xy) = Ux(Xm) = 0.5. The valuexy
corresponds to the threshold between the satisfied andisfreshtireas of a specific parameter. The
values ofxy, and{ determine theenterand thesteepnessf the utility curve respectively. The parame-
ter{ makes it possible to model the user sensitivity to variaitio&iccess network characteristics. Note
thatxy, is user-specific and not necessarily the median of the ialt¢xy, xs]. In addition to the four
requirements identified in Section 2.13.1, we should redesiie sigmoidal utility function to satisfy

the following conditions:

ux) = 0 X< Xq (2.9)
ux) = 1 Vx>xg (2.10)
u(xm) = 0.5 fora givenxny (2.11)

Furthermore, the utility function should retain a steegr@rameter so as to model user sensitivity.

Proposition 2.4.2.1.Given a variation range of an upward criterion X, X X < Xg < «, and a middle
point of the utility x,, the suitable utility function for criterion x is:

0 X < Xq
()t
W% Xa <X < Xm
u(x) = (XEB:XX ) (2.12)
1- B 15— <x<
+(XBB,7Xm)V Xm %
1 X>XB




2.4. Single-criterion utility function 41

—o—x =20, (=5

o
09r — & x,=40,2=3
0.8} —*— x =40, (=10
o7k - = = Xx,=40,2=20
—a— X, =60,1=15
= 8 0.6
< €
> 2 os|
= —e—X_=20,(=2 =
=1 m =
e 7o S 04f
—=—x,750,2=3
* %, 750,257 03f
x_=50, Z=15
m 0.2f
- = =X =502=30
—<e—x, =702=15 0af
80 100 0
M 0 20 60 80 100

downward criterion value x

Figure 2.3: Single-criterion utility function

forms for an upward criterion fq = 10, x; = Figure 2.4. Single-criterion utility function

forms for a downward criterionx = 0,Xg =

90) 80)
where
(X —Xm)
y= X (2.13)
and Zznwﬂ%ﬁgﬁgﬂ} (2.14)

C andy are the tuned steepness parameters.

Proof. First, the proposed utility function clearly satisfies tladitions [2.9),[(2.70) and (2.111). We
see that the second and the third case§ 0f2.12) are simikgmoidal functionuy(x). In order to
show that[(Z.12) followd (Z211). (2.2]. (2.3) and twice diéfatiability conditions, we only need to show
that{ > 2, y > 2 and the first derivative af(x) is continuous aky. From [2.1#4), we havé > 2 and

¢ > X)) - gypstituting the latter td(Z.13), we haye 2. As (Z.12) are differentiable, we have:

X3—Xm
len;; u'(x) = m (2.15)

L Y
lerQ;,u (x) = pTp— (2.16)

By replacing [(2.1IB) to[(2.16), we have ljm,. u'(x) = lim, - u'(x). Hence,u(x) is continuously
differentiable and thus twice differentiable(x) satisfies thus all requirements of a utility functiort]

If a given criterion does not have an upper limit value (g.+ ), its utility will follow:

Gose) x> x
ux) =< HEEe T (2.17)
0 otherwise

The form of the utility function for a downward criterion dgas (1 — u(x)) whereu(x) follows
(2.12) or [2.1¥) depending on whether the upper limit vauef the downward criterion exists or not.
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Our proposed utility form offers a practical way to modelusiity behavior with respect to the given
user- and technology-related parametgfs,, andxz. The steepness paramefecan therefore be
tuned to capture user sensitivity. Some examples of ourggexp utility forms are illustrated in Figure
[2.3 (for upward criterion) and Figufe 2.4 (for downward eniibn) according to different values &f,
and{. Generally, to model a high user sensitivity to the varmatd a criterion, the value df is set to
a high value and vice versa.

2.5 Multi-criteria utility function

2.5.1 Survey of multi-criteria utility

2.5.1.1 Additive aggregate utility

As previously mentioned, access network selection in bgreous networks is based on multiple
criteria. A common approach to computing the aggregateitoudéria utility of an access network is
described as follows:

n n
UXx) =S wiui(x) wherey wi=1 2.18
(x) i; iU (%) i; | ( )
wherex is the vector oh considered criteria ang are the user preferences. This approach is referred
to as an additive utility. The utility-based network seiectschemes, addressed in [44-46, 54] and
references therein, have used this additive utility apgroa

Utility w; | Network A | Network B
u(cost) 1/3 0.5 0.8
u(QoS 1/3 0.5 0.8
u(load) 1/3 0.5 0
Total Utility 0.5 0.53

Table 2.2: Case study: additive multi-criteria utility

Very similar to a classic scoring method, additive utilitifeos an easy and accessible way to ag-
gregate different elementary utilities. It also allowsmss® introduce their preferences for different
criteria. Although it is widely used and has some advantates additive utility also has serious
limitations. A fundamental issue is whether the multi-erig utility function can be separated into
independent parts wheug the utility of criterioni, does not depend on the value of the other criteria.
In this case, the elementary utilitie(x;) can be simply added to produce the aggregate utility. Un-
fortunately, the criteria are not always independent. Asneple is where an access network provides
good utility for all selection criteria but one. The simplemerical study in Table2.2 illustrates such
a case. Access network B provides good utility for all sébectriteria except network load (i.e., the
access network is overloaded and its utility is zero). Uridlese circumstances, connecting to this
network is not useful. However, the additive multi-crigeditility selects it. This limitation is due to:

lim U(x)#0 Vi=1l.n

2.19
Lo (2.19)

2.5.1.2 Acceptance probability

As mentioned, acceptance probability has been widely useatio resource management to mea-
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sure the probability that a user is satisfied with the peszkivtility u given the pricep. Acceptance
probability is modeled by:
A(u,p) = 1—exp—Cuwp®) (2.20)

wherep > 0 ande > 0 control the user sensitivity to utility and price, a@ds a positive constant rep-
resenting the satisfaction reference value. The funcgassociated with the Cobb-Douglas demand
curves [62]. This model was used like an aggregate utilityelol network selection in [49]. As de-
scribed in Section 2.3.2, acceptance probability is sinidaggregate utility if they are both computed
with the same available information. Next, we will examinbkeather this Cobb-Douglas acceptance
probability adequately models aggregate utility and useeptance probability.

Acceptance probability can overcome the limitations ofalditive utility (Z.19). However, it has
three limitations when measuring the user’s satisfactibine first visible limitation is the zero price
effect, or limy_oA(u,p) =1 Vu> 0. An access network whose price is zero (e.qg., free publEiWi
will always be selected even if it offers extremely poor cectivity. This is economically valid in
general; but it should not be a factor in access network setecThe limitation is explained by the
fact that acceptance probability does not take into accihnfuture (next instant) service degradation
penalty. A possible solution is to scale the price to intej®al] via a downward utility functioruy(p),
ie.,

A(u,p) = 1—exp—Cutup(p)®) (2.21)

The second limitation is that utility is computed for only one criterion (e.g., the allocated band
width). In multi-criteria network selection, the utilitheuld include all characteristics except for price
p. The solution is to define an overall utility as either thedurct over a set of elementary utilities or the
weighted average over a set of elementary utilities [65k THird limitation is that, even if the overall
utility proposed in [65] is used and the zero price effecteisioved, acceptance probability provides
no means of introducing the user preference weightas an additive multi-criteria utility approach
would do.

In the use of[(Z.20) as a user acceptance probability, tlee fimitations still remain. This causes
an error in the estimation of the user behavior and provigdew/ay to consider the diversity of user
preferences. Furthermore, from (2.20), we see &iatp) = 1 only if u — c or p=0. The first
condition (4 — o) never happens since utility is always assumed to be uppéet and normalized
in [0,1]. Conditionu € [0, 1] was also used in all the papers [49, 58, 60, 62—67] that haweted this
acceptance probability. The second conditipr=0) corresponds to the zero price effect mentioned
above. If we use[(2.21) to avoid the zero price effect, thepiance probability is never equal to 1.
The Cobb-Douglas acceptance probability is therefore pptapriate for modeling aggregate utility
or acceptance probability.

2.5.2 New multi-criteria utility function

A multi-criteria utility should reflect the interdependenamong the considered criteria. A basic
question is whether a criterion can be completely compedday another criterion or by a set of other
criteria. In other words, the nullity of a specific elemewtatility does not lead to an elimination of this
access network in the selection process. Generally, wheengér sets a non-zero preference weight
for a criterion, it means that he considers this criteriomigevaluation. If its utility is zero (i.e., its
value is belowxy for an upward criterion or above; for a downward criterion), the corresponding
access network does not satisfy the technical or user eamistr Logically, this access network should
not be selected: the non-zero preference criteria are dependent of each other. Because of these
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limitations, we need to design a new multi-criteria utifioym that satisfies the following requirements:

oU (x)
au > 0 (2.22)
sign ®32) = sign(x) xS
J-iToU (x) = 0 Vi=1l.n (2.24)
. Ii[jn_&U(x) =1 (2.25)

The aggregate utility should increase when the elementdity increases[(2.22). It should be an
increasing function of upward criteria and a decreasingtfon of downward criterid (2.23). The con-
dition (Z.24) resolves the limitation (Z.119) and the coiodit{Z.25) reflects the fact that if all elementary
utilities are equal to 1 (i.e., all criteria satisfy the usexpectation), the aggregate utility should be
equal to 1. Finally, the user preference weights for diffeieiteria are required to be considered in
the aggregate utility form.

Proposition 2.5.2.1.Given a network selection criteria vectarand the associated preference vector
w, a suitable multi-criteria utility function is formulateas:

n

U = ] (2.26)

where n is the size of vectgrw; is the preference weight for criterion 5, wi = 1), and y(x) is the
single-criterion utility of criterion i that follows the ility form proposed in Proposition 2.4.2.1.

Proof. It is easy to verify that the proposed multi-criteria ugilgatisfies the requiremenfs (2.24) and
(2.25). Next,[2.2R) is verified d$(x) is an increasing function of each. In fact,

U (x)
an

n
_WJ I_I WI > 0
i#]

Also, the partial derivative dfl (x) at anx; is given as

al;)gjx) = <wJ uj ()™M |;| )uJ (X)) (2.27)
7]
oU (x)
= dlgj )uj (X)) (2.28)

This proves that (x) is increasing for upward criteria and decreasing for downveiteria. So

(2.23) is verified.

The last thing to show is that; represent the user preferences. As a monotonic transfiommatt
a utility produces another utility with the same prefererangking, we can apply a logarithm transfor-
mation toU (x):

V(x) = In(U(x)) = _iwi In(u(x)) (2.29)

If vi(x) = In(ui(x)), we see that;(x;) is an elementary utility function of criterion(by the mono-
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tonic transformation property). We have
n
V(X) = wvi(x) ~U(X)
i; (]

Under this additive presentation, we see clearly thatre the user preferences. £a(2.26) is a suitable
multi-criteria utility form. O

The proposed multi-criteria utility satisfies all requirents of a utility function and avoids the
limitations of existing models. Along with the limitatiorts the acceptance probability identified in
Sectiof2.5.112, a suitable acceptance probability mdumild follow (2.3), [2.b) and{2.30).

I EexXU(X%)=0=AX,w)=0 (2.30)

It can be seen that the proposed multiplicative utility fanmProposition 2.5.2]11 can be used to
properly model the user acceptance probability. Hence,ave:h

n

AGw) =[] (2.31)

As demonstrated in the proof of Proposition 2.5.2.1, thittiplicative aggregate form fully satisfies
the conditions[(2]4)[(215) and (Z]30).

2.6 Performance evaluation

2.6.1 \Validation of the proposed utility function

Criterion Preference xm | Xq Xg (
Bandwidthp) | w;,=05 [ 40| 5 | 90| 2
Price () w,=05 [30| 0 |80|3

Table 2.3: Parameters for utility computation

In this section, we validate the proposed single-crite@oal multi-criteria utility forms through
a network selection scenario. We assume that the selectioision is based on only two criteria,
allocated bandwidtib and pricep. The single-criterion utility is established based on taeameters
given in Tablé 2.8. Recall thag andxg are the lower and upper limits of each corresponding coiteri
andxnm is the center of utility curve. The given values of price aaadwidth are relative ones so no
units are necessary.

We first compare our multiplicative multi-criteria utilitp the additive utility and the Cobb-Douglas

acceptance probability. We use the original sigmoid form.,[u(x) = 1%( ’;mxi:)z) to compute the ele-
mentary utilities in the additive utility approach and tleeeptance probability. We use the sigmoid
form in Propositioi 2.4.2]1 to compute the elementarytigdiin the multiplicative multi-criteria util-
ity. We use the original single-criterion utility forms teeép the existing solutions the same. The
acceptance probability function usedAs= 1 — expg—2 x u(b)? x p~%2). In fact, we choos€ = 2,
K= 2 ande = 0.2 in the acceptance probability form to scale its value inititerval [0, 1]. With
another choice of these three parameters, the same fuaictaom will be retrieved but the value of

the acceptance probability may not be properly distribirtettie interval [0,1].
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Figure 2.8: Multiplicative multi-criteria utility
with original elementary utilities

As the two network selection criteria are changed, thetytitietric (as calculated by the addi-
tive multi-criteria utility, the acceptance probabilitpdithe multiplicative multi-criteria utility) also
changes as illustrated in Figure 2.5, Figuré 2.6 and Figufe Rirst, the additive multi-criteria util-
ity in Figure[2Z5 confirms the limitations identified in theepious section. An access network of
(p=1,b=1) is clearly assigned a higher utility than an access netwbflpe- 30,b = 40) (denoted
as(1,1) > (30,40)). This would lead to an unacceptable decision since thesaaeetwork of(1,1)
could not satisfy the user’s bandwidth requirements (mimmb, = 5 as shown in Table2.3). But
the access network @B0,40) fully meets user expectations in both bandwidth and pridmil&ly,
(100,100 - (80,90) is also unacceptable. In fact, the network 0, 100) does not satisfy the user’s
constraint on the price (i.epg = 80 as specified in Table 2.3). But the network ®,90) meets both
bandwidth and price constraints. Until now, one may say ttaidentified limitations have been be-
cause the original single-criterion utilities do not captthe limits of each criterion. So we replace the
original single-criterion utilities by the new proposedesnn the additive aggregate utility. In this case,
the form of the utility variation is very similar to that shavin Figurd Z.5. We see that the networks of
(1,1), (30,40), (80,90) and(100,100) are assigned to the same utility level(fp,b) = 0.5). It is still
unreasonable that the network(@0,40) has the same preference as the networ|dLdf).

The acceptance probability metric in Figlre]2.6 can miéghelow price effect of the additive
utility. A zero price effect, which is not mitigated, is notgzented here since the smallest value of
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price is 1. The limitations of the approach when the pricesi® the upper limit still remain. In fact,
the unacceptability op > 80 could not be captured. All the inconveniences of the aadittility and
the acceptance probability are significantly improved keyuke of our utility form as shown in Figure
[Z7. Our multiplicative aggregate utility is a suitablerfoto model the utility in the access network
selection problem.

One question would be whether it is possible to use the @igimgle-criterion utility form instead
of the proposed one to compute the multiplicative utilittheTaggregate utility metric calculated by
that approach is shown in Figure 2.8. In comparison with @17, it can be seen that the utility
metric does not take into account the limits of the netwotk®n criteria. The utility metric cannot
reach the maximal valué&J(p = 1,b = 100) is far from equal to 1) because the original elementary
utility could not take into account the lower or upper limitaocriterion in its formula. This confirms
the suitability of our single-criterion and multi-critarutility forms.

2.6.2 Case study: the benefit to users

In this section, we investigate how the models help useritedsito select the best access network.
We use a simulation scenario in which a mobile user movesadifferent available access networks.
At each instant the user is able to choose from three availabtess networks: two WiFi and one
[UMTS. The selection is assumed to be based on price and abléethroughput criteria. In a real
network environment, the achievable throughput can benastid from the allocated bandwidth and
the link quality (e.g., Bit Error Rate, modulation and cagischeme) [82, 83]. In this simulation, the
values for price and throughput are randomly selected amaaagge of pre-defined values every 100
samples. The parameters used are shown in Table 2.4.

Parameter Range | Preference X, | Xq X3 | ¢
Throughput{p) | 0-900| w;=0.7 | 500 | 150 | 1200 | 3
Price (o) 0+-50 | w=03 | 40| 10| 80 |3

Table 2.4: Simulation parameters: User case

The user is assumed to be running a streaming applicatiaghr@aghput is a more significant crite-
rion than price (the user sets higher preference weighhithroughput criterion). In this simulation,
we monitor the application’s buffer evolution to evaludie performance. The buffer sibd] is sim-

ulated by:
b[0] = 600 (2.32)
b[t] = max(0,min(600, (b[t — 1] +tp[t] — 200))) '

where 200 is the playback rate of the streaming applica@60,is the maximal memory size allocated
to the buffer and pit] is the achievable throughput at instanAt the beginning of the simulation, the
buffer is assumed to be filled. When the simulation starts,uer moves and selects the appropriate
access network. The buffer is filled with media data at theeturthroughput rate every sample time.
When the buffer runs out of content, the streaming apptioas interrupted.

We compare our model with the traditional additive aggregétlity model used in the network
selection algorithm. We also use the proposed singlerimiiteutility in the additive aggregate utility
to take into account the upper and lower limits of the consideriteria. In the simulation, the access
network selection and the buffer size are updated each degen, sample time). The simulation
results in three scenarios as shown in Figuré 2.9. The twigapesd2.9(a) and 2.9(b) give the same
results for two access network selection schemes. In Hgd(e), the outage of the buffer is explained
by the fact that none of available access networks satisfeesequirements of the user’s application.
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Figure 2.9: Streaming buffer evolution at the user side

In Figure[Z.9(c), the buffer outage occurs twice with theitadelutility-based network selection while
our multiplicative utility-based solution delivers thedeio seamlessly. We feel that this is due to the
limitations of the additive approach as described in theriptes section whereby the high utility of
lower price is considered to be more important than the lokiyubf lower throughput.

The simulation was repeated 1000 times. Each time, we reddie length of time the streaming
application was interrupted. With the additive solutidre interruption is about 7% of all running time
whereas our multiplicative solution shows interruptioridess than 1% of the running time. We can

conclude that the results confirm that our proposed utititynls serve users better than the existing
one.

2.6.3 Case study: the benefit to network operators

After showing the advantages for users, we investigate adeft’s acceptance probability for the
network operator’s radio resource allocation. We companath the widely used Cobb-Douglas ap-
proach.

We consider the same radio resource allocation scenar@égoress network operator aNdisers)
that has been used in [58, 60, 62, 63, 66, 67]. We divide\thisers into two classes of servicd:/2
silver users and /2 gold users. The access network selection algorithm is orare based on price
and allocated bandwidth. The total bandwidth of an accetsgonk is considered to be limited. The
network operator estimates the acceptance probabilitpcti eser and then determines the optimal re-
source allocation vectdr= [by,...,by]. The vector must satisfzﬁ‘:l bx < T whereT is the operator’s
total bandwidth. The network operator aims to maximize i revenue, which is given by:

N/2 N
R=% psAu(bi, Ps) + PoAw(Dx, Pg)
k=1

k=N/2+1

(2.33)

where ps and pg are the flat prices paid by all users in the same class of sesilver and gold). In
this formula,Ay is the acceptance probability of uderThis is generally computed on bandwidig
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and priceps or pg. The original Cobb-Douglas acceptance probability hasdhewing form (used
in [58,60,62,63,66,67] and references therein):

Ac(bi, pi) = 1 — e Kl B (P/@) (2.34)

whereK = —log(0.9). The values of other parameters are detailed in Table 2.5utrcase, the
multiplicative utility-based acceptance probability posed in[(2.31) is used:

Ax(bx, ) = (U, (bi)]"™® [up, ()] (2.35)

The parameters for each class of service are also presentedle2.5. The valuegy, andby, are
the same values, used in the single-criterion utility for price and bandviidiespectively. The upper
and lower limits of each criterion are set(@s = 0, pg = 50) and(bq = 0,bg = 100). We assume that
the operator has precise information about user prefesengeandwg) as well as the user’s sensitivity
to bandwidth and pricguande) in the Cobb-Douglas case.

Class| Price W=(Wp, Wh) Pm|bm || E] @
Silver | ps=20 | ws=(0.6,0.4) | 20| 30| 2| 6| 10
Gold | pgy=40| wyg=(0.3,0.7) | 40 | 60 | 3| 4 | 40

Table 2.5: Simulation parameters: Operator case

We could not use potential revenue as a measure of comparafitemance between the two ap-
proaches since acceptance probability in the two appreasimmputed very differently. In order to
compare the performance, we defined the resource efficieatycras the ratio of the potential revenue
to the potentially allocated resource. That is:

N
E= R where B= z brAx(bx, Px) (2.36)
B K=1

The metricE can be seen as the amount of gained money per unit of allocegedrce.

(N, T) (10,400) | (10,500) | (20,800) | (20,900)
Cobb-Douglas case 0.44 0.441 0.421 0.443
Proposed case | 0.547 0.525 0.553 0.608

Table 2.6: Resource efficiency metric

We conducted simulations for different valueshofndT. For each simulation, we computed the
resource efficiency index in the two approaches. The reawdtpresented in Table 2.6. By using the
multiplicative utility-based acceptance probability nietthe network operator can improve resource
efficiency between 19% and 37% compared to the use of thaatiGiobb-Douglas metric. The results
confirm that our proposed utility model also serves opesdbetter.

2.7 Summary

In this chapter, we provided a complete utility theory fordebing single-criterion utility and multi-
criteria utility in the context of wireless access netwoekestion. The theory is based on a classic
economic theory adapted to the behaviors of mobile endsu3ére limitations of existing utility mod-
els were highlighted. Single-criterion and multi-criteritility forms, with the ability to satisfy all the
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utility properties and to address the limitations, wereppsed. We showed that the proposed model
can also be used as an acceptance probability metric forettwgork operators’ radio resource man-
agement. The suitability and the effectiveness of the peganodel were validated by mathematical
analysis and by simulations. We showed that our proposéty miodel was not only useful for users’
access network selection but also useful for operatorsures allocation management.

This chapter dealt mainly with utility-based access nekwsglection decision. In the next chap-
ter we describe a complete terminal-controlled handovanagament solution in which this access
network selection model will play a crucial role. In additito the selection decision-making, other
aspects such as user preferences configuration, netwatieal triggering condition and handover
threshold will be fully addressed in the next chapter. Inftaene of the terminal-controlled handover
management, this access network model will be again ewaluat



Chapter 3

Terminal-controlled Mobility
Management Framework

If technology doesn’t work for people...it doesn’t work

http://www.usercentric.com

This chapter proposes a terminal-controlled mobility nggmaent framework in the 4G heteroge-
neous networks. The mobility management solution allowbileaisers to freely handover between
uncoordinated available access networks. The users armeaddo have access to both networks in-
volved in the handover using a multi-interface terminalhwielp of a universal Subscriber Identity
Module [SIM) card or a multi-homing contract. The termicahtrolled mobility management con-
sists of a policy-based power-saving interface managesofigime coupled with a user-centric network
selection solution, a handover initiation algorithm andadover execution. The network selection, an
important step of the terminal-controlled mobility managgnt scheme, is based on the utility model
proposed in Chaptét 2.

3.1 Motivation

In parallel to the evolution towards converged heterogesemtworks, the telecom market is facing
a migration from network centricity towards user centyiciin the current network-centric approach,
operators keep tight control over users so that their nétvgonsed to its greatest potential. End-users
can only influence their preferences in a limited way. In tbatext of deregulated telecom market,
the network-controlled handover management exhibits segnieus limitations in the service conti-
nuity maintenance while handing over between two differezitvork domains operated by different
operators. Among these limitations, we can find complexessuch as security context transfer and
data switching management. We believe that a user-censimnwill be a mandatory evolution trend
in all-IP 4G networks as it represents the most efficient veagrisure ab_ABIC service. In this vi-
sion, users will have greater control and will be able toelge access network with which they are
most satisfied. The users are in this strong position bed@eseterminal can access to information
on device capabilities and user preferences, and, mostriamily, to knowledge of both serving and
neighboring access networks. The terminals will be thus &blrigger the handover at the right instant
to achieve seamless handovers.

51
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In heterogeneous environments, vertical handovers batdiéierent technologies can be performed
either using on€ SDR interface [84, 85] or using multipleigadterfaces [11, 14, 15, 86, 87]. In this
chapter, we consider the case where multimode terminalscarigped with multiple wireless access
interfaces. Such devices are available in the market totlag.vertical handover using multiple inter-
faces has already been commercially available through MAI[15] solution and will be widely used
in a near future. However, this solution requires a careésigh to minimize side effects of additional
electronic devices in the terminal. One of the most releigsues is the high power consumption of
multiple radio interfaces. The power consumption efficiehecomesa mustbecause the battery ca-
pacity is limited in any portable device. Since only the termhcan be aware of its remaining battery
capacity, it is clear that only the terminal can handle thegresaving mobility management. The han-
dover should be initiated in an adaptive manner to optintigepower consumption and to guarantee
uninterrupted services.

As discussed in Chaptel 1, the mobility management for-ighipling schemes is based on the ex-
isting cellular mobility solutions whereas the one for le@®upling schemes is based[on MIP mech-
anism. Most of the current solutions require agreemenisdezt the operators, who own different in-
terworked access networks, to be established. The mobikiyagement remains network-controlled.
The user cannot maintain on-going sessions while handiaglmtween two access networks belong-
ing to two non-collaborating operators even if he has sullbsdrto these two networks. To overcome
this issue, we propose a fully terminal-controlled mopifitanagement scheme where different access
networks may be completely independent. The terminalrotbetl handover is built on the top of a
very loose-coupling interworking architecture.

In the following, to simplify the explanation, the terminalassumed to have three radio interfaces:
WiFi, WIMAXJand [UMTS] One should note however that the sauatidescribed here remains valid
for any number of interfaces and underlying access teclgiesdo

3.2 \ery loose coupling architecture

The telecommunications market is influenced by three mairedr. users, network operators and
service providers. In the user-centric vision, servicevigers are independent of the network opera-
tors. The network infrastructure can be divided into twagathe access network and the converged
core network. The former represents the current and futetwark operator domains while the latter
is an external core network independent of operator dom&uasmobility framework does not require
major changes in the access network operator and the s@naciler parts.

UTRAN: UMTS Terrestrial Radio Access Network

Informationigathering | GGSN: Gateway GPRS Support Node

service PHY i WAG: WLAN Access Gateway
degradation | measurement | User ! ASN GW: Access Service Network Gateway
terminal movement pl’OfIIeS
! capabllmes velocny .
R —— m—— e I " Y T bttt ittt ittt sttt ittt | -
| o e
! o P29
= S b8 e
: Interface Network S : S c
i Management Selection ] - 2%
! [} p==q =)
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Figure 3.1: Very loose coupling interworking architecture
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3.2.1 Converged core network

It is widely accepted that the 4G networks will be purely #@sed. Service continuity can be
achieved using MIP with help of tie HA deployed in the coneergore network. The HA, which
is not located in a particular access network, can proviéentbbility management as a service for
mobile users. The mobility management is thus seen as apendent third party service. Such
integration of access networks can be referred to as a vesgiooupling interworking since the cor-
responding network operators may not have any Service LLeyelement[(SLA) between them. The
coupling point is located far from the radio interface. Thegwsed interworking architecture is de-
picted in Figuré3]1. Using MIP does not affect our termicatrolled solution since the HA is located
in the IP converged core network. In an IPv4-based netwoekeven do not need to implement FA
entities in a particular access network since there existisns for MIPv4 management without it.
The access networks thus remain unchanged in the very loogdireg architecture.

3.2.2 Mobile terminal

The handover management is based on the enhanced funidiesnal the terminal side. The termi-
nal must be equipped with multiple radio interfaces to asakfferent access network technologies.
Different elements involved in this handover managemetheaterminal side is illustrated in Figure
3. Functionalities of each of these elements are sumathiizthe following:

Information gathering: involves collecting all available information from the saunding access
networks. This information is used for managing radio ifatees, identifying the need for handover,
and selecting the best access network among available ©hesis performed by the terminal, when
it is powered on or when it moves across different radio cagertypes, in order to find available
access networks. This function allows to determine a gerssi of parameters describing access
networks and devices (type of access network technologgsametwork operator, QoS support, cost,
remaining battery capacity...). In addition, the inforroatrelated to the QoS status of the current
running applications, the mobile terminal’s velocity ahd tell coverage radius is also collected. The
gathering information can be regrouped into 4 categories:

e PHY measurementThe access network characteristics identify the availablzess networks
and their radio link quality. Such information is measuregttiie physical radio interfaces pe-
riodically or when an event occurs. Different link indicati parameters like RSE, SNR, SINR
can be monitored.

e Terminal capabilities: The terminal capabilities information is related to mulbide capacity,
available radio interfaces and remaining battery. It cllu@mce the network selection and han-
dover management.

e Service degradationThe service degradation information is related to the t@ftlbetween the
application’s QoS requirements and the quality of the euroennection. It can be measured
through Real-time Transport Control Protocol (RTCP) réptor instance. The combination of
service degradation and radio link quality allows desoghinore accurately the quality of the
current connection than the fluctuating physical-layeorimfation only.

e Terminal’s velocity: The terminal’'s movement velocity is also an important faéto mobility
management in heterogeneous environments. The velotityag®n in mobile cellular systems
can be achieved using the Doppler spread in the receivedlsgrelope [88], the eigen-matrix
pencil method [89], the time-frequency characteristicshefreceived signal [90] or the Global
Positioning System (GPS)-assisted method [91].
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User profiles: contain the user’s identities for different access netwakd subscribed services,
user preferences, and mobility policy repository. In thategt of the terminal-controlled mobility
management, we are first interested in user preferenceshuga rating relationship among the pa-
rameters considered in network selection. Each preferease relative weight that users assign to
each criterion depending on their requirements. User mebées should be adequately configured for
different contexts which are characterized by currentiynamted access node, terminal’s velocity and
running applications class. As user preferences influemeenétwork selection and handover man-
agement process, future terminals will have to providesusath the facilities (e.g., Graphical User
Interface dedicated to user preferences configuration)eoify and alter their preferences in an easy
manner. Additionally, the terminal can maintain the maypipolicy database that contains a black list
of access network operators with whom the user has had a Ipadiexce. The black list will be up-
dated through feedback from handover execution failurebaadQoS as perceived by the application.
The users can manually pre-specify the black list and rerampecific access network from this list.

Interface management:Based on the gathered information, the interface managemkdecide
to turn on, stand by or turn off one or more radio interface®ptimize the power consumption.
Interface management becomes thus a constraint for nesebektion.

Network selection & handover decision:It refers to the process of deciding to which access net-
work to connect at any point of time. This allows the best aseetwork to be selected and handover to
this access network to be initiated. In fact, based on theegatl information, the available interfaces,
the user preferences and the black list, mobile terminduates the neighboring access networks
and select the most suitable one. Network selection is the béthe handover procedure and a key
decision enforcement of the terminal-controlled mobilitgnagement.

Handover execution: follows access network selection. Once the selected aceta®rk differs
from the serving one, the handover execution is performele Main goal of handover execution
is to preserve session continuity while changing the poirdatachment. If the handover fails, the
network selection will attempt to select another accessar&t This experience will be registered in
the experience repository.

3.3 Handover management
3.3.1 Information gathering

In order to effectively control the handover managemem téhminal requires to have enough and
reliable information to be able to make the right decisiom @e hand, the terminal will scan and
measure the physical signal strength from serving and berging access nodes. These measurement
samples will not only serve as link quality indicator butcalse used to estimate other information like
terminal’s velocity, achievable data rate or cell coverage. The terminal will monitor its current
IP connection status as well as the perceived quality ofeoarapplications. The remaining battery
capacity and the power consumption rate of each integrateio interface will be instantaneously
monitored. In addition to information measured or estiatbe provisioning information from the
network is also considered. In short, we only use infornmaticteria that the terminal can measure
or estimate without need of IP connectivity as well as thasipioned from the network side. The
considered criteria include:

o Access Network Identity (ANI)dentifies the access technology and the operator that has de
ployed this access network. It comes along with the costiinéion, supportable services as
well as supportable data rates.
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o Cost(c): The cost of using a particular access network is a majorrimiteand potentially a
decisive factor in a user-centric network selection. Défé operators can propose different
billing schemes. In fact, we can find two main options: bglihased on duration for voice
calls and billing based on the volume of downloaded data dta dervices. Operators can offer
unlimited services (unlimited duration and unlimited déwaded data volume) for a flat price.
In this work, we consider two kinds of cost model: cost perutenfor voice services and cost
per data volume for data and streaming services. In factflaherice for limited or unlimited
services can be equivalently converted to the two above rooskels. According to running
applications, the terminal identifies the most suitableesoh

o Link quality (S): The radio link quality likd SNR or SINR reflects properly thé@eless trans-
mission channel quality. THE RES is also used to detect #mepce of an access node and to
initiate network selection and handover procedures.

o Power consumption gain (ge)fhe power consumption gain parameter is defined as the ratio
of the power consumption raggto the maximum achievable data rafege = %(J/M b). The
maximum achievable data rate of an access network can leagsti on the link quality and
the corresponding modulation and coding scheme [92]. Us®isably prefer to select a low
power-consumption-gain access network to optimize thesp@onsumption.

o Battery lifetime(L): The main source of power consumption of a portable deviceléged to
Radio Frequency (RF) components of a radio interface [93, Bdough the energy consumed
by radio interfaces is not the only source, it is the only afale part from the interface selection
and handover management. The remaining battery lifetirdefined as:

E
C§otyeP

wherekE is the remaining battery capacigf,® is the power consumption rate of active interface
andejSb is the power consumption rate of standby interfacl the remaining battery lifetimé;
(corresponding to the case where interfageselected) is low, the user who wants to elongate
his device’s lifetime will not use this interface to commeete.

L (h) (3.1)

o Access network load): Even if the link quality criterion value from an access nosl@ood,
it may be heavily loaded (an important part of resources ¢sipied by other users). The load
parameter, varying from 0 (unloaded) to 1 (heavily loadeztidmes also an important network
selection criterion. The advantages of provisioning tlalmformation in IEEE 802.21 Media
Independent Handovdr (MIH) services have been investigate demonstrated in [95]. Differ-
ent from other criteria, the load cannot be measured frontetimeinal side. If an access network
is heavily loaded, it cannot accommodate new connectiottsowi degrading the QoS of cur-
rently connected users. In fact, the network can also tekesiccount different user classes. The
premium class is the guaranteed one while the others aredsenly if resources are still avail-
able. From the user perspective, a premium user knows thailredways be served in priority.
For regular users, the load parameter is much importantisedhe loaded access network will
not serve them well. At the network side, if it is heavily leald new connection requests of
regular users will be refused or currently connected regusars will be enforced to handover
to others access networks (see Chalpter 7). Therefore,sane@sorks have interest to inform
users about their load. The degree of significance of thepasameter in the network selection
algorithm is indeed a matter for each user to decide.

o Velocity estimate (v)The current mobile terminal’s velocity can be used to disaga a terminal
moving at a high speed to handover to small cell-size systémsvelocity parameter also serves
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as a constraint in power-saving interface management.

o Cell coverage estimate (R)The radio coverage size of the current access node will bé use
to adaptively compute the handover initiation thresholés&l on the received signal strength
measurements and the well-known values of the maximum ptreresmission of a base station
and the receiver threshold (the minimum signal strengtheatell border), the cell radius (and
also the path loss factét,) can be estimated as described in [96, 97] and referencesrihe

Some of the above criteria serve as criteria for networkctiele while others are used for interface
management or network selection triggering. In the contéxihe terminal-controlled mobility man-
agement addressed in this chapter, the criteria consideretttwork selection ar&NI,c, S ger and
p. Note however that the network selection criteria are moitéd to those previously specified.

3.3.2 Power-saving interface management

As mentioned earlier, optimizing the power consumption aftmnterfaced devices is an important
issue. According to [98], if a WiFi interface is added to a dset, two third of the battery lifetime
is reduced. In order to optimize the power consumption feegrated WiFi and cellular devices, [99]
proposed to activate the WiFi interface when the mobileivesea short message from the cellular
network through a push mechanism on a call server. A poweangawechanism which activates
WiFi interface by paging the mobile via its cellular inteség was proposed in [100]. However, these
solutions require modifications to the network protocotktto accommodate a push mechanism or
a new paging scheme. They have addressed the power consaraptnultiple radio interfaces only
during the idle communication mode. In the terminal-coligtb handover, we consider power-saving
interface management as a step within the handover praeediie power consumption efficiency is
addressed in both idle and active communication modes.

Along with the emergence of multi-purpose terminals and ynaew multimedia data-intensive
applications, the gap between the energy requirement angttiminal’s battery capacity has progres-
sively widened. Today'’s all-in-one portable devices int¢gd with additional peripheral devices like
camera, MP3 player, FM radio...have lots of componentsdtah battery. Mobile devices are more
and more equipped with multiple radio interfaces such a8@Gtellular radio transceivers, WiFi,
WIMAX and Bluetooth. As each consumes energy while powemedao efficient interface manage-
ment is therefore required.

An interface can be imctive standby or turn-off state. When an interface is in active state, it
can receive and transmit signal. It can scan and measurbhwgigg cells and its battery is mainly
consumed in this state. An interface in standby state carebedically activated to scan new access
networks and monitor the link signal quality of neighborioglls. Finally, if the radio interface is
turned off, no communication or measurement occurs andrteeyg is not consumed.

Generally, a wireless radio interface always consumesygnetless it is powered off. The power
consumed in active state is much more important than in biasthte. To save energy, all interfaces
are standby if there is no communication. However, mobiliags are most of the time in an idle
communication mode and consequently standby interfadeés@isume a significant portion of the
terminal’s battery. According to a large range of availgiteducts on the market and experimental
results [94, 100], the power consumption of a standard Witerface in standby state varies between
40mwW and 160nW or even more. The power consumption of a standby 3G cellaotarface is about
10— 20mW [93, 100]. The power consumption rate of mobile WiIMAX intecé is slightly smaller
than that of WiFi interface but greater than that of celldae [101].
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In order to optimize the power consumption of multi-intededevices, we suggest turning off non-
cellular interfaces during the idle communication mode.isTil motivated by the fact that cellular
interfaces consume less energy than non-cellular ones,namie importantly, the cellular coverage
is ubiquitous. The objective is to have only one interfacivaat a time for communication except
during vertical handover periods. Also, if the remainindtéiy capacity becomes critical, turning
off high-power-consumption rate interfaces will be a solutto elongate the device’s lifetime. The
proposed solution is expressed in terms of policy rules asriteed below:

Rule 1 If no on-going communication occurs, turn non-cellulatenfaces off and stand by the
cellular interface. The user will be reached by a globaliitiehike a global IP address. Incoming
communications will be routed to the terminal via a defasltudar interface.

Rule 2 If an incoming communication is detected, the cellulaeifédce will be activated to
handle it, and the non-cellular interfaces will switch istandby state for possible imminent
vertical handovers.

Rule 3 If the user initiates an application session, the preteingerface for this application
will be activated automatically. If the user manually tuorsa non-cellular interface to search
for available access networks, the selected interfacebeithctivated. The other interfaces will
switch to standby mode for possible handovers.

Rule 4 If the terminal’s velocity is greater than a predefined shid (for example ®/s), the
WiFi interface (in standby or active state) will be turned dh fact, when the terminal moves
at speedv > 5m/s, it will cross the WiFi cell in a short time (several hundreafsseconds).
Connecting to WiFi cells in this case causes service degjedand energy consumption waste
[102]. If the WiFi interface is a serving one, the networkeséiion will be triggered to select
another interface and another access network prior tongrinioff. Similarly, if the terminal’s
velocity is greater than another threshold liken28, the WiIMAX interface will be turned off.
In fact, WIMAX systems are not designed to support a high QuSu$ers moving beyond this
velocity.

Rule 5 If the remaining battery lifetime using a non-cellulardrface is less than a predefined
threshold, this interface will be powered off independgiafi its current state. The network se-
lection will be triggered to select another interface anckas network if the turned-off interface
is a serving one. Based on the user situation (at home or honag¢) and the priority preference
of power consumption criterion (high, medium, low or ignibyethe appropriate threshold for
turning off non-cellular interfaces is used (see Tablé 8rlsbme indicative predefined thresh-
olds). This rule is essential for battery-limited portatsrices and particularly for business men
who want to be always reachable. Other users can set theybieeeme threshold to O to take
maximum benefit from other parameters. The threshold isoggtithen the terminal is plugged
into a power supply or when the terminal is at home situation.

High | Medium | Low Ignored

At home 0 min 0 min 0 min 0 min

Not at home| 30 mins| 20 mins | 10 mins| 0 min

Table 3.1: Example of battery lifetime thresholds configjora
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3.3.3 Network selection & Handover decision

3.3.3.1 User preferences configuration

User preferences establish a rating relationship amonegrieri Each weight is proportional to a
degree of significance for each criterion in the network&ela strategy. User preferences are thus
represented as = {w;|w; € [0, 1],2'}":le = 1}, whereM is the total number of considered criteria
andw; stands for the preference weight of criteripn

As user preferences are user-specific, future devices oeategrate a network selection GUI to
help users to configure their preferences. For ease of uskerences are expressed under the priority
meaning for each group of network selection criteria. Wegather different related parameters into
the same group like cost (cost per minute, cost per data \@luon QoS (radio link quality, achievable
data rate). Each criterion (or criteria group) has 4 levélsriority: high, medium, low, and ignored.
Each priority level is associated with a discrete vapyevarying from 3 (high) to O (ignored). The
preference weight for criterionis equal tow; = pj/z{‘il pi. The number of priority levels can also
be divided into a larger scale like extremely high, very higigh, medium, low, very low and ignored.
However, the large number of priority levels complicates tisage. Obviously, default values and
guidelines are recommended to help non-expert users thegjeuser preferences well configured.

As there are different QoS requirements for different aggpion classes, user preferences config-
uration should first take into account running applicatioBecondly, with the same available access
networks, the user decision may be different according ¢o sisuation. We propose therefore to con-
figure the preference weight vectoy, for each situation profil& and each running applications class
|. Applications can be simply grouped into 2 classes: re@a¢t{voice, streaming) and non real-time
services (data downloading, web browsing). An applicatiassification into conversational, stream-
ing, interactive and background services [79] may be eonesd. If multiple applications belonging to
different classes are simultaneously running, the prate® according to the highest priority class is
used.

User situation profiles have already been implemented iresonrent mobile phone brands. They
include home, in office, handset, indoor, outdoor, meetingzar, and etc. Users can change the
situation profile to better suit the context and environmehhe change will come along with the
modification to sound volume, ringing tone, warning tonaghts and call transfer. In our network
selection solution, we go further by taking into account ghteation profile in the network selection
and the user preferences configuration. For example, if see ig at home, he could select home
environment access networks like home WIIAN or femtocelth& user is in his office, he prefers to
connect to his enterprise network. These policies can befgukin the experience repository. User
preferences should be configured for different user saongbirofiles. For instance, when the user is
at home, the network selection and interface managementtdeeed to care about the power-saving
criteria. The home situation profile is based on the locatiiere the terminal’s battery is charged.
We believe that future mobile devices will have capabditie identify automatically the situation
profile based on the ANI-based location, mobile velocitjpimation collected by sensors integrated
in devices [103].

The user preferences are therefore formulated under tiredba matrix of three dimensior{svy; }:
network selection criteriof, running application cladsand situation profilé.

3.3.3.2 Network selection triggering conditions

After identifying the network selection criteria, the ugmeferences configuration and interface
management, we address now network selection triggerindittans. Triggering network selection
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depends on the gathered information and the interface reamaxg. If the selected access node is
different from the serving one, the handover will occur. Hamdover initiation is therefore triggered
by the network selection but the network selection does matys lead to a handover initiation.

We distinguish two types of network selection triggeringditions: imperativeandalternative All
conditions that lead to an imperative handover to maintarconnectivity are called imperative condi-
tions. Network selection is also triggered to find out a etteess node in terms of user’s satisfaction
or QoS improvement. Conditions for such kind of network stéd& are known as alternative ones.

When the imperative triggering conditions are met, theisgraccess node is not appropriate for
connectivity and it is not considered among candidate aacevorks. The imperative conditions are
identified as follows:

¢ When an active interface is about to be powered off (due t@dweer-saving interface manage-
ment), the network selection is initiated.

o When a handover execution to a selected target access rilsdéhia network selection is trig-
gered to select another access node. Another possiblenaptithis case is that the access
network of the second highest preference level (duringgafet selection evaluation) will be
selected.

o If the RSS of the serving access node drops below a specifaokanthresholdy, initiate the
network selection. An adaptive handover threshold to enseamless handover is addressed
and discussed in the next section.

The network selection is also initiated periodically or@ating to alternative conditions. The reason
of having such alternative triggering conditions is thagrgsmay need an improved service or a better
network. They include:

o A new access network is available. A signal strength levedroficcess node is good enough
to be used in the network selection evaluation as well asggedr the network selection if it is
greater than a known threshdld. In fact, 6, is the received signal at the serving cell border,
i.e., the minimum RSS value where the radio link can be hold.

¢ Users start an application requiring high QoS support teturrent access network could not
guarantee.

o Current applications suffer from service degradation.

o The network selection is triggered periodically to selé& best access network according to
user preferences.

A handover decision from a UMTS interface to a WiFi or WiMAXénface is depicted in Figure
3.2 (left diagram). Once a WLAN or WiIMAX access network isatigered and its received signal
is acceptable, tHe MN will trigger the network selectiongass. If the selected access network tech-
nology is WLAN or WIMAX, the vertical handover is then inited. If the connection (including the
authentication and QoS reservation) is successfully sehg@UMTS interface switches to standby
state and the handover is complete. Otherwise, the MN rentainnected to the UMTS network.

When the MN is communicating via a WiFi interface, the dewisfor handover from WLAN to
UMTS/WIMAX is illustrated in Figure_3.R (right diagram). Véh the WiFi interface is about to be
powered off, the MN initiates the network selection aldamtto determine a suitable target UMTS or
WIMAX access network. If the MN discovers new neighboringess nodes, the network selection
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Figure 3.2: Network selection & handover initiation diagreHandover from UMTS to WLAN/WIMAX
(left diagram), handover from WLAN to WiIMAX/UMTS (rightgtiam).

will be triggered. No handover occurs if the serving accestsvark grants the highest utility. Oth-
erwise, the horizontal/vertical handover to the selectsdss network will be performed. Finally, if
the WLAN signal level drops belowy, without detecting the presence of a WLAN or WiIMAX ac-
cess node, the MN will handover to the UMTS to maintain theneativity. The vertical handover
decision from WiMAX to UMTS/WLAN (not presented here) is yesimilar to that from WLAN to
UMTS/WIMAX.

3.3.3.3 Adaptive handover threshold®y,

When the received signal level of the serving access netahais below handover threshobd,
network selection and then handover execution will bedtetl. An adaptive handover threshéldis
required to ensure seamless handovers. Without loss ofaigyewe present an approach to compute
this threshold when handovers occur between UMTS, WLAN, AMEIAX systems. The WLAN
radio coverage is very small compared to the UMTS or WIMAX ,onbereas the radio coverage of
UMTS and WIMAX is approximately the same. The UMTS and WiMAMKantended to be used as
complementary technology and their cells are partiallyrlayped. In order to achieve seamless inter-
system handover, the overlap between two adjacent celiddshe large enough. However, this is just
a necessary condition but not sufficient. The seamless kandéso depends on the value of handover
thresholdd;, since the communication interruption may occur due to appr@priate threshold.

In the vertical handover with multiple interfaces terms)gbacket loss occurs if the handover is
completed after the MN moves outside the overlap region &éetvthe two cells involved. The in-flight
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Figure 3.3: From WLAN to UMTS/WiMAX Figure 3.4: Handover between UMTS and
handover model WIMAX

packets following the old data path are not received by the WéNits old interface (e.g., three last
packets in Figure_313 and Figure3.4). The handover from UMARIAX to WLAN does not cause
any loss of packets since the WLAN cell is fully covered by thidTS or WIiMAX cell. Hence,6y
does not involve into the triggering conditions for this Hawer. Otherwise, the handover from WLAN
to UMTS/WiIMAX (Figure[3.3) or between UMTS and WIMAX (Figul&4) can cause packet losses
if handover threshol@), is wrongly determined.

The parameters presented in Figurd 3.3 and Figufe 3.4 acelbes below:

> ts: the instant when the received signal from the serving acoesle drops below handover
threshold6y, B(ts) < By. The network selection is triggered and the vertical hardde the
selected access node is immediately executed.

> Ty : the time duration for the MN to cross the distance betweemtsition wher® = 6, and the
serving cell border, called crossing distance. The handmeslels illustrated in Figurie—3.3 and
Figure[3.4 correspond to the case where the MN moves on gldtilaie from the BS towards
the cell border. The crossing distance is denotedy,adt is noteworthy that, is the shortest
crossing distance (i.e., the worst case). Any other movématterns (not going through the
serving BS or not moving straightly) provides obviously my& crossing distance compared to
do. The adaptive handover threshold is thus based on thisairdrossing distanog,. \We have

_ G, NR

T
VT v Ty

(3.2)
wheren € [0, 1], vis the terminal velocity an& is the serving cell radius estimate.

> AT : the handover delay computed from insttrib the instant when the CN receives a handover
notification from the MN. Once the CN receives the routingatpdnformation from the MN,
data packets will be routed to the MN via a new establishel. pat

> 0 the packet delay computed from the instant when the CN sampaeket to the instant when
this packet arrives at the MN'’s radio interface.

In order to achieve a seamless data delivery (without logzaokets), the last packet sent by the
CN must arrive at the MN before the MN moves out of the overkegian. The seamless handover
condition is therefore:

T, > AT +0 (3.3)
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By substitutingT, = 1%, we have:

nR> v(AT +9) (3.4)

It means that the handover should be initiated at dist@aheen)R from the serving BS. According
to the signal propagation model in [104,105], the receivgdas level, at (1—n)R can be formulated
as:

Bn[dB] = K1 — Kalog((1—1)R) + X (3.5)

whereK; represents the antenna gains and the signal’'s wavelemgtK,aepresents the path loss fac-
tor. X; is a zero mean stationary Gaussian random process modetidgwing fading. The shadowing
part in the received signal strength can be suppressed bingabrough a low-pass filter, therelhy (3.5)
can be rewritten as:

On[dB] = Ky —Kalog((1-n)R) (3.6)

From [3.4) and[(3]6), we have:
Br[dB] = B, — Kolog(1— é(ATJré)) 3.7)

wheref, is the received signal at the serving cell border. We seebthdépends on the packet trans-
mission delay via the serving network, the handover delayeaarget access network, the terminal
velocity estimate and the cell radius estimate. In fact i loss factoK, and the cell radiu® can

be estimated based on the received signal strength mea=ise{d6, 97]. The terminal velocity is
also an estimated value [88—91]. The handover dAlRyo a specific target access network is a given
well-known value. The terminal can also estimate the padkéty d based on the Round Trip Time
(RTT) value. Accordingly, the handover threshd@g can be adaptively determined by the terminal
itself. The handover threshold formula(3.7) remains vdidany couple of access technologies.

Now, we consider a fix handover threshéfd From [3.3), packet loss happensA&T +d—T,) > 0
whereT, will be determined in function 08;,. From [3.2) and[{316), the relation betwegrandg;; is
as follows: Tv

\%

6, = 6, — Kolog(1— F) (3.8)

If the CN sends packets at a constant ratthe number of lost packets is
NL= (AT +d—Ty)r (3.9)

By substitutingT, computed from[(318) antAT + &) computed from[(3]7) if(3]9), the number of lost
packets due to a fixed handover threshold can be expressed as:

806 S\ Rr
NL= (10 e —10 % >7 (3.10)
where®;) is the adaptive handover threshold. We observe tigit4f 67, packet losses will occuNL >

0). If we set a great value fd, the handover from WLAN to UMTS/WIMAX will be triggered too
early that the user could not benefit from the advantageseaffiey WLAN. In the handover between
UMTS and WIMAX, a great value o8, means a great overlap between two inter-system cells. This
implies a significant reduction of the radio coverage andnarease of the network deployment cost
for operators. Conversely, a too small valuejfwill lead to important packet losses. Figlrel3.5
illustrates the number of lost packets in function of terahivelocity v for different choices 06}. The
results are obtained in the case of the handover from WLAN MT8/WIMAX with the following
setting parameterf}yjan = 200m, r = 100packetgs, (AT + dwian) = 2s andK, = 40. We see that the
number of lost packets grows very fast with the increasee¥#étocity. The result shows the advantage
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Figure 3.5: Packet loss due to a fixed handover threshold

of having an adaptive handover threshold to avoid packeekduring handover.

3.3.3.4 Network selection decision algorithm

After identifying the appropriate handover instant, thetretep of the process is the network selec-
tion decision-making. We specify a network selection theafgrms in two phases: pre-selection and
utility-based decision-making. In the pre-selection ghamdesirable access networks will be elimi-
nated from the candidate list. First, the elimination ines access technologies whose corresponding
radio interface is turned-off according to the interfacenagement policies. These access networks are
discovered right before taking the decision to turn offticerresponding interface. Secondly, the ANIs
belonging to the black list established in the experienpesiory are filtered out. The pre-selection
phase can also eliminate access networks that do not suppaervices required by the user.

After the pre-selection phase, our solution evaluates titigydor each remaining candidate access
network, taking into account the user preferences configura The network selection criteria that
are used in the utility-based evaluation are cojtgower consumption gairg€), maximum achiev-
able data rater}, access network loag) and link quality §). For each running application class
and each situation profile, the preference weights for aikiered criteria is deduced from the con-
figured priority preferences. For example, if the prioriteference vector ip = [3,0,2,1,1] (that
is, c=high, ge=ignored r =medium p=low, S=low), the associated preference weight vector becomes
a = [0.43,0,0.29,0.14,0.14]. Based on the utility value, the selected access netwotheidhe that
leads to the highest utility. The aggregate utility of anesmscnetwork is in fact computed by:

M
U6) = 10" (3.11)
=

whereM is the number of considered criteria aqds the value of criteriorj in vectorx; = [c,ger,p, S.

w; is the preference weight of criterioncorresponding to the current user situation and current run
ning application classu; is the elementary utility of criterion which takes form of a sigmoid shape
proposed im 2.4.211. The details on the choice of this nlidépve aggregate utility function are ex-
plained in Chaptdrl2. In the above utility evaluation, if taccess networks provides the same highest
utility, each individual criterion, ordered from the higitéo the lowest priority, is solely compared.
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Two different access networks could not have all identiteracteristics. Consequently, a selection
decision is made as soon as a different utility is found foadigular criterion.

3.3.4 Handover execution

As the converged core network will be purely IP-based, weatte MIP mechanism [18,19,26-28]
to maintain transparent network connectivity for mobilensson the move between different IP sub-
networks. In fact, when a user roams into a foreign netwaskeirminal will acquire a new temporary
address, calleld CdA. This address can be either obtaineahvaéauto-configuration mechanism or be
the address of the foreign network gateway, known as FA. diradr is known as co-located CoA and
the latter is known as FA-CoA. To accommodate the user roguwithin IPv6 networks, a terminal
can configure itself a new CoA without requiring an FA. Thentigral then registers its CoA with its
CN and its HA located in its home domain so that the packetsndekfor the user can be delivered to
its current attached network.

oo MOBIKE
L 1] WLANWIMAXAN  |pg FA CoA MIPv4|
: 0 - WAC/| . :
i e ASN p— i
! ): """"""""" 2 | cw - :
S T 00 s e — FA | ] L
WL ANAWIMAX AN HA

| GERANIUTRAN /6 SGSN |cncp| GGSN | _gie

Figure 3.6: FA-CoA based mobility management solution
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Figure 3.7: Co-located CoA based mobility management isolut

In order to enhance the mobility management, we use, whesilpes multiple CoA registration
solutions for the handover execution [106—108]. Concdlgtuae MIPv4/MIPv6 standard does not
allow a terminal to register multiple CoAs bound to a singtame address. A new identification
called the Binding Unique Identification (BID) is used to @date with each binding cache entry to
accommodate multiple binding registrations.

When the User Equipmenf(WE) is powered on, it searches éomthilable RAN and retrieves an as-
sociated CoA for each radio interface. The UE registers eaith CoAs with the HA. Conventionally
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the CoA associated to the 3GPP radio interface is set to pri@aA. During the idle communication
mode, only the primary 3GPP binding cache is updated whetJthehanges its network domain.
Therefore, the HA will use the primary 3GPP CoA to page the WEase of an incoming call. When
the access and core networks are IPv4-based and an FA idyaliteployed in the gateway of a par-
ticular access network, we suggest using the FA-CoA MIPtism (as depicted in Figulfe_3.6). If
a specific access gateway does not include the FA functimsalthe co-located CoA MIPv4 solution

is employed as illustrated in Figure B.7. Finally, the MIRv#l be used if the access and the core
networks are IPv6.

The main idea of the multiple interface handover execusdhat a UE establishes a new connection
with the target access network via its new target radio fiater while maintaining the communication
with its serving interface. The authentication with they&raccess network can be achieved through a
universal pre-paid SIM card. After the handover is completiee old interface remains active for a pe-
riod of time to receive in-flight packets on the old data patid finally switches to standby state. There
exist two simultaneous communications via two differemlioanterfaces during a short handover ex-
ecution period. One may note that another handover execsitioeme like SIP-based handover [109]
can be used in place of MIP-based handover without affeaungproposed interface management
and network selection solution. In any case, we only neechtwkthe handover execution delay to
determine the appropriate handover threshold to achiesmlses handovers and reduce power con-
sumption.
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Figure 3.8: Handover procedure from 3GPP RAN to WLAN/WIMAXRR

3.3.4.1 Handover from 3GPP RAN to WLAN/WIMAX

When the UE is communicating via 3GPP Radio Access NetvioANJRand the target access net-
work, according to the network selection, is WLAN/WiIMAX, ghvertical handover from 3GPP to
WLAN/WIMAX is triggered. First, the UE sets up the connectiand authenticates with the target
network. The foreign network authenticates the UE by exgimanthe information with the H-AAA
server. Afterwards, the UE acquires the corresponding Quihsends a MIP registration with a pri-
mary WLAN/WiIMAX CoA option to the HA and its CN. Once the MIPgistration reaches the HA
and its CN, these latter set the new WLAN/WIMAX CoA as prim&@ygA, return the MIP registration
reply and use the new CoA path to forward or send data to theAfi&r. the handover is complete, the
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cellular interface remains active for a period of time toefiee the in-flight packets from the old path
and finally switches to standby state.

WLAN/WIMAX | WAC/ASN GW| | cellular GGSN H-AAA CN/
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Figure 3.9: Handover procedure from WLAN/WiMAX RAN to 3GPRAR

3.3.4.2 Handover from WLAN/WIMAX to 3GPP RAN

When the UE is communicating via WLAN/WIMAX, the cellularterface is in standby state and
the 3GPP CoA in the HA and the CN are still maintained. If thgoagtion between the UE and the
GGSN, known as PDP context, is not timer-expired, the UE oelgds to send the MIP registration
to the HA and its CN to execute the handover. If the PDP corigealready released, the UE needs
to reactivate the PDP context to establish the authergicatiith the 3GPP network. The in-flight
packets destined for the UE via the old path are receivedragds the UE is still covered by the old
WLAN/WiIMAX access network.

3.4 Performance evaluation

In this section we present the simulation results to higtlige benefits of the proposed network se-
lection and power-saving interface management solutidfesshow the advantages of the application-
aware and situation-aware user preferences configuraioally, we evaluate the power consumption
efficiency of the power-saving interface management angder-aware network selection strategy.

We consider simulation scenarios in which a user holds aiteirequipped with 3 radio interfaces:
UMTS/HSPA, WiFi and WIMAX. At each instant the user is abletmose from three available access
networks: UMTS, WiFi and WIMAX and then to perform terminantrolled vertical handover to the
selected access network. The selection is based on fiveaiseledteria mentioned previously. They
are cost, power consumption gain, maximum achievable @da network load and signal quality
(SINR for WiFi/WIMAX and energy per bit to noise power spedtdensity ratiokp/N, for UMTS).
The values of signal quality, network load and achievabta date for each available access network
are randomly generated every several dozens of secondsefeery 100 seconds for UMTS, every 75
seconds for WIMAX and every 50 seconds for WiFi). The achiwalata rate is generated in such a
way that it is correlated to the signal quality value. Thet¢bsth cost per minute and cost per data
volume) for UMTS access network is fixed during each simaotatvhile the cost values of WiFi and
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WiIMAX are also randomly generated. The value range of selectiteria are given in Tab[e3.2. The
setting parameters for each elementary utility are giveraine[3.3.

\ | UMTS | WiFi | WIMAX |
cost 20-70 | 0-35 5-50
e(W) in active state 1.2 4.5 3.5
e(W) in standby state 0.005 0.06 0.03
Data rater (Kbps | 0—1000| 0—1500| 0— 2000
S(dB) 1-12 1-25 1-25

Table 3.2: Simulation parameters

Criterion Xo Xg Xm 14

c 5 70 35 2
ge(J/Mb) 0 30 4 2
r(Kbps 100 3000 600 3

p 0 1 0.5 2

S= SINRdB) 5 25 15 3
S=Ep/No(dB) 2 12 6 3

Table 3.3: Setting parameters for elementary utility forms

The energy consumption rate values of UMTS and WiFi inteaare the averaged values taken
from the range presented in [93, 94] as well as in the offghel products’ specification. The energy
consumption rates of WiMAX interface are chosen followihg fact that they are greater than those
of UMTS interface and not much less than those of WiFi integfal he range of link quality value for
UMTS (Ep/No) is taken from [104], and that of WiFi and WIMAX is extracteabifn [110,111]. The
cost parameter represents both cost per minute and costfgevalume. A relative cost value is used
rather than a precise unit.

In the simulation, we assume that the probability of erraraidio transmission is zero. The achiev-
able throughput while connecting to a particular accessarétcan be modeled ag(1— p;) wherer;
is the maximum achievable data rate @and the load of access netwairkefore the user connects to it.
The achievable throughput is an unknown parameter at thartel side during the selection-making
process.

3.4.1 Application-aware network selection

In the first simulation, we show the need and the advantagedh$y an application-aware user
preferences configuration. We consider two different pesfee weight vectorsp; = [1,1,2,3,3]
andp; = [3,1,3,1,1]. Recall that the preference vector here is expressed irstefmriority (high,
medium, low or ignored) and the vector elements corresporfivé considered criterigc,ger,p, 9
respectively. Configuratiop; sets high preferences for QoS-related criteria while condion p,
emphasizes preferences on cost and achievable data tateacrPreferences configuratigm can be
adopted for streaming users who want to achieve a seamtessnitg by selecting high QoS access
networks rather low-cost ones. On the contrgry,s suitable for users who run non-real time data
services (e.g., data downloading). These users prefetectdew cost or high speed access networks
and they are willing to suffer from some moments of discarnitin



68 Chapter 3. Terminal-controlled Mobility Management @work

We consider a mobile user who runs a streaming applicatidnsomobile device. Assume that the
streaming application duration is 1500 seconds and duhisgiine, the user is crossing different access
networks (UMTS/HSPA, WiFi or WiMAX). During the streamingssion, we monitor the application’s
buffer size. The buffer evolution is simulated by:

{b[O] = 10Rpjay

_ (3.12)
bit] = max(0, min(10Rpay, (b[t — 1] +tp[t] — Rpiay)))

whereRpiay is the playback rate of the streaming application anBpkg is the maximum memory
size allocated to the buffer (i.e., 10 seconds of video plglyi At the beginning of the simulation,
the buffer is assumed to be filled. When the simulation stdresuser moves and his terminal selects
automatically the appropriate access network. The bufféitléd at the current throughput ratplt]
every sample time. When the buffer runs out of content, tleasting application is interrupted.

We observe the interruption time length during the stregnsession for two network selection
strategies. The percent of interruption time during theastring session according to different play-
back rates are presented in Figure B.10. We see that thaujptien time of strategy, is much shorter
than that of strategy,. In fact, the strategy, promotes low cost WiFi and WiMAX access networks
which perhaps cannot guarantee the QoS required by strgaapiplications. In the same network
coverage, strategg, selects high cost cellular access networks if they assug9Qpport and if there
is no low cost WiFi/WIMAX access network assuring that gyalin the two cases, the buffer outage
is explained by the fact that none of available access n&sagatisfies the requirements of the user’s
application. In spite of the trade-off between QoS and pracational user prefers to pay higher price
for a good quality streaming service rather than to pay lgwere for poor quality streaming. The
configurationp; is more suitable thap, for users using streaming applications.
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Figure 3.10: Application-aware user prefer- Figure 3.11: Application-aware user prefer-
ences for streaming services ences for data downloading services

In the same network coverage scenario, we assume now thasé¢inéaunches a data downloading
application. We observe the cost that the user pays for ediihd¥idownloaded data. The averaged
cost per data volume for selection stratqgyand p, are presented in Figufe 3]11. The results are
obtained for different values of UMTS cost criterion (the WBlcost is unchanged during each simu-
lation). In this case, strategy is more cost-effective than strategy. The gain of downloading speed
is very small compared to the cost to pay. Consequently,péars that preferences configuration
is more suitable for non real time applications than The simulation results confirm effectively a
need of having an application-aware network selection &b beit the diversity of QoS requirements
of application classes.
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3.4.2 Situation-aware network selection

Generally, if the user is at home, he does not need to care pbaer-saving. If he is in his office,
he should select his secured enterprise networks for ctwmityec Also, high-speed users should not
select small-cell-size access networks such as micre-geliFi cells since their terminal will quickly
handover to another access network. Such strategies aedsituation-aware network selections.

We consider two different situation profiles: at home andatdiome. In the home environment,
most of the time, the home WiFi networks provide a good Qo$erpand importantly a low-cost
broadband access. Two user preferences configuratpns: [3,0,1,2,3] and p, = [2,2,1,2,3] are
considered. In the first configuration, the user does notatawat power-saving issues and he sets high
priority preferences for the cost and QoS-related critetiduitively, this preferences configuration
is suitable for the at-home situation. In the second cordigom, the power consumption criteria
are taken into account in network selection and the costtitose medium priority. As we aim to
investigate the performance of streaming applicationsis simulation, the QoS-related criteria in
both configurations are intentionally set to high priority.

...% .. user preferences p1

—g— user preferences P,

interruption time length (%)
N

150 200 250 300 350 400 450
playback rate (Kbps)

Figure 3.12: Streaming application performance in at-haetevork situation

First, we simulate a user who runs a streaming applicatidrisinome environment. The ratios of
the interruption time length to the streaming session daurdbr the two considered user preferences
configurations are presented in Figlire 8.12. The intewngime of preferences configuratiqn is
much higher than that ;. The streaming quality of preferencpsis almost seamless. In fact, the
network selection with preferences results in selecting most of time the home WiFi access nétwor
Some small breaks occur when the playback rate is high shesimulated data rate of WiFi can
be below the playback rate and no other access network aétezrlQoS. In the case of preferences
strategyp,, when the quality of the WiFi access is slightly degraded, ttMTS or WiIMAX access
networks will be selected instead. However, the quality dfiviccess network may be still better than
UMTS or WIMAX access networks. The power consumption gaiubfTS and WiMAX interfaces
contributes a significant factor in the aggregate utilitalaation, which leads to such a decision. That
explains the difference between the outages of the stregamithe two network selection strategies.
Consequently, the preference configuration should talkeantount the user situation to fulfill the
user’s requirement.

Second, we investigate the use of the preference confignsgbh and p, when the user is not in
his home environment (not at home situation). The user riasame streaming application. The
ratio of the interruption time length to the total simulatiduration is monitored and presented in
Figure[3.IB. The preferences stratgmyyields better results in terms of streaming quality. In fact
the network selection using preferengaspromotes low cost access networks (like free public WiFi)
which sometimes do not have good enough QoS support. Agenekes strategp, does not focus on
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Figure 3.13: Streaming application performance in ndiaatie network situation

the cost factor, such low cost access networks will not kecsedl. The result confirms that preferences
strategyp; which is suitable for the home situation does not performl imeghe not-at-home situation.
Therefore, a preferences configuration specified for aquéati situation will not be appropriate for
use in another situation profile. The user preferences agafign should be situation profile-aware.

We have shown the need of an application-aware and situati@ne preferences configuration. The
user preferences plays indeed an important weight in tleetseh decision. In the same network cov-
erage, two different preferences configurations lead tadifferent selection results. An adequate user
preferences configuration thus becomes an important stégeinetwork selection design in hetero-
geneous network environments. However, the user prefesesn@ user-specific as its name indicates.
There is no optimal preference setting. The preferencagethould provide different modes, one for
novice users with default setting parameters and one faréxgho can tune properly the parameters.

3.4.3 Power consumption efficiency

In this section, we evaluate the power-aware preferencafigcwation offered by the proposed net-
work selection scheme and the efficiency of the proposed psaeng interface management policy.
We consider a business man who takes a two-hour journey bale.h During this long journey,
he takes a train, gets on a bus, stops at a shopping mall anduii&s to home. He runs a real
time application (e.g., voice conversation and streamidga) on his terminal most of the time and
wants to optimize the use of the terminal’s battery in ordebe always-on until arriving home. The
user therefore sets the highest priority preference foptiveer consumption gain criterion from the
network selection’s GUI. The power-aware preferences gardtion isp = [1,3,1,2,1]. We will
compare this power-aware preferences configuration witbrepower-aware preferences configura-
tion p =[2,0,1,2,1]. The user preferences configuratiprand p’ are kept unchanged during the
simulation.

We consider the three following strategies: non-powerrawmatwork selection (NSyithoutPower-
Saving Interface Management (PSIM), power-aware Wthout PSIM, and power-aware N&ith
PSIM. The terminal’s lifetime in function of the remainingtbery capacity for these three cases is
depicted in Figure€3.14. The device’s lifetime is computexhf the beginning of the simulation until
the instant when the device runs out of battery. The reshligvghat the power-aware preferences
strategies (two upper curves of Figlre 3.14) make it posdiblelongate the device’s lifetime sig-
nificantly compared to the non-power-aware configuratitwe ottom curve). In fact, between two
alternatives with approximately the same quality, the pesweare strategy prefers the access network
that has lower energy consumption gain.
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Figure 3.14: Portable device’s lifetime vs. re- Figure 3.15: Portable device’s lifetime fpgf =
maining battery capacity [3,2,1,1,1] andpy = [3,1,1,1,1]

When the power-saving interface management policy ruleessribed in Sectidn 3.3.2 are imple-
mented, the device’s lifetime is clearly extended. FronuFe{3.14, the network selection combined
with PSIM (the asterisk curve) allows the user to remain eoted until reaching his home with a
smaller battery capacity usag®V h) compared to the network selection without PSIM4W h) (the
stared curve). In fact, the proposed interface managemeneipts users from selecting high power-
consumption interfaces if the remaining battery lifetinezdmes low. These interfaces will be pow-
ered off to elongate the device’s lifetime. Also, the WiFdaNiMAX interfaces are powered off if the
mobile terminal’s velocity matches the pre-defined turrifighresholds (see Rule 4 in Section 313.2).

In order to confirm the advantage of the proposed PSIM, wewdrebme simulations with random
user preferences configurations. For each preferenceguomation, we analyze the power efficiency
of the NS combined with PSIM (NS+PSIM) and the NS without PSN w/o PSIM). The results are
presented in Figule_3.]5 for two preferences configuratmns [3,2,1,1,1] andp, = [3,1,1,1,1]. It
is clear that the NS combined with PSIM can reduce the wdgtefuer consumption and thus elongate
the device’s lifetime.

Furthermore, the PSIM can also reduce significantly theggnewnsumed during the idle communi-
cation mode. If we keep all three radio interfaces in starsthte, the total consumed power due to the
RF communication i®gie = T(€35,s+ €2+ €8 ) wheret is the idle time duration anef®is the en-
ergy consumption rate of interfacen standby state. If our interface management is used, tikéahd
WIMAX interfaces are powered off. We can therefore minimide= t(e?, +€b ). The amount
of saved energyAP is noticeable since the idle communication duration is ralyrgreater than the
active one and the energy consumption rate in standby dtstéFband WiMAX is considerable. For
example, ift = 5h, AP = 0.45W h(e?, = 0.06W andell = 0.03W), the amount of saved energy
is significant compared to the total battery capacity of radrportable devices (e.g., around 6.66Wh
for Lithium-ion battery 1800mAh/3.7V). In short, the pragsml power-saving interface management

provides an efficient solution to optimize the power constiompand elongate the device’s lifetime.

3.5 Summary

Existing mobility management solutions in heterogenea@iw/orks require more improvements be-
fore they can be successfully deployed. The main challesges related to the business relationship
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between access network operators and also the capitatimesin network infrastructure modifica-
tion. Accordingly, in this chapter we proposed a fully temadicontrolled mobility solution across het-
erogeneous networks without architectural changes inor&teperators’ infrastructure. We described
a user-centric approach for vertical handover managenvéaproposed in this work the user-centric
network selection, the power-saving interface managereditthe adaptive handover initiation algo-
rithm at the terminal to support seamless terminal-iretlaand terminal-controlled vertical handover.
The proposed access network selection is situation prodised and application-aware (context-aware)
to suit different communication contexts. It enables teats to select the most suitable access net-
work according to various access network characterisfidsltiple wireless interfaces of a terminal
device are handled in both idle and active communicationeaadd optimize the power consumption.
Interface management also serves as a complement to therketelection scheme by turning off
inappropriate interfaces according to the terminal v&jyoand the remaining battery lifetime. The
interface management solution optimizes the power consampf battery-limited portable devices.
We also address an adaptive handover initiation schemesitst #se service continuity. The solution is
realistic and not much complex to implement in current mebivices and networks.

In this chapter, we have shown that a seamless handover oy d0ose coupling interworking
can be possible thanks to the help of adaptive handoveatioiti threshold. However, the handover
management is based on the fact that the terminal has neutéigio interfaces and the cell overlap is
enough large. In the next Chapiér 4, we address a termimaletied solution to seamless handover
(for streaming users) in the case where the terminal is gedipvith a single SDR interface as well as
in the case where the cell overlap is not enough large to sugm® above multi-interface handover.
Regarding the minimum required cell overlap condition feammless handover of an SDR-enabled
terminal, a thorough analysis is given in Chapier 6.



Chapter 4

Handover Prediction-Assisted Seamless
Media Streaming

[...the wireless communications environment is not rgachinducive to streaming video. On one hand,
high-quality streaming video is no easy task. It involvesloading, decoding and playing video and

audio simultaneously, and with no or very limited re-buffgrtaking place. On the other hand, the

wireless environment is fraught with challenges like ifesnce, multipath fading, bit stream errors

and mobile terminal devices that are moving targets, dgrimand out of areas that may have different
transmission speeds as well as other characteristics....]

extracted from "Bringing Streaming Video to Wireless HagldiDevices" [112]

Among the challenges mentioned above, handover of mobéesus one of the important aspects
that we address in this chapter. In one-way streaming meapéications, the pre-buffering at the
terminal-side is a well-known technique to overcome thertsige of media contents in the client’s
buffer. However, due to the limited memory at the termindkesand the impairments of wireless
channel, the media content in the buffer suffers from drafftictuations. In this chapter, we ad-
dress a terminal-controlled adaptive pre-buffering pobased on handover prediction to support the
high-quality seamless media streaming to mobile users. haheover prediction will be thoroughly
analyzed.

4.1 Introduction

The increasing availability of wireless broadband netwdnks accelerated the widespread use of
multimedia services. Wireless technologies have beerviegptowards high data rates and high QoS
support to ensure high-quality video streaming and videal®@mand services. The capabilities of
portable devices continue to proliferate to accommodatedumobile multimedia services. However,
ensuring seamless streaming over heterogeneous wirelesssanetworks for mobile users remains a
challenging task.

When one decides to bring video streaming applications tbilmadevices, a set of challenges ap-
pears. One of them is the limited memory of portable devites streaming application, the media
content at the client is stored in a buffer. Basically, sudiuffer is an area of memory used for tem-
porary storage of data when a program or hardware devicesragedninterrupted flow of information.
Buffers are typically created in Random Access Membry (RAMper than on the hard disk, as fetch-
ing data from RAM is faster than retrieving it from the plattechnology used in conventional hard
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drives [113, 114]. Hereinafter, the term "memory" is redelito as RAM. The good-quality seamless
streaming service requires maintaining terminal-sidéeowdf proper size with media contents to en-
sure the continuity of the multimedia session. Without Udseelmffer, one would either have to wait for
the entire video to load to the local machine before playamgsndure playback with breaks and jumps
in the data stream. In order to smooth the streaming playlsacke may suggest configuring the buffer
size to be very large. The problem is, the bigger the buffer,léss system RAM available for other
tasks. More particularly, today’s portable devices aredasingly multi-purpose and equipped with
multiple peripheral devices like camera, music playert.their RAM memory is limited. Hence, the
efficient utilization of the RAM memory in portable devicdwsild be carefully considered, especially
while managing the streaming buffer.

The buffer size affects the amount of startup latency bexauwdient usually does not start playing a
stream until the buffer is full. The conventional startugetecy of 5 seconds is still frustrating for users
so that several enhancements, called advanced fast stegtyécently been proposed in new released
media streaming clients to reduce such a delay [115]. The mdaa is to start rendering content
when media player receives a minimum amount of data. At threedane, the data are streamed at an
accelerated rate, a rate that is faster than the encodeatéitfrthe content, until the buffer is full. This
provides an instant-on, always-on streaming experiencsfbgtively eliminating buffering time.

Another well-known issue for streaming over wireless emwmmnent is the wireless network resource
fluctuation which induces packet losses, delay, jitter ameks during the video streaming. Besides
variations of the wireless channel quality, the interroiptduring the handover process is also one of
important sources of discontinuity. While the former issa@ be resolved by intelligent streaming
with the content adaptation [115], the later has not beeficgeritly addressed in the literature. It
represents the main target of this chapter.

The future 4G networks will provide users with facilitiesrtmve across different networks as men-
tioned in previous chapters. Basically, when an MN roamsftreign network, it suffers a blackout
period caused by handover. For the intra-system mobilitwéen twd WLAN APs for instance, the
MN can communicate with only one AP at a time. Thus, it canobhimunicate with a new target AP
before stopping the communication with the old one. In fde,MN must carry out the measurement,
selection, authentication and association processesthdtharget AP. It also spends time on config-
uring a new CoA and then registering its CoA with its HA andG§. The overall handover process
induces a latency which causes packet losses and therelynstig breaks. The same issue will hap-
pen if the MN uses an SDR-based reconfigurable interface[§&5for the vertical handover between
two different wireless access systems.

Even if the MN is equipped with multiple radio interfaces &alize asoft inter-system handover
(i.e., two communications at a time: one with the old accesterand one with the new access node
during the handover execution), handover interruption stdlyoccur. If the cell overlap region is
small, the MN may move out of the old radio coverage beforehdmedover procedure is completed.
The communication is therefore interrupted, which imptles shortage of the streaming buffer.

In this chapter, we propose a terminal-controlled predsuffy adjustment policy, running at the
terminal to maintain the appropriate amount of media cdrnitetine buffer. The main idea is to stream
data at accelerated rates when necessary to fill the buffenei@nt the content shortage after taking
through bad wireless channel experiences or prior to hardexecutions. To do so, we propose a
practical handover prediction which assists the pre-bufflemanagement.

4.2 Related work

In recent years, many techniques have been proposed tosadtieenetwork resource fluctuation
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for the multimedia streaming over fluctuating bandwidth best-effort wireless networks. The source
coding community has proposed a scalable video bit stred#] ji such a way to enable the server to
adapt the video bit rate to the current available bandwi@ither adaptive media streaming solutions
that could adapt the stream quality with respect to vamatiof the transmission channel or the conges-
tion state were studied in [117,118]. In addition to the dualdaptation perspective, error-resilient
coding and channel coding techniques [119, 120] were aled tes mitigate packet losses and long
delay in data transmission.

In an MIP-enabled wireless environment, different improeats were introduced to reduce the
handover latency and packet loss caused by MIP handoverdhé fast MIP [28], the hierarchical
MIP [27] and the smooth handover scheme [121]. Yet, the pgdoks is still present due to the small
cell overlap region or due to the ineligible handover layewbich may be up to few seconds. Although
the pre-buffering techniques have been already used teaver the possible shortage of media buffer,
few studies address the seamless streaming considerimdadi@ut of handover. As the media buffer
size is limited, the pre-buffering operation should be d#ely handled. The inaccurate pre-buffering
decision can lead to the shortage of the media buffer. As taepffering at an accelerated speed
implies the additional load on the server side as well as enntineless link, it should be properly
triggered when needed and when suitable. An accurate hangmdiction combined with an accurate
available bandwidth is thus crucial to determine the sietabe-buffering initiation instant.

The available bandwidth estimation is an active area ofarebein its own right [122—-125]. Usu-
ally, the available bandwidth estimation is based on theofiggobing techniques, i.e., observing the
behavior of the probe packets exchanged between the semwéha client. The end-to-end available
bandwidth corresponds to the available bandwidth of theless radio link since the radio link usu-
ally acts as a bottleneck for data transmission. If the s@sveooperative for the available bandwidth
measurement (i.e., sending probe packets to the cliect)niguePathload[122] or Pathchirp[123]
can be used. In facBathloadandPathchir puse the time dispersion at the client of the received probe
packets through a bottleneck radio link to deduce the adailbandwidth. Otherwise, the technique
Spruce]125], which consists of forcing an uncooperative servesetod the probe packets to the client,
can be employed. These techniques give satisfactory sethdirefore we suppose that this information
will be given by any of these methods. However, we will focustioe handover prediction aspect in
the following.

In the literature, most of the handover prediction can baesell by estimating the current posi-
tion or matching the usual movement patterns of mobile us&mdynamic Gauss-Markov or hidden
Markov model applied to historical and current movementrmfation has been used to predict the
user’s location or user’s speed [126] [127]. Such inforprais coupled with the knowledge of access
network deployment maps to predict imminent handoverso Alse handover prediction based on tra-
jectories followed in the recent past and movement habitsadfile users was introduced in [128] and
references therein. These solutions are not feasible lityreaance user mobility behaviors as well as
wireless network topologies change in an irregular mamsecordingly, maintaining such a database
of user movements and network topologies is very costly affidudt to implement in a large-scale
real network environment.

A more pragmatic handover prediction based on the RSS wéaitexpin [129—-132]. The expected
amount of time before a connection to be lost has been céclissing a linear prediction from two
consecutive averaged RSS values [129]. Such a linear piedis not accurate as the RSS values
are highly fluctuating due to fading and shadowing effectfie Tirst-order Grey Model (GM) has
been shown as an efficient solution to mitigate the noise i R8ues and to predict the future RSS
values, which makes it possible to help the handover decigiB0] [131]. Recently, the GM has
been used to predict handover probability regions (low, iomador high) for an adaptive buffering
to avoid the streaming interruption during handover in WLA&tworks [132]. However, the given
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buffering scheme does not take into account the achievalbéerdte of current streaming connections,
the network resource availability and the handover latentiiis solution does not show how the
terminal can achieve the required pre-buffering data toamrae the handover interruption. It only
informs about the necessity to pre-buffer. Besides, in][1834], an estimation of handover latency
and transient packet losses was exploited to calculatedéygtisie required buffer size. However, these
solutions did not determine the pre-buffering initiatiorstant and required a cooperation between
client and streaming server. Contrary to the existing gmis{ based on the handover prediction (i.e.,
remaining time before handover or remaining time before impwut of the serving cell) and the
available bandwidth, terminal devices will control the {jpdfering operation to ensure the seamless
streaming.

4.3 Client-side adaptive pre-buffering management

We focus on providing an efficient terminal-controlled jmgfering management scheme to prevent
from streaming interruptions during handover. The prodas®ution does not require any changes to
the network infrastructure as well as to the handover pragedWVe assume that the streaming buffer
at the terminal is already set to an appropriate size to aveidlork fluctuations as well as handover
blackouts. The buffer size may be fixed but the media contetita buffer is variable. To achieve the
seamless streaming, we focus on handling the amount of medtant in the buffer by managing the
pre-buffering operation. In fact, we force the media conterbe streamed at an accelerated speed to
fill the buffer at suitable instants. The pre-buffering solees managed and controlled by the terminal
itself without any additional cooperation with the streagngerver. No change is required at the server
side, which makes our approach feasible.

When the User Datagram Protodol (UDP) is used to carry matlimstreams, the average data rate
of UDP session should be equal to the playback Rutef the streaming application (i.e., encoded
bit rate) in normal network conditions. In order to fill theffam at an accelerated speed, the client
can adjust its current connection data rate if the servep@ip data rate negotiation. Otherwise, the
client needs to open = [AR/R;| (AR is the possible increased data rate which is constrainetidoy t
available bandwidth) supplementary connectionRato fill the buffer in time. Hereafter, we assume
that the server streams the data to the client at a steadyatatafR; for each UDP connection. As
opening new UDP connection to increase the streaming spilegewerate the additional load at the
access network side and also at the server side, it is poééeti@do it only when needed. We propose
a pre-buffering policy at the terminal as follows:

e Rule 1:If the data in the buffer is less than a pre-defined thresbfp]ld< bmin, open a supple-
mentary UDP connection to fill the buffer duriﬁ%bg] wherebmnaxis the maximum size of the
buffer, bjt] is the current amount of data in the buffer akifis the streaming speed of the addi-
tional connection. Usually, it is equal to the encoded hi# rae. AR= R;. In fact, the streaming
speed of the additional connection is constrained by theirmam available bandwidth at the
radio link Ryay that is(R + AR < Rnax). The thresholdy, can be determined as a minimum
amount of data necessary for rendering media stream. The b, can be set to 2 3
seconds of playing-out video. This condition may happentdube handover execution or the
wireless network resource fluctuation.

e Rule 2: If the available bandwidth is high (for exampRyax > 2R;) and the buffer is not full,
open a supplementary UDP connection to fill the buffer.
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e Rule 3: If the handover is predicted to be imminent and the bufferasfull, trigger the pre-
buffering operations. This is the main focus of this workoid streaming interruptions during
handover. The details according to different handoveraies are presented in the following.
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insta?t ingtant
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Figure 4.1: Horizontal and vertical handover model

To effectively manage the adaptive pre-buffering rule ptathe handover, the mobile terminal
should predict the handover indicators like remaining teéore handover and remaining time before
moving out of the serving cell. Next, this information wilelcoupled with the knowledge of the
handover blackout period and the available bandwidth oruhent link to make the suitable decision
about the pre-buffering. The blackout period will be the dw@rer latency in the case of horizontal
handover via the same radio interface (see Fifgurk 4.1). &dical handover using two different
radio interfaces, the blackout period is the differencevieen handover latency,, and time before
moving out of the serving cellymo (see Figuré_4]11). The handover latergy depends on target
access technologies. It corresponds to the delay for édtatyg the connection to a new access point
and updating MIP bindings. The handover latency estimate stadied in [133]. For the sake of
simplicity, a predefined well-known per-access technologgdover latency value is assumed.

4.3.1 WLAN horizontal handover

The horizontal handover between two WLAN APs using one ratierface is difficult to achieve
seamlessly. Similarly, the hard handover betweentwo Wile&Xs or the vertical handover between
two different technologies using an SDR-enabled devicaydwsuffers a blackout period during the
switching from the serving BS to the target BS. Recall thattitackout period in this case corresponds
to the handover latency,, = Tho. TO achieve a seamless streaming over such a handover, p@spro
a pre-buffering scheme as follows:

Step 1 - Calculate the time before handowathen the terminal receives a good RSS from a neigh-
boring AP, the remaining time before handovegy, is predicted for each new pair of measured RSS
values from serving and neighboring APs. The details of tlediption are presented in Section 414.2.

Step 2 -Calculate the required advance tiniée required advance time constralgg at instantr to
fill the buffer if the MN opens one supplementary connectibaroallowable data rat&R is computed

as:
(min{bmax, R tho} — b[T])
AR
whereTeon is the time required to establish the additional UDP conaecndb(t] is the amount of
data already in the buffer at instantThe increased data rate depends strongly on the availaht® b
width constraint, i.e.AR = min(Rmaxt] — Rr,R') whereRya{T1] is the maximum available bandwidth

Tad[T] = Teon+ (4.1)
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atinstant. It should be noted that the advance tilggwill not be changed every measurement sample
due to the large time-scales fluctuation of the availabledbédth. Also, if bnax < RiThe, the terminal
can allocate more memory for the media buffer Bgl = R Tho) if possible to avoid streaming breaks
during handover.

Step 3 - Pre-buffering triggering condition tuningthe advance timé@,q is a constraint for the
pre-buffering initiation decision. On one hand, in ordestmcessfully pre-buffer the required amount
of streaming contents, the pre-buffering operation shiveldriggered under the following condition
Tbho[M] > Tag[m]. On the other hand, the pre-buffering should not be trighiéoe early since the
user may change its movement direction and the handover wtagcour. If the terminal keeps its
movement pace (i.e., direction and velocity) afgo[m| drops below(Taq + AT) (whereAT is the
measurement interval), the next vallighs)m+ 1] is probably less than or equal ®g. A priori,
the triggering condition should satisfiyno[m] < Tag+ AT. To avoid the overestimation effect of the
handover prediction, we suggest adding a hysteresis matgithe upper bound triggering condition.
The choice ofy will be based on the confidence interval of the reliable mtedi handover instant (i.e.,
those predicted when the MN is close to the handover inst@ihg pre-buffering is triggered at instant
mif:

Tono[M] < Tag[M| +AT 4y (4.2)

The additional connection will endure until the buffer idfifled or until the handover occurs. One
may note that iffpno[M| < Tag[M|, Opening one supplementary connection is not enough thdibuffer
in time. In this case, we need a pre-buffering recovery ssegeacribed below.

Step 4. Pre-buffering recoverpuring the pre-buffering operation, a severe drop of thethafore
handover estimation values at instgnt m may occur. This may be due to an abrupt change of user
movement pace. Therefore, during the pre-buffering proeedve monitor the following condition:

Min{Bmax, Rr Tho} — b[j] > ARThho j] (4.3)

If (A3) occurs, it means that the time duration to fill thefbufs greater thafpno. If Tono[J] > Tcon
(i.e., the remaining time before handover is large enougkstablish a new connection), initiate new
supplementary UDP connections of streaming sg&®d The value ofAR' is:

R — Min{Bmax, RrTho} — (B[ j] +ARTeon)

A -
Toholj] — Teon

~AR (4.4)

In other words, the number of new supplementary UDP conmestio compensate the abrupt
change ofTypo during the pre-buffering procedure 16 = [ﬁl. Consequently, the total number of

R
additional connections becomgs+n').

4.3.2 Multi-interface vertical handover

In vertical handover using two different radio interfacd® terminal can use a target radio interface
to establish the connection with the target access netwdilewits communication is still on-going
via the serving radio interface. If the cell overlap is lagg®ugh and the handover instant is correctly
decided, the terminal will finalize its handover proceduigtiie new interface before moving out of
the old radio coverage. The session continuity is thus sesstyl maintained. When the cell overlap is
too small, the mobile terminal’s velocity is very high or bpeven if the terminal initiates a handover
as soon as it enters the overlap region, the blackout peiiibdatbe negligible. Note again that we do
not aim at modifying the existing vertical handover deaisabgorithm. Once the handover is initiated,
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we decide whether or not to trigger a pre-buffering. In féog, pre-buffering decision is based on the
estimate of the blackout period. That is:

Tbo[i] =Tho— (I —th)AT — Tbmo[i] for Vi>ty (4.5)

wherety, is the handover initiation instantpyme is the remaining time before moving-out of the serving
cell andtho — (i —th)AT is the remaining time before the handover completion. THhaildeof pre-
buffering scheme are as follows:

Step 1 - Calculate the time before moving-out of the serveily ¥/hen the vertical handover is
initiated, MN starts predictindy,mo Based on the RSS values from the serving BS, the MN predicts
the instant where the RSS drops belbyyqer, the received signal strength at the cell border. The
later is the minimum RSS value where the radio link can be.hélccordingly, the value offpmg is
predicted. The details df,mo prediction are presented in Section 414.3.

Step 2 - Pre-buffering triggering condition tuninBasically, the pre-buffering operation is triggered
if Tpolth] > %. It means that we need pre-buffering if the current buffereztia is not enough to
play out during the handover blackout. In order to take irtooant the prediction overestimation,
we suggest adding a hysteresis mangin the triggering condition like in the case of the horizdnta
handover. That is to say, (ftpo[th] +Y) > @, initiate the pre-buffering process with the required
accelerated data rafdR which is given by:

mMin{bmax Rr Twolth] } — bltn]
AR =
Tomolth] — Teon

(4.6)

The pre-buffering procedure can be successfully achivAR K (Rnaxth] — R-). The number of

supplementary connections is:

n— [%?1 < (Rm;rx[th]

These connections will endure until the handover occurb®@btiffer is fulfilled.

~1] (4.7)

Step 3 - Pre-buffering recoverylo overcome the uncertainties of the user movement pacegehan
we suggest monitoring the following condition during theqouffering operation at each instgnt t:

Min{Bmax, Rr Tho[j]} — b[j] > ARTomd|j] (4.8)

If (A.8)) occurs, new supplementary UDP connections of med streaming spe@dR are required
to be established Tpmdj] > Teon. IN addition ton supplementary connections, we need to initiate
n= (%1 new ones to boost the pre-buffering, where

AR — min{bmaX7 Rr_i_[;:]iﬂ]}___l(_g:] + nR'Tcon) —nR (4.9)

4.4 Handover prediction

The handover prediction plays a crucial role in the previopsoposed pre-buffering scheme. Two
important parameters are the time before handover andieebiefore moving-out of the serving cell.
To predict these two parameters, we employ the first-ordey Glodel GM(1,1) filter. In fact, the grey
prediction establishes a grey model extending from theip&mimation to the future one based on the
past and present known information (the measured RSS Yallies GM method is chosen because of
its efficiency and its low computational power [135].
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4.4.1 Overview of GM(1,1)

The main feature of GM(1,1) is to build up a first-order orayndifferential equation from discrete
sequence of measured RSS values. The RSS value at a didtfnooe an AP is computed using the
COST-231 model [136]F, [dB] = K1 — Kzlog(d) + X5 whereK; depends on transmission and reception
antenna gains, the antenna height, the center frequenahastgnal’'s wavelength, ar, represents
the path loss factorXy is an independently and identically distributed zero meatiamary Gaussian
random process modeling shadow fading.

Given a set of RSS from one visible AP at the termd&) = {X(@[1],X(@[2],...,XO[n]} where
X(0]i]is the RSS at discrete tinigthe accumulated generating sequence data= {X[1], X1 [2],... . XD[n]}
are computed aX (M [k = 5%, XO[i]. The first-order ordinary differential grey model is forratéd
as [137]:
dX WK
dk

where[a, b] are the parameters to be determined. By using the Least&Huar Methodja b" =
(BTB)~1BTY, where

+axXWM[k =b (4.10)

—05(XM[o+XM[1) 1

5 —05(XW[+XD2) 1

—0.5(x® [n—. 1]+ X3 n)) 1

andY, = [X@[2],X@[3],...,XO[n]]T. The filtered and predicted RS8?[K] values are therefore
given by:
b

XOk+1) = (xO[1) - -

J(1—ee ¥ for k>1 (4.11)

4.4.2 Time before handover prediction

The time before handover is a key indicator for an adaptiviiebing streaming to overcome the
blackout period during the horizontal or vertical handowsing one radio interface. For example, the
horizontal handover between two WLAN APs is initiated bagedhe RSS values. During the commu-
nication with the serving cell, the MN measures the RSS froth Berving and potential neighboring
cells. The handover will be triggered ¥+ &, < P, wherePs, P, are the filtered RSS values from
serving and neighboring cells respectively, @yds a hysteresis margin used to avoid handover ping-
pong effects. After the handover initiation, the commutic@amay be interrupted during the blackout
period as illustrated in Figufe4.1. If the handover trigggiinstant (or the remaining time before han-
dover) can be predicted, the pre-buffering mechanism caffbetively handled to achieve a seamless
streaming.

When the mobile terminal receives the good signal from ahimgng access node, it employs the
GM(1,1) filter to predict the future RSS from serving and ptitd neighboring access nodes. Let
us denotePs[i] and R,[i] the RSS values of serving and neighboring access nadesn(wherem
is the index of the last RSS measurement sample). While thédvar does not occur, compufe
andP,, the predicted RSS values Bf andP,. We predict the future handover instdnt- m where
Ps[K] 4 &n < Py[k]. Consequently, the time before handover is:

Toho = (K—m)AT (4.12)

whereAT is the RSS measurement sampling interval. In the case of th&N\Vfor instance, AT is
equal to the beacon broadcast period ofrhQ0
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The handover prediction accuracy depends on the numbetu#l&SS sampleSP[m— NJ,P[m—
N+1],...,P[m|} employed as inputs in the GM(1,1) filter. Usually, the inpetjsence data siz¢ is
rather small since only two parameters are needed to béfiddrin (4.10). However, due to the RSS
fluctuation, the longer the finite sequence data Sizéhe more regular the RSS predicted valBed\s
the predicted valueB[K] (k > m) are computed on the measured values until ingtarthe accuracy
of I3[k], hence the accuracy Ghno, is a decreasing function gk —m). The predicted value$pn,o
are obtained under the assumption that the future RSS @mwlbuld follow the fitting-curve[{4.711).
In other words, the terminal movement direction and its eigyoare assumed to be unchanged from
instant(m— N) to instantk. Consequently, we cannot predict the time before handegentuch in
advance.

RSS acquisition GM(1,1) filter Change detection Prediction result
Input Handover Prediction CUSUM RLS A Output
] ] kil k.l 7 Tono! Tong
P, [max(k, = M,m = N)],...,P,[m Pk]+ 3, < B,[k] Z + :F > T, = (k—m)AT | pho” “bmg.
P k,=M,m=N)],....P, p T,,, = ([ =m)AT
almax(, Pt A <Gy Average + threshold mo = (=)
T update k, alarm change at ka

Figure 4.2: Handover prediction scheme

It is interesting to have a rough idea about the valu@pgf beyond which a pre-buffering will be
triggered. From[{4]2), the handover instant is requirecetpiedicted at leadt,y seconds in advance.
From [4.1), if we replace the increased data speedRy- R;, we haveT,g < Teon+ Tho. CONnec-
tion establishment duratiolyo, is indeed equal to several Round-Trip-Time (RTT) for exdiag
signaling control messages between the client and thersdrve value ofTc, is around hundreds of
milliseconds. Handover blackoug, between two WLAN APs may be up to few seconds. Therefore,
our prediction scheme is required to be able to forecastdhddwver instant a few seconds in advance.

As mentioned earlier, the handover prediction accuracgiddg on the regularity of the RSS evolu-
tion. An abrupt change of the user’s movement directionuer’s velocity, or both may cause errors
in the handover prediction. The error due to a movement aharilljbe completely removed aftéd
measurement samples. In order to mitigate very soon the mmaviechange effect, we suggest using
a change detection mechanism in the handover predictie@neelfsee Figurie 4.2). The basic idea of
the change detection mechanism is to detect as soon aslpassilovement direction change, a brutal
velocity change or both in order to adjust the GM(1,1) filtgputs.

A change in the movement direction or in the velocity doesimadice an abrupt change in the RSS
evolution. In fact, the latter is a function of the distanetvieen the mobile user and the BS. Hence, it
is challenging to detect immediately such a change. As tHe $&guence does not contain any explicit
deterministic component, we cannot detect a change in tiseeR@ution which is subsequently caused
by a change in the movement pace. That explains why we empmlosirege detection after the GM(1,1)
filter application. The change detection mechanism obseiwe evolution of the predicted handover
instanty; = k which is a deterministic component. An abrupt fluctuatiory;afnplies a change in the
user movement pace.

The most successful algorithm of the sequential changetitmtas Page’s Cumulative Sufn (CUSUM)
[138]. We employ thé€ CUSUM Recursive Least Square (RLSY filtdhich combines adaptive filters
with the[CUSUM test as a change detector, to detect changée isequencyg;,. The[CUSUM RLS
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algorithm is described as follows:

~

& = AO1+(1-My (4.13)
& = %61 (4.14)
g = maxg ,+&—V,0) (4.15)
@ = maxg® ,—&—V,0) (4.16)

The formula [4.IB) yields the RLS estimate wharés referred to as a forgetting factor. A large
value of the forgetting factorA(= 0.9) is intensionally selected to reduce the estimation nolse
(@.13),¢ is the prediction error used as a distance measure for thgjexichange. The test statistic
gt (g?) sums up its input;, with the idea to trigger an alarm when the sum exceeds ahtbigth. If
the residuak; is a white noise sequence (no change occurs), the testistatib drift away similar
to arandom walk. A subtraction of a small dnftand a resetting to zero operation (orgdoecomes
negative) are used to prevent false alarms and to prevemigedietection delay after a change. Since
a change can result in an increase or a decrease of the haimuktesty;, we use two parallel testg
andg? for detecting the increase or decrease in its mean value.n\Wehange is detected at instant
ke =t (i.e.,gf > horg? > h), resetgl = 0, g2 = 0, andd; = y;.

The two design parameters of the CUSUM test are dréhd thresholdh. According to [138], drift
v is usually set to one half of the expected change0.5|6y, — 6, _1| whereas threshold depends on
the signal sequence characteristics and is usually detechtiy experience or by using a training set of
data [139]. In the literature, different methods for chogdi based on a false alarm probability and a
suitable delay for detecting a change (change detecti@yliefere proposed in [138] [140]. However,
the formulation is asymptotic and difficult to apply in priaet

The outputs of the change detection algorithm are the etiméthe handover instafit= [ét] (with
[X] denoting the nearest integengfand the change instakg. Accordingly, we hav8ppe= (k—m)AT.
At the beginning of the prediction schenig,is set to 0. Once a change is detected, a new vallg of
is thus updated and reported in the RSS input sequences.cliar@e is detected, the GM(1,1) filter
uses the lagi RSS values as inputs. Otherwise, recent RSS values agsbwidh a new movement
pace is used rather than &lllast RSS values. Once a change is detected at ink{astich change
probably occurs at instalk, — M) whereM is a change detection delay. In geneMlis less than one
half of input data sequence sigel < N/2).

The choice of input siz8l is a trade-off between the prediction regularity and thengeadetection
delay. IfN is large, the change detection delay is too long. Othervdasamall value ofN implies
significant fluctuations ofpne. As the radio signal strength is spatially correlated [141% preferable
to use the RSS sequence measured within a correlation eéstémurban environment, a correlation
distance of 2t is widely adopted [142]. Hence, the value Mfand M are determined from the
measurement interval and the supportable movement welocit

4.4.3 Time before moving out of the serving cell prediction

Contrary to the prediction ofyne, the prediction offpmeis based only on the RSS of serving access
nodePs[i]. The main idea is to forecast the future instamthen the user moves out of the serving cell
(hereafter the moving-out instant). At this instd?*g[]] becomes inferior t@porger (i-€., ISS[I] < Bporden)-

It is the signal strength threshold below which the commation could not be maintained.

The prediction scheme foFyme is also illustrated in Fig.[4]2. The prediction scheme ubes t
available data sequeng®[m— N],Psim—N+1],...,P[m]}. Similarly to theTyno prediction scheme
described above, in order to mitigate the effect due to meverchange, we use a CUSUM RLS filter
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to detect the movement change and to smooth the predicteshgrout instant. The change detection
mechanism monitors the evolution of the predicted moviagkustanty; = |. If a movement change is
detected ak,, the GM(1,1) filter input will be updated accordingly. Theoade of data sequence size
N and CUSUM design parameteit v) are identical to those used in thig,, prediction scheme. The
predicted moving-out instaifit= [6;] (8 is the filtered value of predicted moving-out instsitis used
to computelpyme

Tomo= (I — MAT (4.17)

wherem is the last measurement instant aii@ is the time length between two consecutive RSS
samples used in the prediction scheme.

4.5 Performance evaluation

The goal of this section is to validate and evaluate the &fferwess of the proposed handover pre-
diction scheme by investigating different user movemeenados. To this end, we focus only on
the proposed pre-buffering policy involving the handoweite 3 in Sectio 413) by assuming that the
buffer is not full before the handover.

We simulate a user movement between two neighboring APspéaestrian users with the maxi-
mum velocity of 2n/s and measurement interval of 18§ we specifyN = 100 (i.e., the RSS values
measured within a correlation distance oh80 After having examined different movement change
direction scenarios, we see that 15 andh = 2000 are a suitable choice for the change detection
design parameters. By doing so, a change is detected aftaxiamomm change detection delay of 40
samples. As a results, we 9dt= 40 throughout the simulations.
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Figure 4.3:Tppo prediction and pre-buffering management

First, the user moves from AP1 to AP2 without change of dioecand velocity. The RSS evolution
from the two APs and the predictéigl,, result according t@, = 0 are depicted in Figuie4.3. We
can observe that the prediction result is more fluctuatingmthe user is far away from the handover
instant and well coincided with real values (the r&ga}, values are deduced from the handover instant)
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when the user is close to the handover instant. The resulisstiat the proposed handover prediction
makes it possible to predict the handover more thagiri@dvance. We repeat this simulation many
times and observe the fluctuation B, at 136 and % before the handover instant. The confidence
interval [143] of Tyhe is computed as:

tho/20m

V'S

whereSis the number of simulation3, o is the mean oflyno Over Ssimulations anay, is its standard
deviation. In the above equatiofil — a) is the confidence level ang , is the percentage point
of Student’s distribution such th&(|t,| > tnq/2) = a. It means that we ar¢l — a)100% sure that
the predicted time before handover varies frdgyer = (Tbho— Gmf;g/z) t0 Tupper = (Tbho+ Gmt”“/z).
According to our simulation results, with the confidenceslef 90%, the confidence interval mho at

10s and 5 before handover (through 100 simulation repetitiong)l 357+ 0.33)s and(5.24+0.19)s
respectively.

P(|Toho— Tbho| < )=1—owheren=S-1 (4.18)

The results confirm the reliability of our predict&d,, and the overestimation tendency of the
predicted values compared to real values. The later is dtleet&M(1,1) filter nature and has been
well-known recorded in the literature [131] [132]. The rksshow the necessity of adding a hysteresis
yin the pre-buffering triggering condition (4.2) to avoicthnexpected fluctuation and overestimation.
In this casey of around 04s should be appropriate. We assume that= 1, = 2, R = 500KB/s,
Teon= 0.1s, y = 0.4s, the buffered media before the handover is maintained ar60KB andbax >
R tho- By applying the proposed buffering scheme, the evolutidh@media in the buffer is illustrated
in the bottom of Figur¢ 4]3. The results show that the stregndielivery is seamlessly achieved
throughout the handover interruption period.
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Figure 4.4:Tyme prediction and pre-buffering management

In the same simulation, we use now the RSS sequence from Ae4tttheTy o prediction scheme.
Assuming thabyorger = 10dB, the predictedymois shown in Figur€4l4 (i.e., the moving-out instant is
ty =1733). We observe that the prediciig,ois very close to the redhmoe With the confidence level of
90%, the confidence interval @fmoat 16 and 5 before the moving-out instant {£0.88+ 0.37)s and
(5.33+£0.17)s respectively. The results confirm the effectiveness andhbiéity of the Tyme prediction
scheme. They also stipulate the introduction of hystemsigginy in the pre-buffering triggering
condition. We assume thgt= 0.3s, T, = 3s, handover instarty, = 1717,R, = 500KB/s, Teon = 0.1s
and the buffered media before the handover is maintainathdr60B. By applying the proposed
pre-buffering scheme, the evolution of the buffered medisepresented in Figufe #.4. The result
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confirms the effectiveness of the proposed handover predieind the proposed re-buffering policy.
In the following, we will focus on thélp,, prediction scheme since the same results can be found in
the case of th@pne prediction scheme.

Secondly, the user follows the same trajectory describedeabut his velocity is varied. The change
of velocity influences slightly the regular evolution of tR&S sequence and thereby the predidigd
as illustrated in Figure4.5. We see a rapid decreaskgfaroundt = 400. It is due to an abrupt
increase of the terminal’s velocity. Otherwise, minor aesto the terminal’s velocity do not affect
the prediction ofTyne. The result shows that the prediction scheme performs weh & the case of
the velocity fluctuation and that it provides a reliaBlg, for the pre-buffering policy. The evolution
of the buffered media in Figute 4.5 is obtained with the saimelsition parameters as described in the
first simulation. We can conclude that our solution is rolagginst the velocity fluctuation.

Thirdly, we investigate the performance of our predictiammesne against the movement direc-
tion change. Two types of movement change can be distinggdisttom very-soon-handover to no-
handover situation and from no-handover to very-soon-bigdone. The former is not a critical
situation since the predicted handover, which does notrahee to the movement change, may induce
a pre-buffering operation but does not affect the perfoiceani the streaming application. On the
contrary, the latter is critical sinc§no drops from an infinity value to a small value right after the
movement change. We select this latter case to test our iangeediction scheme. Basically, the
handover prediction should be able to detect such a chartheawiacceptable delay to adjust thgo
and therefore to initiate correctly the pre-buffering @tm. In this simulation, a movement direction
change happens at instéart 1000 and the handover occurs at instaatl 150. The terminal’s velocity
v =1m/sis kept unchanged.

We compare our proposed prediction scheme with two otherswithout change detection mech-
anism and one with capability to detect immediately the muemst change. Such an immediate detec-

N
S

RSS from AP1

)

A .

£ 22y RSS from AP2| .

£ 20 —

5

@ 18}

Q

£

o 16}

%] -

o 14 - 1 1 1 1 1 1 1 1
350 400 450 500 550 600 650 700 750 800
oL

velocity [m/s]
[

500 550 600 650 700 750 800

w
a
o
N
o
o
N
a
o

z
2
5 40t ,
o
Q
S 20r 1
°
2
o 0 L L L L L L n
& 400 420 440 460 480 500 520 540 560
< 2000
P
©
£ 1500 1
o
[
T 1000 .
=
>
o y

500 — 1 —
400 450 500 550 600 650 700 750 800

time sample t
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Figure 4.6: Performance evaluation for movement direatizainge

tion is impossible in reality. The time before handover prgon results from the three above schemes
are presented in Figure #.6. We see that the proposed poedicheme yields a better result compared
to the two others. If a change detection is not used, the effGi, is significant and such an error can
be mitigated only afteN time samples. If a movement change is immediately detettedyredicted
valuesTpp right after the change instant fluctuates due to the smadlafizhe input RSS set used in
the GM(1,1) filter. We can see that the suitability of the puffering policy since the streaming is
seamlessly achieved. The results prove the rationalityiopmposed handover prediction scheme and
the efficiency of the proposed pre-buffering scheme.

Real streaming experiments implementing our proposeddwangrediction and streaming buffer-
ing policies have been tested in ourffafhe VideoLAN code has been modified to launch automati-
cally required supplementary connections with the seiwéobst the download of the media content.
The results show that the streaming is maintained seamylesdle a mobile terminal (laptop) is roam-
ing among the WiFi APs. This result is a part of my colleagweask and is not presented here.

4.6 Summary

In this chapter, we presented a handover prediction schesedbon the received signal strength
level using Grey-Model filter. We proposed to use the CUSUAligtics to detect the movement pace
changes inside the handover prediction. More preciseed@nly on the signal strength measure-
ment, we estimate the remaining time before handover ancethaining time before moving-out of
the serving cell. We have verified that our scheme is effict pragmatic to predict the handover.
The predicted information is crucial for the handover prapan management. We have specified a
terminal-controlled adaptive pre-buffering managemesihg the handover prediction results at the
terminal side. The solution aims at delivering seamlesaljtimedia services to mobile users during
both horizontal and vertical handovers. The solution igstomed for handovers using reconfigurable

1The experiment and test-bed were set up and realized by rfeagole Mehdi Nafa.
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interface terminals and multi-interface terminals. It slo®t require modifications to current network
infrastructures and the mobility management procedure. proposed pre-buffering policies serve as
a complement to the terminal-controlled mobility managenpgoposed in Chaptét 3 to offer mobile

users the seamless streaming without any break.

One more time, we explore how the terminal can assist usematmge and to enhance the service
quality and mobility performance. In the second part of thissis, we will explore the control of the
network side to improve the mobility management.






Part Il
Network-Controlled Approach

In the first part of this thesis, we explored the user-cofgtbimobility management approach over
heterogeneous wireless environments. Such approachdemusers with facilities to personalize and
customize their mobility services. However, the terminghtnot have the possibility or capability
to gather all information related to neighboring cells aslhas available resources of the surround-
ing access networks to effectively handle the mobility gameent. In any case, the control from the
network side is still primary from the operators’ perspeeti The concept of network-controlled han-
dovers, commonly used in cellular technologies, becomssngal for distributing radio resources
optimally and fairly, and for allowing each mobile user tdkéafull advantage of the multi-access
multi-technology capability.
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Chapter 5

Interworking Architecture Design

Interworking: The act of working in together; interweaving
Webster's Revised Unabridged Dictionary

In addition to the very loose-coupling architecture desatiin Chapter]3, we propose in this chap-
teri) an interworking architecture between UMTS and WIMAX syssermndii) an interworking and
roaming architecture between 3GPP and non-3GPP systengsarER1l functional entity. The integra-
tion of the Rl into the on-goin§ 3GRIP LTE architecture to o interworking and roaming among
different access systems, considering different sereieel agreements among operators, is presented.
The signaling message sequence charts of different handosearios are detailed.

5.1 Introduction

A research trend which aims to integrate 3GPP/UMTS [and WILANbenefit the high data rate
and low cost of WLAN has much attracted research community standardization bodies for the
last few years. Different interworking approaches haventmenmarized and discussed in Chapter 1.
Initial study about interworking between 3GPP system anllXX has been achieved within WiMAX
Forum [144] and for the moment it does not consider the rdef-system handover: it is based on
reuse of the 3GPP-WLAN interworking model proposed by 3@Reordingly, in Section 5]2 of this
chapter, we propose a possible UMTS-WiMAX interworkinghaiecture based on the 3GPP standards
and present the corresponding handover procedures.

In heterogeneous networks, interworking and roaming ca&orepass a large number of possible
scenarios and network configurations. In general, a roaagngement is required to allow subscribers
of one operator to gain access to networks of other operaibies agreement deals with technical and
commercial aspects related to the roaming procedurecpkaiiy how costs and earnings are divided.
On the road to design the roaming between different netwerkisird party roaming intermediary has
been introduced [145-148]. The intermediary can enabledaming between two networks without
any direct agreements between operators of these netwiitkite the number of hot-spot operators has
been rapidly increased, the roaming capability withouedimgreement becomes crucial. Besides the
roaming intermediaries among hot-spot operators, theirgpimoker facilitating the roaming between
mobile and hot-spot operators is also proposed [145]. ksponsible for providing the information
of user's home services to the visited domain, taking catdeievolving relationship and determin-
ing signaling and accounting procedures. Unlike a broke@ronghouse [147] does not resale the
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WLAN access, instead provides a trusted intermediary f@@émenting roaming agreements. Most
of the current solutions are proprietary ones. The mollil@jween the home and visited networks has
not been addressed in any of the above solutions. In othedsytitey could not maintain on-going
sessions while users roam between home and visited netwbrlaur work, we extend the roaming
intermediary concept to deal with not only the roaming bsbdhe interworking issue, called Roaming
Interworking Intermediary (RII). Importantly, the promasRII will enable the secure handover across
different access systems and different operator domaitieuti service interruption. Such a solution
is presented in Sectién%.3 of this chapter.

5.2 UMTS-WIMAX interworking architecture

One should take into account the differences between UMT3WWinterworking and UMTS-
WIMAX interworking when designing the mobility managememhe WLAN in hot-spot areas forms
the micro-cells within the UMTS macro-cells. The mobilitgtveen UMTS and WLAN can be re-
ferred to fully overlapping handover. The long delay forteling from UMTS to WLAN connection
does not much affect the performance. When the mobile tadrigrconnected to WLAN, it can main-
tain simultaneously tHe PIDP context of UMTS so that it cammeect immediately to UMTS without
need of PDP context re-activation. On the contrary, the ltplietween UMTS and WIMAX is re-
ferred to partially overlapping handover since the coveragUMTS and WIMAX is approximately
the same.

5.2.1 Proposed interworking architecture

5.2.1.1 Architecture description

The proposed architecture for UMTS-WiIMAX interworking iemicted in Figuré 5]1. The UE is
an[SDR-enabled mobile node that can communicate with botir §/ihd WIMAX networks. SDR
devices can reprogram to operate in different radio interfstandards, allowing the efficient use of
radio spectrum and power. They make it possible both to ingperformance and customize radio
devices to individual needs [149] [150]. The market for SBfiabled handsets is expected to grow
significantly over the next few years (i.e., 200M units by 20151]. However, it can connect to
only one access network at a time and the handover betweenSNMMAX is not easy to handle
seamlessly. That represents the motivation for our workimdhapter.

The WIMAX Access Network provides the WIMAX access servicEae mobility inside WiMAX
network is managed by the WiMAX HA located between the Ac&mwice Network Gatewaly (ASN GW)
and thé WAG. The WIMAX HA is not necessarily included in theRB®&core network to keep its inde-
pendence from the 3GPP system. The FA located in the ASN GWéiktal FA in the interworking
architecture. The WIMAX AN is connected to the UMTS netwoi& & WAG and to the 3GPP AAA
server for the WiIMAX authentication process. The WAG is aegaty through which the data from/to
the WIMAX AN is routed to provide the UE with 3GPP services.eTWAG's functionalities include
enforcing routing of packets through the PDG, performingoaating information and filtering out
packets. The main functions of the PDG are to route the packeeived from/sent to the PDN to/from
the UE and to perform an FA. The mobility within the UMTS netlwés managed by its own mobility
mechanism and the FA functions implemented in the GGSN.deraio enable the vertical handover
between these two technologies, the HA is placed in the P@Nt@amages FAs of both WiMAX and
UMTS networks.
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Figure 5.1: UMTS-WiIMAX Mobile IP based interworking arobdture

5.2.1.2 IP address management

In the WIMAX network, each time the UE changes its ASN GW, il wbtain a new local IP address
through the Dynamic Host Configuration Protodol (DHCP) ser™he ASN GW can learn this new
local IP address and ask the DHCP server the WIMAX HA's adsdsesce it plays the role of the
DHCP relay agent. The ASN GW informs the serving BS the UE® loeal IP address and sends the
MIP registration to the WIMAX HA. A generic IP-in-IP tunnelish as Generic Routing Encapsulation
(GRE) [152] [153] may be used to transport IP packets betwreeiViMAX HA and the FA.

Each time the UE switches to a UMTS cell, it will initiate thBP context activation procedure. No
IP address is allocated to the UE at the PDP context activalitne remote address provided by the
HA (or an external entity in the PDN) will be kept unchanged anll be informed to the GGSN via
the PDP context activation. The remote IP address is a ghalyak address. It may be a static address
or a dynamic address attributed when the UE first time cosriedhe network, discovers and registers
with the HA. The PDG/GGSN is responsible for relaying theedlted remote IP address to the UE.

5.2.2 Handover sequence chart

The mobility between two access networks is achieved by thrivechanism at the network layer.
To reduce the interruption time during handover, beforgiteathe serving network, the UE prepares
a new attachment in the target network. To reduce the paokst the old FA notifies the HA about
the handover so that the HA can buffer inbound packets amehforthem to the UE as soon as the HA
receives the MIP registration update from the UE.

5.2.2.1 Handover from WIMAX access network to UTRAN

The handover scheme from a WiMAX cell to a UMTS cell is depidre Figure 5.2.

1. During the communication, the WiIMAX BS sends periodigalltopology advertisement mes-
sage to inform the UE of neighboring WIMAX BSs and Node Bs eAtfiatively, the UE can scan
different channels to discover the neighboring accessaorkty

2. The UE performs the synchronization and measurementWi&AX-UMTS inter-system mea-
surement is fully addressed in the Chapier 6.
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Figure 5.2: Handover scheme from WiMAX to UTRAN

. After the measurement step, the UE sends the measuregpenit to the WiIMAX BS. The report
contains the signal quality level of each candidate UMT$ cel

. If the triggering conditions for vertical handovers te tiMTS are met, the WiMAX BS initi-
ates the handover procedure by notifying the potentiaktdtdMTS via handover (HO) request
message routed through the core network. The message i®$batPDG. The latter performs
a DNS request to know the addresses of GGSNs which serve trentWE’s Access Point
Name [APN). The PDG selects one GGSN and sends the HO requesf the PDG does not
receive any response from the GGSN for a certain time, itseléct another GGSN in the list
and resend the HO request message.

. The GGSN sends the HO request message to the SGSNs whoirsticaged Node Bs. In
order to retrieve the address of the SGSN that serves a spblcifie B, the Domain Name
Server [DNS) server or tie HILR is assumed to store this rgumiformation.

. The targef RAN establishes a radio bearer resource fdjEhe

. The Node Bs which support the handover with the require8 €md a HO support message to
the ASN GW.

. Upon receiving the HO support messages, the ASN GW sdleetsest target UMTS cell and
returns a HO command to the UE. This message includes thenreended target Node B and
all the required information for setting up a new connectidhe above exchange may require
a large amount of information and add more latency to handdvis therefore preferable to
use a pre-configuration mechanism (a reference number B dgfined set of UMTS Terrestrial
Radio Access (UTRA) parameters) [154]. This provides a tmamy connection during which
the UE can reconfigure the connection to the suitable one.

. The ASN GW sends the handover confirmation including thgetaNode B identifier to the
PDG/FA. The allocated resources in the WiMAX network willleéeased

. Upon reception of the handover confirmation messag® i&/FA sends a MIP update message
to the HA to notify the UE’s movement. The HA stops sendingkeés to the UE via this
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PDG/FA and buffers inbound packets until it receives the kigistration update from the target
UMTS network.

11. The UE performs the GPRS attachment procedure to the W[HAe GPRS attachment pro-
cedure consists of accessing to the SGSN, authenticatitngtive AAA server and updating the
location.

12. The UE starts the PDP context activation through whiehUg informs its remote IP address to
the GGSN.

13. After the connection is established between a new GGSHIfE the UE, the GGSN/FA will
perform the MIP registration with the HA including the UE&mote IP address and its CoA. The
data will be transmitted to the UE via the new Node B and thelbeer procedure is completed.

5.2.2.2 Handover from UTRAN to WiMAX access network

The handover scheme from a UMTS cell to a WiMAX cell is depidite Figure 5.8.

UE| B!S GW/FA WiMax HA | WAG || PDG/FA || HA | | GGSN/FA SGSN UTRAN UE

i | 5 ; i : | 5 ' 1. Nleas. msgicontrg
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| | I ! HO decision E i
! H ; ' : ' i 16. HO cgﬁr'_n' mané‘
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E 9. Fast Ranging é i é é ig MIP uEdat_e ' : H |
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DHCP!
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11. DHCP REQ/RSP
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13. PD§ @ resolu:q‘on
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14.j"unnel estfiblishment ]?EQ
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L 14. Tupnel establiighment RSP} ; :

Figure 5.3: Handover scheme from UTRAN to WIMAX

1. During the communication in the UMTS FDD mode, the UTRANd®the measurement control
message to the UE including the neighboring WIMAX cell imf@tion, the compressed mode
pattern...to help UE to discover neighboring cells.

2. The UE performs the signal strength measurement on tighlaiing cells. The details of this
inter-system measurement are fully addressed in Ch@dpter 6.
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After the measurement step, the UE sends the measureepanmt to the network. The report
contains link quality indicators of the neighboring WIMAXSS.

If the vertical handover to WiIMAX conditions are met, thHRinitiates the handover procedure
by notifying the potential target WiMAX BSs via a HO requestsaage. This message includes
the UE’s APN, the candidate BS identifiers, the required QO3Ess current applications. The
message is sent to the GGSN. The latter performs the DNS setuéearn the addresses of
the PDGs which serve the UE’s current APN. The GGSN seleatsRIDG in the result list
and forwards the HO request message to the selected PD@ G@SN does not receive any
response from the PDG after a certain time, it will send therd@uest to another PDG in the
list. The HO request message is transmitted to potential AXMBSs based on the routing
information at the PDG.

The WIMAX BSs which support the handover with required Qetirn a HO support to the
RNC.

The RNC selects the best target WIMAX BS and sends a HO comiiaethe UE. This message
includes all the required information for setting up themection to the selected target WiMAX
BS.

Right after that theE_ RNC sends a HO confirmation to the GGBNI'he UE disconnects from
the UMTS network and starts the connection setup to thettavgdAX BS.

Upon receiving the handover confirmation, the GGSN/FAlsemMIP update message to the
HA to notify the UE’'s movement. The HA stops sending packetthé UE via this GGSN/FA
and buffers inbound packets until it receives a MIP registnaupdate from the target WiMAX
network.

Based on the information included in the HO request messag WiIMAX BS can provide a
non-contention based initial-ranging opportunity to the by placing a fast ranging information
element in the UL_MAP [155, 156]. This information will helpe UE in the RAN connection
setup. If not, the UE must perform the normal ranging procedthich takes more time.

The UE initiates the connection setup by exchanging Rgngequest (RNG-REQ)/ Ranging
Response (RNG-RSP) with the target WiIMAX BS. The details etfuork entry can be found
in [156].

In the WIMAX access network, the UE performs a DHCP regjiteesbtain a new local IP ad-
dress. If IPv6 is used, the local address can be allocatedibgl&ss Address Autoconfiguration
mechanism without DHCP server. During this step, the ASN @&fris the WIMAX HA's
address for the MIP registration.

The UE performs a MIP registration to associate the Ui€alladdress with its CoA.

The UE performs a DNS resolution to learn addresses off? Dk UE uses the APN to indicate
the network service it wants to access. The DNS requestagaélto the ASN GW which relays

the request to the DNS server. The UE selects one suitabledPi®g the list of PDGs given

in the DNS response. The selected PDG here may be differemt thhe PDG selected by the
GGSN during HO request/support step.

The UE establishes an end-to-end tunnel with the seldexG using IKEv2 [25]. The UE
informs the PDG about its local and remote IP address. Eaod tihe UE changes its ANS
network, it obtains a new local IP address and therefore amemel should be correctly config-
ured. For inter-WiMAX mobility, the time required for setg up a new IPSec tunnel may be too
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long that the seamless handover cannot be achieved. To spabds IPSec tunnel relocation,
we suggest using the MOBIKE mechanism [23].

15. The PDG performs the MIP registration with the HA as sogit & notified the UE’s remote
IP address. The data will be transmitted to the UE throughWHdAX access network. The
handover is completed.

5.3 Interworking & Roaming architecture using RII

5.3.1 Overview of 3GPP LTE architecture

The main objective of 3G LTE architecture is to provide a kigthata-rate, lower-latency and packet-
optimized system that supports multiple RIANs. In order t@tithe requirements on high data rates
with large transmission bandwidth and flexible spectrurcaltion,[OEDM and MIM® techniques
have been chosen for Evolved-RAN [1]. The logical high lemehitecture of the evolved 3G is illus-
trated in Figur@€5]4 (the left figure). A detailed architeetis presented in Figuke 1.9 in Chajiter 1. The
intra-LTE access system mobility is managed by two entitdsbility Management Entity[((MME)
and User Plane Entity (UPE). The MME manages user contegtsagipermanent and temporary iden-
tities, mobility states, location areas and user secudatameters. The corresponding 2G[3GMME is
[SGSN. Thé¢ UPE manages IP bearer service parameters anyrimitirmation. It is also responsible
for triggering the paging when downlink data arrive for gsefhe corresponding 2G/3G UPE is the
or SGSN+GGSN. The 3GPP Anchor is a functional entityahehors the user plane to support
mobility between 2G/3G add LTE access systems.[Thel SAE Anohoages the user plane to support
mobility between 3GPP and non-3GPP access systems. The &&@hRBr can be co-located with the
MME/UPE or SAE Anchor or both.

The current 3G LTE architecture aims at developing an edoB@PP radio access and core net-
works to enhance the system performance. For the integrsystobility management, the 3GPP cares
much about the interworking between 2G/3G and 3G LTE whigeitieerworking between 3GPP and
non-3GPP access systems has not been adequately addressed.

5.3.2 Generic roaming & interworking architecture

We introduce a novel RIl entity to facilitate the interwargi & roaming in multi-operator environ-
ment among different access technologies and to enablatéresystem handover. The major differ-
ence between existing solutions and our proposed one idbtitatroaming and handover aspects
are addressed Our proposed architecture takes into considerationreiffiecontractual relationships
between operators. If the operators have doselSLAs, theingacan be done directly between two
involved networks. In this case, the RIl will ease the roagnimanagement and enhance the service
continuity. On the other hand, if the operators have no agee¢, the roaming will be handled with
help of the RII entity. The interworking & roaming architaot among the 3GPP, WiIMAX and WLAN
networks is illustrated in Figufe 3.4. The presented 3GR®Rar& architecture is the 3GPP LTE [1].
Though our solution is in line with the 3GPP LTE architectuhgs does not preclude the implementa-
tion of RllIs in the current cellular 2G/3G network systems.

Specifically, in order to support different interworkingdming scenarios, we introduce three kinds
of RII: local RII, core RIlI and global RII:
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e Local RIl is a control agent and a signaling gateway of a non-3GPP saisystem in the in-
terworking/roaming architecture. The local RII can be ieménted as a separate entity or inte-
grated with an access gateway (e.g., ASN GW or WAC).

e Core RIl is located in the 3GPP core network and served as a contrat agel a signaling
gateway between 3GPP and non-3GPP systems. The core Riimpsrés a local Rl in respect
of the global RIl and as a global RII for different local Rllsder its control.

e Global RII is an intermediary for interconnecting access networksftdrdnt independent op-
erators. It is an independent entity located outside theR3GiPe network and can be deployed
by a Mobile Virtual Network Operatof (MVND). The global RK & higher-tier Rl that inter-
connects different core Rlls and local RIIs.

This architecture takes into account the different comi@arelationships between operators while
designing the interworking & roaming among different ascegstems. The WIMAX/WLAN ac-
cess network can be owned by a Mobile Network Operator (MNQyyoa Wireless Internet Service
Provider [WISP). In a multi-operator environment, diffierénterworking/roaming scenarios can co-
exist:

e An MNO can deploy WLAN and WiMAX access technologies as areesion of its 3GPP
network to best utilize its existing infrastructure andtb®=rve its subscribers. In this case, in
order to facilitate the inter-system mobility, the operatan implement a core RIl in the 3GPP
packet core network and a local RII for each non-3GPP acasgork. The local RII will be
connected directly to the core RII (e.g., interworking begw WLAN and 3G within the same
MNO in Figure[5.4).

e An MNO can interwork with other WiMAX/WLAN operators if thejzave a close SLA (e.g.,
interworking between MNO and WiMAX WISP A in Figufe%.4).
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e Importantly, our architecture allows the mobility betwesgerators that have no direct SLA. The
inter-system mobility is achieved through the global RIb(ginterworking between MNO and
WISP B or roaming between two 3GPP systems in Fifjure 5.4).0Bpecting the local/core RI|
to the global RII, the corresponding access system can bémefioaming service to any other
operators connected to the global RII.

5.3.3 Functionalities of RII

The RII consists of four different components: Mobility Megement (MM), Security Management
(SM), Network Selection (NS) and Presence Management (Rithin an RIl entity, the MM is a
centralized component that interworks with three other poments as illustrated in Figure b.5a. In
the global interworking and roaming architecture, the dowtion between two interconnected RIls
is shown in Figuré 5l5b. We can distinguish three kinds obrimfation exchanged between Rlls:
provisioning information between the NS components, sgcoontext between the SM components
and all information related to handover and roaming betwd&hcomponents. The details of such
coordination will be presented through the handover proeedHere we describe the functionalities
of these four components.

provisioning context transfer
Network Security L LT e
Selection Management « « N T
Mobility
Management handover

MM Biiainieieied Eetabiinivistptainiuk fniuiuiiee » MM
\f) roaming \5/

Presence PM PM
Management

@) (b)

Figure 5.5: (a) Generic RIl component interactions, (bdtnfation flows between two Rlls

e Mobility Management: The MM is responsible for preparing the handover by trigugrihe
network selection (i.e., interaction between the MM andN®), routing the handover prepa-
ration request based on the information from the PM comppreérecking the QoS support in
candidate target access networks and assigning the camesetup information for an immi-
nent handover terminal. It makes the handover decision atitles the handover to the data
plane anchor for handover execution preparation. The gg@antext transfer between two in-
volved systems is triggered by the MM (i.e., interactionnsn the MM and the SM). Once the
handover is complete, the MM initiates the presence update ifiteraction between the MM
and the PM) and the resource release in the old access network

The mobility within each access network is managed by its ovability solution. The inter-
system mobility is managed by MIP-based global mobilitytpcols. The MM in a local RII
acts as an FA or a Proxy MIP client whereas the MM in a globaldah implement a HA for
its own subscribers. There is no need to implement the FAfiH#hé MM component if it has
been already deployed in another entity within the same r@idtrative domain. In addition to
above functionalities, the MM of a global RIl contains theeogtor database which stores the
information like policy, SLA, accounting... of the operegdhat connect to it.

e Security Management: The SM is responsible for handling authentication, auttation and
billing issues for roaming users. The SM encompassels thel Alétionalities defined in [14].
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In addition, the SM can manage and communicate the usenrsigsecontext (authentication
identity, user identity, certificates, authorization amdrgption keys) [157] for the roaming and
inter-system handover preparation. It is in charge of autbating and authorizing users based
on subscriber profiles retrieved from the Home Subscribere8€HSS) or from the security con-
text transferred by the users’ serving/home network. Theirfs&Icore RIl and in a local/global
RII having its own subscribers acts as an AAA server. The SKlgiobal RII plays the role of a
mediator for the roaming contract establishment and fortbbility context transfer to optimize
the handover latency caused by the re-authentication guoee

e Network Selection: The NS provides the provisioning information to servingrasénce the
MM receives a list of candidate target networks from the UErduthe handover preparation,
the MM communicates with the NS to eliminate undesirableessmetworks.

e Presence ManagementThe PM stores and manages the presence information of ubéh w
describes how to reach them. The presence informationfegsetie serving access network,
the serving RIl and the location of users. Whenever a usensda a different access network,
at the end of the handover procedure, the user’s presenoeniation is updated in the Rlls
involved. The paging mechanism is included in the PM to wgketandby users. The PM may
also provide functionalities of a presence server.

5.3.4 Mobility management

5.3.4.1 Hierarchical mobility management

The proposed architecture allows users to roam among elifferccess systems while maintaining
on-going communication sessions. When a UE moves within WAMAMAX systems, the handover
will be managed by the WAC/ASN GW and the local RIl. Similatlye handover within 3GPP access
systems is managed by the SGSN/MME and the core RIl. Whenahddver occurs between two
different access technologies or two different operatanaios, the procedure will depend on their
contractual relationship. Hence, the hierarchical migbdoncept becomes a crucial tool for handover
management.

Global RII =
Roaming Interworking =
Intermediary
@ ) (3)
Core RII Lo 1l Core RII
(3GPP domain) (non-3: main)/... (3GPP domain)
" Local RIl ‘P Local RIl Local RIl
WiMAX domain (4) é WLAN domain (5) (non-3GPP domain) | (6)
=l Case 1 (=] Case 2 &
o) C B

Figure 5.6: Hierarchical mobility management scheme

An example of hierarchical Rll-based mobility managementeipresented in Figufe 5.6. If the
handover occurs between two indirectly interconnecte@sscoetworks, handover signalings will go
through intermediaries. For example, if the handover accbetween access network (4) and (5) (case
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1), the core RII (1) will play the role of a mediator. If the ldmver occurs between two access systems
that have no direct roaming agreement, case 2 in Figuie 5.tdtance, the handover is achieved
with help of the global RIl. The service continuity duringaraing between two operators that have no
existing agreement is one of the relevant advantages ofropoped solution.

5.3.4.2 Generic inter-system handover procedure

The main steps of a generic inter-system handover procésidepicted in Figure5l7. If we replace
the global RII in Figurd_5]7 by the core RIl, the sequence tchacomes the handover procedure
between two non-3GPP access networks that are tightly edupith the same 3GPP access systems
(case 1 of Figure5l6). If we remove the global RIl, the seqaerhart corresponds to the handover
procedure between two access systems of the same operdigos oooperative operators (handover
between access network (1) and (4)). The details of eachssgepfollows:

[Ue]| [serving RAN| [target RAN| [target Ril | [serving Ril | | Global Ril |

D (1) Information|provisioning

: (2) Access network discovery & measurementi

(3)Vertical HO< initiation
—.__(AHO preparation in target network (via global RIl) A
(4a) > o |

(4b)

(%a) HO command|from serving RII

(5b) HO indicgtion

! (6) Security context transfer

(7) Attachment & re-authentication

WY
'

(8) Data tunnel setup (MIP registration)

(9a) »|(92) HO complete »

(9b) resource|release

Figure 5.7: Generic Inter-system handover procedure

O Step 1: During the communication, the serving RAN sends the prowisig information to the
UE to indicate the radio information of available neighibgricells. Such information helps
the UE to synchronize with the neighboring cells and to naortiteir signal strength. The NS
component of the serving/home RIl can provide the UE therin&tion such as preferable or
undesirable access networks and charging information aé#sscnetworks for the UE’s access
network selection.

O Step 2: The UE selects preferred available access networks for #asurement purpose. The
UE measures their link quality and send the measurementtrepthe network either period-
ically or event-based. The UE can also perform the scanmirdiscover new available access
networks.
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[0 Step 3: The handover can be initiated by the terminal or the netwarkinter-system handover
is triggered wherni) the coverage of the same access system is not avail@blie current
system is heavily loaded i) the current system cannot satisfy user preferences orcafiph
requirements.

[0 Step 4: Once the vertical handover is initiated, the serving RAN wérform the handover
preparation: checking whether the candidate target actw®grk can support the imminent
handover and performing the resource reservation in agvalrtte HO preparation request (mes-
sage 4a) including potential target identities (ID) andrgruired QoS is sent to the serving RII
which performs a network selection to eliminate undesii2sl [The request is then routed to the
indicated target IDs via the global RII if needed. If the &r AN can allocate successfully the
resource, the target RIl will return a HO support (messagéeatthe serving RIl. This message
includes connection setup information.

(0 Step 5: The serving Rl sends the UE a HO command (message 5a) ingltiteé recommended
target IDs associated with their corresponding connedmp information. The serving RII
may select one target cell, and send a strict HO commanddimgjwonly one selected target cell
to the UE. If the UE receives a list of recommended IDs, it sélect a suitable one and send a
handover indication (message 5b) to notify its choice toisgrRIl for the handover execution
preparation. The solution for access network selectiordidessed in Chapter 2 & 3. Upon
receiving the indication from the UE or after sending th&strandover command, the serving
RIlI will send a HO notification to the user plane anchor poeg(, SAE Anchor or HA) for the
traffic redirection. Some techniques to minimize packet kgch as bi-casting and buffering can
be used.

[0 Step 6: The serving RIl sends the user’s security context to theetaRil to support the fast
re-authentication. By transferring old security contexini the serving network to the target
network and reusing it with necessary adaptation, in thig dull security context creation
is avoided. It reduces the handover latency which is sigmtiin a roaming scenario between
independent operators.

[0 Step 7: The UE performs attachment and re-authentication withahget access system. Based
on the security context information, the target RIl autfetes the UE without need to commu-
nicate with its home network.

[0 Step 8: Once the connection to the target RAN is successfully aekiethe UE sends the MIP
registration to the HA to update the data plane path. Thetdatzel is established to route the
packets to the UE.

[0 Step 9: After the handover completion is notified (message 9a),uress in the old access
network will be released (message 9b) and the presencenafmm will be updated in the Rlls
involved .

5.3.4.3 Detailed handover sequence charts

In this section, the vertical handover between UMTS and WL&Nresented in details. The mes-
sage sequence chart for handover between UMTS and WiMAX#&lsiollows the same principles
except some following points. The ASN GW will replace the WikCthe handover solution and all
handover decisions in the WIMAX side is done by this entitheThandover attachment in a target
WIMAX access network will follow the procedure specified ivetlEEE 802.16 standard [155, 156].
The specified handover sequences remain valid for both an&@Bled UE and a multi-interface UE
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cases. However, the handover interruption time is diffef@mthe two cases: an SDR-enabled UE can-
not maintain the serving communication while setting updtenection with the target access network
whereas the multi-interface UE can.

5.3.4.3.1 Scenario 1: Tight-coupling using core RII

We consider a scenario where an MNO deploys the WIMAX or WLAldess network as an ex-
tension to their existing infrastructure. In this case, ASN GW or the WAC emulates the role of the
RNC. The scenario corresponds also to the case where an MBI@orks with a WLAN or WiIMAX
operators. This scenario refers to a tight-coupling ingeking within the same administrative do-
main. Handover between UTRAN and WLAN/WIMAX is performedaforward handover, i.e., the
resources and address allocation are prepared in the tatyedrk before the UE is ordered to han-
dover. The handover preparation is carried out by the coteal the local WLAN/WIMAX RII.
Some enhancements such as security context transfer aket pavarding are used to reduce the
interruption time during the handover.

Handover from UTRAN to WLAN access network (Figure[5.8):
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Figure 5.8: Handover from UTRAN to WLAN RAN

— 1) During the communication, the RNC sends tihgology advertisemeifor measurement con-
trol message) to the UE to indicate the radio informationt®heighboring cells. The message
includes the information which allows the UE to quickly siimmize with the neighboring cells.

— 2) The NS component in the core RIl sends finevisioning informatiorto the UE which may
include the preferable (or undesirable) access netwdrarid the charging information of certain
access networks. Based on the topology advertisement aqadizisioning information, the UE
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filters available access networks for the measurement parpdhe NS component in the UE
notifies the MM the selected neighboring cells for measuregme

— 3-4) The UE performs themeasurement proceduan neighboring cells and sends timeasure-
ment reportto the RNC.

— b5) Based on the measurement report, the RNC decides whetheake horizontal or vertical
handover. If the handover to a non-3GPP access network ig,ntlael RNC will send thélO
required message the core RII, including potential target IDs and the regadiQoS of the
current running application. Otherwise, the intra-3GPRdaaer signalings do not reach to the
core RII. Upon receiving the HO required message, the cdreBy make theetwork selection
to eliminate undesirable target IDs based on its policy esdreferences. The core Rll learns the
address of the target RIl by consulting its presence dagaftasRII localization query/response
between the MM and the PM).

— 6) The core RIl sends thdO preparation requesio the local WLAN RII which in turn sends
this preparation message to the WAC that controls the itelicerget IDs.

7) The WAC sends back thdO confirmto the local WLAN RII if the WAC can reserve the
required resource for the handing-over UE. The local WLAN &lds the local assigned IP
address within the HO confirm message and forwards it to theRd. The local address IP is
used by the UE to establish the IP connection in the WLAN acneswvork. By doing so, the UE
avoids the IP address allocation (by DHCP) while attachinifpé target WLAN access network.

8) The core RIl sends thdO command messagack to the UE. It may send the UE a strict HO
command including only one selected target cell.

9) The UE sends thelO indicationincluding its choice of target cell to the RNC and the core
RIl. Next, the MM component in the core RII notifies the SM cament to transfer the security
context to the local WLAN RII (thesecurity triggeringmessage).

— 10) The RNC sends thHgO notificationto the SAE Anchor for traffic redirection.

— 11) The SAE Anchor stops sending packets to the UE via the 3@RRor and starts torward
the packetdo the WAC that controls the target cell. The WAC address carelrieved by the
DNS request from the target ID. The WAC buffers packets anitbviar the UE attachment.

— 12-13) The core RIl sends thaser mobility contexaind the user security contexo the local
WLAN RII to assist the connection setup and the re-authatitin process.

— 14-15-16-17-18) Thé&xtensible Authentication Protocd (EAP)-based re-antiwation proce-
dure between the UE and the local WLAN RIl is performed.

— 19) Data tunnelsare established: one between the UE and the WAC and one lrethe®VAC
and the SAE Anchor using the IKEv2 protocol [25].

— 20) TheHO completds sent from the target AP to the WAC, from the WAC to the locdl AN
RIl and then from the local WLAN RII to the core RII.

— 21) Thedata communicatioms exchanged via the WLAN access network.

— 22)Resources are releas&d the UTRAN side. The local WLAN RII and the core Ripdate
the presencenformation of the UE.

Handover from WLAN access network to UTRAN (Figure[5.9):
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Figure 5.9: Handover from WLAN RAN to UTRAN

1) During the communication, the WAC sends thdvertisemento the UE to indicate the radio
information of its neighboring cells. This information pslthe UE to quickly synchronize with
the neighboring cells.

2) The NS in the local WLAN RII sends thaovisioning informationto the UE including the
preferable (or undesirable) access network list and thegoiginformation of certain access
networks. The UE makes a preliminary network selection.

3-4) The UE performs theneasurement procedusnd sends theneasurement repotb the
WAC. If the WAC does not have the control function, the UE wlicide the handover initiation
without sending the measurement report to the WAC.

5) If a vertical handover to a 3GPP access network is dectde#O required messagacluding

the potential target IDs and the required QoS is sent to tted M/LAN RII. The local WLAN

RII may make the network selection and the RIl localizatioeny/response to learn the address
of the target RII.

6) The local WLAN RII sends th&lO preparation requesb the core RIl which in turn sends it
to the RNC that controls the indicated target IDs.

7) The RNC sends back theO confirmto the core RIl if the RNC can reserve the required
resource for the handing-over UE. 7a) the core RIl insemsrédtonfiguration information (a
reference number to a pre-defined set of UTRA parametersaiéiio setup in the HO confirm
message.

8) The local WLAN RII sends thelO commandnessage to the UE including the recommended
target IDs and their corresponding pre-configuration esfee.
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+— 9-10-11) The UE sends th¢O indicationincluding its choice of the target cell to the WAC and
then to the local WLAN RII. The WAC sends HO noatification to t8BAE Anchor. The SAE
stops sending packets to the UE via the WAC and forwards tbkepgito the 3GPP Anchor or
even the SGSN/RNC that controls the target cell.

«— 12-13) The local RIl sends the user mobility and securitytexirto the core RII.

«— 14-15-16-17) The UE performs the GPRS attachment in the UNRAsetup the connection
with the target Node B and performs the PDP context actimatio

«— 18-19) TheHO completeis sent from the Node B to the local WLAN RII and the resources
allocated in the WLAN access network are released. The MdaAN RIl and the core RII
update the presence information of the UE.

5.3.4.3.2 Scenario 2: Roaming using global RII

This scenario describes the roaming between an MNO and a \WIMAAAN operator. The han-
dover preparation is achieved through the global RIl. Thesage sequence chart in Fighre 5.10 and
Figure[5.11 illustrates the handover procedure.

Handover from UTRAN to WLAN access network (Figure[5.10):
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Figure 5.10: Handover from UTRAN to WLAN RAN via global RII

— 1-2-3-4-5) see the description of message 1-2-3-4-5 inrE[G1L8.

— 6) As the 3GPP network does not have a direct roaming agraenignthe candidate access
networks, the core RIl sends th preparation requesio the global RIl. The global RIl routes
the HO preparation message to the WAC via the local WLAN RHeGlobal RIl learns the
address of the target local WLAN RII by consulting its presedatabase.
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— 7-8-9-10) see the description of message 8-9-10 in Fig@eMNote that in the message 10, the
HO notificationwill be sent to the Data Anchor (HA) instead of the SAE Anchor.

— 11) The HA stops sending packets to the UE via the SAE Anchdrfarwards the packets to
the WAC. The WAC address can be retrieved by the DNS requast fine target ID. The WAC
buffers the packets and waits for the UE attachment.

— 12-13-14-15-16-17) see description of message 12-136146117 in Figuré5J8.

— 18) TheMIP registrationis performed between the UE and the WAC/FA, between the WAC/F
and the local HA implemented in the local WLAN RII, and betweke local HA and the Data
Anchor Point.

— 19-20-21)Thedata communicatiois exchanged via the WLAN access network. H@ com-
pleteis sent from the target AP to the global RIl and then from thabgl RIl to the core RIL.
The resources are released in the UTRAN. The local WLAN Ré#,dore RIl and the global RII
update the presence information of the UE.

Handover from WLAN AN to UTRAN (Figure .17T):

The messages sequence of the handover procedure from WLAN ANNRAN via the global RII
is illustrated in Figuré 5.11. Compared to the message segquehart in Figur€ 519, the signaling
between the local WLAN RII and the core RIl will be exchangea the global RIl. The details of
these messages are omitted.
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Figure 5.11: Handover from WLAN AN to UTRAN via the global RII



108 Chapter 5. Interworking Architecture Design

5.3.5 Advantages of RII solution

In this section, we qualitatively evaluate and compare thdoBsed architecture with other existing
solutions for interworking & roaming in multi-operator eranments.

Seamless mobility:Most of third party intermediary solutions like broker, @lgnghouse [145-148]
have focused on the authentication, authorization aniddpizhen users move outside their subscribed
network and connect to a visited network. These solutions about guaranteeing the access in the
visited network rather than maintaining on-going commatians. Despite much research effort has
been done in designing the interworking solution betweenANIWIMAX and 3GPP cellular net-
works, there is no solution for handover between two accgstems of two independent operators.
One of the disruptive advantages of the Rll-based architeds to enable the handover across dif-
ferent access systems without need of pre-existing agreebedween operators. Compared to ex-
isting tight-coupling schemes, the RIl-based interwogk@oes not require many changes to access
system architectures. Compared to existing loose-caygioiutions, the Rll-based architecture sup-
ports make-before-break mobility even between accessragsbf two independent operators.

Secure and transparent mobility: The RIl provides a secure mechanism for exchanging handover
signalings among different access systems. We have extehel&AP protocol to carry the signalling
exchanges between the RII entities in a secure manner. Th#sdef such specification are given
in [158]. The secure roaming agreement and billing contrelestablished in an automatic manner
based on user preferences and policy thank to the ontologlyotg¢159]. The roaming dealing is
completely transparent to users. The security contexaisterred from the serving access network to
the target access network to enable the fast re-autheaticat

Scalability: The RIl can be used to integrate different access systenhsyaéeiby the same operator
or different operators that may not necessarily have d8eéts among them. The RIl can be employed
in a hierarchical structure to integrate access networksith first tier-RIls, and then interconnect the
first tier-Rlls through second tier-Rlls and so on to enahke global roaming. By establishing an
SLA with the global RII, an operator can benefit the globalhnogy service to any other operators that
connect to this global RIl. Therefore, the wireless systataroperability using RIl is scalable and
flexible. Additionally, the load on the RIl is limited sinde<t latter is only involved in control signaling
exchanges.

Feasibility: Though the solution is in line with the 3GPP LTE architecfutreoes not preclude the
implementation of RllIs in the current network environmeotihtegration among 2G/3G and WLAN
systems. The solution is feasible and economical sincest dot require many changes in the existing
network infrastructure. An operator that wants to bendditfisuch interworking and roaming facilities
only needs to implement the local/core RII functionalitiests access gateway by software upgrad-
ing. Virtual operators have much interest to implement tlodal RIl to provide third party roaming
services. The feasibility of the proposed RII architectanel the handover sequence chart has been
demonstrated through a test-bed which is described inlsl@tdil 58].

Profitability: With the adoption of the proposed RII architecture, the oekvwavailability will be
widely extended. First, users will have great interestesitiey can connect to any available access
network. Second, the network infrastructure utilizatioifl imcrease, which will give opportunities to
operators to improve their profitability.

5.4 Summary

In this chapter, we first addressed a short-term solutiomferworking between UMTS and WiMAX
networks. The handover procedure with detailed messageseg exchanges was given. Secondly,
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we presented a novel roaming and interworking intermedi&H) which offers a flexible means for
interworking and roaming among different access systerhs.RIl support all combinations of differ-
ent radio technologies in a multi-operator environmentwdifferent contractual agreements among
operators. Most importantly, the proposed RII solutionvafi users to freely and securely move across
different access systems without need of a pre-existingcsigtion. Anyway, a direct or indirect SLA
between two access networks’ owners is always required.n@ble the secure and seamless mobil-
ity, network-controlled operations such as on-line roagragreement dealing, network provisioning,
mobility and security context transfer...are specified.dpecified in details the signaling control mes-
sages between all the network entities involved in the wiffe vertical handover scenarios: between
two tightly-coupled access networks and between two lgesalipled access networks of independent
operators.

On the top of this interworking architecture, we addres$ieriext chapters the inter-system mea-
surement, the required cell overlap to support seamlestolars and the radio resource management
over heterogeneous networks.






Chapter 6

Inter-system Measurement and Required
Cell Overlap

Now, these twd (WIMAX and UMTS/HSDPA) are definitely comgiéany - there are lots of ways
that they can feed of each other very synergistically tovéelservices to make things better for
operators and users.
Rupert Baines, Vice President of Marketing of PicoChip

In the precedent chapter, we proposed the interworking aaching architecture between 3GPP
cellular and non-3GPP systems. In this chapter, we focusemterworking between UMTS/HSDPA
andWIMAX] systems by addressing the inter-system measurearal the required cell overlap anal-
ysis. They are two primary conditions necessary to achiesénter-system handover. We investigate
the feasibility of the UMTS-WIMAX inter-system measurenémough reconfigurable radio-enabled
terminals. We analyze the minimum cell overlap requirecs&amless handovers between two adjacent
cells within the same technology and between differentrieldgies in UMTS-WIMAX systems.

6.1 Introduction and Motivation

In heterogeneous environments, vertical handovers betdiéerent technologies can be performed
either with multiple radio interfaces [11, 14, 17, 160] orthwbne unified Software-Defined Radio
(SDR) interface [84, 85, 149]. Multiple radio interfacesenf need application-specific integrated cir-
cuit (ASIC) devices and separate transceivers [150]. Harevintegration and power consumption
are important issues since portable devices are limitedhéy batteries. But SDR devices can repro-
gram to operate in different radio interface standardswaiig the efficient use of radio spectrum and
power. They make it possible both to improve performance tanctlstomize devices to individual
needs [149] [150]. In this chapter, we anticipate portaldeicks equipped with one reconfigurable
radio interface. In order to perform inter-system measergman SDR-enabled device has to recon-
figure its radio interface so that it can measure the sigmahgth from the non-serving technology.
The key issues are (a) whether this inter-system measutampassible without affecting on-going
sessions and (b) whether the results are reliable enouglhsém the handover decision. One of the
goals of this chapter is therefore to explore UMTS-WiMAXeansystem measurement procedures.

The cell overlap area is also important for network planrémgl vertical handover management.
The overlap area cannot be too large since this increasesuthber of Base Stations (BS) needed

111
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and consequently the cost for operators. But the overldapriie should be large enough for seamless
handover. This means that mobile terminals must have entnghto prepare handover (detecting
neighboring cells, carrying out the measurement, initgathe handover and establishing the connec-
tion with the target cell) before losing the connectivitytiwthe attached BS. If the cell overlap area
is too small, the network’s connection loss ratio is inceeabecause mobile terminals at the edge of
a cell cannot receive support from neighboring cells in timerepare the handover. Cell overlap
therefore depends greatly on signal strength and the mezasut reporting period. The main focus
of this chapter is to assist network planning by examinirgdéll overlap required to ensure seamless
handover and optimize the deployment costs.

Radio cell planning consists of three phases: nominal phgnrdetailed planning, and network
optimization [161]. The purpose of the nominal phase is torege the approximate number of cells
and network elements. The detailed planning phase usesmgianning tools to estimate the location
of BS sites. This is done by considering real site locatiorsthe propagation conditions calculated on
digital maps and real user distributions. Once the netwadeployed, field test measurements adjust
and optimize the planning. In the detailed planning phdsehandover is considered in terms of signal
threshold and network capacity, not the minimum cell oyerizquired for uninterrupted handovers.
The handover operation is usually verified in the optima@afhase. Our proposed method computes
the minimum required cell overlap to be used as a constrairimngl the detailed planning phase. This
gives network designers an additional tool in planning doation of cell sites. The computation can
also be used to analyze the seamless handover capability efisting or upgraded mobile network
infrastructure.

6.2 Background knowledge

6.2.1 Overview of measurement and handover decision

When a mobile terminal moves from one BS in a network to anmpiheeasures the signal strength
of neighboring BSs and decides on the most suitable targegh&ohandover. The measurement is
imperfect because of a number of effects such as fast fadmgyt-term shadowing and multi-path
distortion [162] [105]. At the mobile terminal, the signalfirst averaged through a low-pass filter
to eliminate high frequency components (Rayleigh fadingfole measurement reports are sent to
the network. Before the handover decision is made, the kgjrength values are filtered through a
linear averaging window or an exponential moving averagiimglow to smooth out shadowing effects
on the network side [155, 163]. The measurement results l@deporting period are important in
the handover decision. While the measurement mechanishinviiie 3GPP system [164] has been
carefully studied, the UMTS-WIMAX inter-system measureref an SDR-enabled terminal has not.
We do so before moving to the analysis of cell overlap.

When the UE is at distancel andd, respectively from BS A and BS B (two adjacent cells), the
average received signal levels from BSuAand from BS Byg are:

Ha(dh)[dB] = K1 — Kalog(dy) (6.1)

He(d2)[dB] = K1 — Kalog(dy) (6.2)

whereK; represents the transmission and reception antenna galrikemignal’s wavelength whereas
K> represents the path loss factor. In the above formulae jghaldluctuation parts due to fading are
already smoothed out at the terminal side. A handover from\E&erving) to BS B (target) occurs if

the average received signal level from the serving BS A dbetsw that of the neighboring BS B. Due
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to the uncertainty arising from fluctuations of the phys@nnel, the handover is initiated if and only
if Au= pg — pa > h— 0, whereh is a hysteresis margin amis the standard deviation of the received
signal.

Terminal
s . —
= Signal Strength U ) u | Reporting filtered
7 Measurement > (a\ll‘::\;\;ggji:'!}:zn » signal strength to
l» | (RSS,SINR, CINR...) network (each AT)
&
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Figure 6.1: Measurement and signal strength-based handegision

In the literature, most research has focused on handoviialealgorithms. While these algorithms
in homogeneous networks are mainly based on the strengtie signal received, a number of metrics
are involved in heterogeneous networks. They include datkayuality, service cost, network load and
power consumption. Yet the received signal strength ikl in identifying the radio link state and
the required cell overlap. The effects of channel impairtsmi@m handover decision algorithms have
been addressed in [165-168] and references therein. Howles®verlap area between adjacent cells
has not been adequately addressed. Recently, in [168hwalap has been briefly discussed but only
in the simple case of a user moving in a straight line betweenWiFi access points. The proposed
overlap formula cannot be used in other, less specific, casethis work, we discuss an accurate
method of estimating the minimum cell overlap required todia all possible movement directions.

6.2.2 Handover measurement in UMTS

The UMTS system encompasses two duplex transmission mB@&E}and TDD. In general, FDD
is used to provide wide area coverage whereas the TDD usdigated to complement FDD in hot
spots or inside buildings [169]. We consider the UMTS FDD maihce it is widely commercially
deployed. In UMTS-FDD networks, we can distinguish thrgeetyof measurement: intra-frequency,
inter-frequency and inter-system measurement. The gy&em measurement is the most difficult pro-
cedure. Major challenges of inter-frequency/inter-systaeasurement aré) o synchronize in time
and in frequency with neighboring cells and thé&) {0 measure the signal strength on the Common
Pilot Channel (CPICH) on the frequency that is differentirthat of the on-going communication.

The UE in UMTS-FDD mode is continuously receiving on the dbmkncarrier and transmitting on
the uplink carrier and thus there are no idle time slots foasneing on another frequency. In order
to perform the inter-frequency measurements without lgasidual receiver terminal, the compressed
mode technique [170-172] is needed. The compressed modates ived the transmission and reception
are halted for a short time to perform the measurement o étbguencies. The intention is not to
lose any data but rather to compress the data transmissiba fime domain. By using the compressed
mode, the transmission gap length for measurement can nary3 to 14 slots located on one or two
consecutive frames as illustrated in Figlird 6.2. The itat@ous transmission power is increased in
the compressed frame in order to keep the quality unaffected

In the UMTS FDD measurement, in order to satisfy the requinegisurement accuracy, the intra-
frequency measurement period (i.e., periodic reportingrial) is specified to 20nswhereas the
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— —
TGL (on 1 frame) TGL (on 2 frames)

Figure 6.2: Compressed mode transmission

inter-frequency measurement period with the help of thepressed mode is given by [164]:

Thasic inter X 480N

ATinter freq = Max{480, £} (6.3)

Tinter
whereTiner is the minimum available time for inter-frequency measwatwluring 480ns Thasic inter =
50msis the basic inter-frequency measurement time period\irisithe number dfEDD frequencies to
be measured. The value §fer depends highly on the compressed mode pattern configufaf@j.

In short, the time for inter-frequency measurement is atlequal to 48fhs

6.2.3 Handover measurement in WiMAX

With the completion of IEEE 802.16e-2005 standard [156] #rerecent inclusion of WIMAX
into the[TMT-2000 family of technologies, the mobile WiMAXstem has been attracting a very high
level of interest. In this paper, we consider the mobile WiKl@perating in the frequency band of 3.4-
3.8Ghz with the channel bandwidth of 5Mhz as specified in4til now, all mobile WiMAX profiles
are based on TDD mode and use scalable OFDMA as the physyeal las illustrated in Figure 613,
each OFDMA frame is divided into downlink (DL) and uplink (Ykubframes separated by Trans-
mit/Receive and Receive/Transmit Transition Gaps (TTG Rn& respectively). Each frame starts
with a preamble, transmitted by one symbol over all subceksnwith a specific Pseudo Noise code.
The synchronization, equalization and signal strengthsoregnent are performed on the preamble.

OFDMA symbol number (Frame duration =5 ms)
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Figure 6.3: OFDMA frame structure for the channel bandwiitBMHz

During the communication the UE can ask the serving BS foiitalsle scanning interval, where no
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data transfer is scheduled between the UE and the BS, foingeshkd measuring the signal strength of
the neighboring BSs. For real time applications such asvoier WiMAX or video streaming which
require a low latency, the allocation of a scanning intermaly degrade the quality. Another solution
for measurement i OFDMA systems is to use the idle slotsendwnlink subframe. Indeed, data
transmission from the serving BS to the UE is carried out anlgome slots, known as data burst
composed of some OFDMA symbols and some subchannels. Ropéxathe MS1 in Figure 613 can
communicate with the BS1 and then measure the signal skréragh the neighboring BS2 without
need of the scanning interval allocation.

6.3 WIMAX measurement period analysis

In this section we endeavor to quantify the required measené report period in a mobile WiMAX
system. Since a radio signal in wireless environments suffem different effects such as multiple
reflections, obstructions and noise, the received signdieatnobile terminal is the sum of a large
number of scattered waves [105, 162]. The signal measurezhcm preamble fluctuates due to the
fast fading effects. The terminal thus has to average thabgjrength over a number of measurement
samples before reporting the result to the upper layer osehéng BS. Assume thdk)—1 s is a set
of Ssamples of the measured RSS. Under the fast fading effedtshenmnon-line of sight (NLOS)
propagation environmentX;); follows the Chi-Square distribution [162] [105] given lhy. 4

1 X

p(X) = Eexq_ﬁ) (6.4)

where 27 = E(X) is the average signal power. The value of the measured styeaigth is computed
as:

- 15
X= éi;Xi (6.5)
And the standard deviation of the measured signal stresgth i
2 1 Q& 2
Om= STli;(X_Xi) (6.6)

The confidence interval [143] for our estimator follows

_ t
P(lu—X] < =

)=1—awheren=S-1 (6.7)

In the above equatiory = E(X) is the theoretical power signal valugl — a) is the confidence
coefficient or confidence level, aig, > is the percentage point of the Student's distribution shel t
P([ta| > tyq/2) = a. In other words, we ar¢l — a)100% sure that the measured value varies from

va min;a va min;o
Li= (X —2582) to L, = (X + 2T9252),
Hence, the absolute accuracy of the RSS measurement is:

Ei1[dB] = 10log;yL1 — 10log g = 10Ioglol'—u1 (6.8)

and L
Eo[dB] = 10Iog10f (6.9)
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According to the standard, the absolute accuracy shoutd4aB [155]. Besides the propagation
phenomena in the wireless channel, the measurement errdreceaused by an additive noise in the
receiver equipment which is generally assumed to be ah@dB by the RF system designers. Thus,
theE; andE, must vary from—2dB to 2dB to satisfy the previous conditions.

S 10 | 20 | 30 40 50 60 70
E;[dB] | -6.2 | -29 | -2.1 | -1.75| -1.51| -1.29| -1.15
Ep[dB] | 2.21| 1.58| 1.28| 1.14 | 1.03 | 1.00 | 0.96

Table 6.1: Absolute accuracy with confidence level of 95%

To estimateS, we generat; = —202InU (0, 1) following the Chi-Square distribution, wheltg0, 1)
is a uniform random variable on the interJ@/1]. Following the process described above, we calculate
the absolute accuracy corresponding to different values aWhen the confidence level is 95%, the
absolute accuracy is obtained as Tdblé 6.1. We see that tigezonfidence level of 95%, at least 40
samples are needed to satisfy the measurement accuraageneeuts. If the confidence level is 98%,
the number of samples is at least 50. However, in most cade%&98% level of confidence is largely
sufficient for signal strength measurement in wirelessutalinetworks [173] [174]. As each signal
sample from the serving BS is measured every 5ms-WiMAX fralmation (all WIMAX equipment
will initially support only 5ms frames [4]), a time length @)0msis needed to collect 40 measure-
ment samples. If the UE can measure one signal sample fromreaghboring cell every 2 frames
(i.e., 20 samples per 266, the required absolute measurement accuracy on neigigooeils will be
maintained with a confidence level of 90%. A WiIMAX measuretreporting period of 20@is(i.e.,
40 frames) is therefore considered.

6.4 UMTS-WIMAX inter-system measurement

A seamless vertical handover between UMTS and WiMAX systenpssible only if the inter-
system measurement through an SDR-enabled device isl&easith the required cell overlap is large
enough. As the analysis of cell overlap is mainly based onasigtrength, this section examines the
UMTS-WIMAX inter-system measurement.

In homogenous UMTS or WiIMAX networks, the neighboring cefbirmation (such as cell identity,
carrier frequency and scrambling code...) is provided &d via Radio Resource Control (RRC)
messages or neighboring advertisement (MOB_NBR-ADV) agss respectively. This information
helps the UE to synchronize with neighboring cells and mesatheir signal strength. In inter-system
measurement, where the carrier frequencies of adjacent®Jaht WiIMAX BSs are different, without
the provisioning information, it takes time for the UE toabser neighboring cells in the other tech-
nology. In this work, we assume that the UMTS and WIMAX accestvorks are deployed by the
same operator or by two operators with specific roaming ageeés. Each access node is upgraded
so that it is able to broadcast the neighboring cell inforomadf other technologies as well as its own.
This facilitates the discovery of neighboring cells in theey system. If the networks are operated
by two different operators without this kind of agreementei-system measurement remains an open
issue.

When the same technology coverage is not available, iggtes handover is required to maintain
connectivity. Inter-system handover is also needed tonieléhe load between UMTS and WiIiMAX
networks. If the currently connected network does not stippe application’s QoS, the UE may be
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forced to trigger a vertical handover to another compleargrtechnology. Inter-system measurement
is therefore initiated only when a vertical handover is mekd

6.4.1 WIMAX to UMTS inter-system measurement

When the UE has a consistent communication with a serving A¥NBS, it can allocate a scanning
interval from that BS for inter-system measurement [155jwidver, if the UE is running delay-critical,
real-time applications, the scanning interval cannot beleyed. In these cases, the UE has to use
remaining idle slots during the downlink communication fieeasurements. This is possible since not
all OFDMA symbols are addressed to the UE during the dowrdutiframe.

| 20 ms voice packet |

RTP/UDP/IP header | Encode with G711 (64 Kbps)
40 octet header | 160 octet data |

[48bits| 400bits | [48bits| 400bits | [48bits] 400bits | [48 bits| 400bits |
QPSK H+FEC 1/2 MAC header

Service Data Unit (SDU)
480 symbols 1 OFDM symbol time
. =1 ;0.8&&
e~ HHHI
2 sub-channels

D e———— . S
10 OFDMA symbols
~1.008ms data region

Figure 6.4: Voice over WIMAX transmission process

Let us now analyze the WIMAX to UMTS inter-system measureierthe case where the most
delay-critical VoIP applications are used. We assume thatvbice codec G.711 with the data rate
of 64Kbps, used for high rate voice services, is employe@ f¢}. The data transformation and
encapsulation from the application layer to the physicgtias illustrated in Figurd_6l4. After having
been encoded and then the RTP/UDP/IP header added, a 20ke$ pweoice generates 200 octets of
data to be transmitted at the MAC layer. The data must bertrdiesl during 20ms to maintain the
voice quality (i.e., small delay and small jitter). Thenefpthey will be divided into 4 Service Data
Units (SDU) and each will be transmitted during one 5ms fraAwethe handover usually occurs at the
border of a cell, the most robust Quadrature Phase-Shifingef@PSK) modulation combined with
a coding rate of 1/2 is considered. At the end, we have 480 fatdn symbols to be transmitted by
each 5ms frame.

In the OFDMA structure, one slot is composed of one subcHamnene OFDMA symbol which
can carry 48 modulation symbols (i.e., each subchanneaow8 data subcarriers). Accordingly, 10
slots are required in the downlink frame from the BS to the OEnsure the above VoIP applications.
The data region of these 10 slots can be formed by 10 OFDMA elantiver 1 subchannel or 5
OFDMA symbols over 2 subchannels as depicted in Figure 6ot.aRy data region configuration,
the time duration for the data reception in the downlink sslé¢han 1008ms (i.e., the duration of
each OFDMA symbol is 108us). Similarly, if the UE runs a video streaming applicatiortiwéa data
rate of 512Kbps, the downlink data region in each frame mastdmposed of 56 slots. In this case,
the downlink data region can be formed by 7 OFDMA symbols @&subchannels. The downlink
reception time is thus only#0.1008= 0.7056ns Given that the DL subframe duration is not less
than 25ms(half of a frame duration), the UE that uses the most critqgdlication in terms of delay
like VOIP or video streaming still has enough idle time in Ble subframe to measure the neighboring
UMTS cells.
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The WIMAX to UMTS inter-system measurement is somewhatIsino the inter-frequency mea-
surement in UMTS. The minimal measurement reporting penadMTS is ATinter freq = 480ms[164]
when the UE can reserve 58 every 480nsfor inter-frequency measurement. As analyzed above,
the UE in the WIMAX communication mode can also reserve adds@msfor UMTS measurements
during 480ns (e.g., 5 OFDMA symbol duration (804mg every S5nsWiMAX frame). To keep it
compatible with the GSM to UMTS inter-system measureme®d]lwe set the minimal WiMAX to
UMTS measurement report period£0l,_., = 480ms Similar toATinter freqr A Tw—u Varies according
to the allocated measurement time period and the number ai®Jdarrier frequencies to be measured

Ny:
TW . %480
basieinter N (mg (6.10)

inter

whereT} ., is the available time scheduled for measurement duringré@® the WiMAX communi-

cation mode and,. ;. iner = 90Ms The valueTi,, depends on the number of idle slots allocated for
measurement in each downlink subframe.

6.4.2 UMTS to WIMAX inter-system measurement

When the UE has an ongoing communication with a serving UMDEE\B, it has to enter the
compressed mode [171,172] in order to perform inter-systeasurement on neighboring WiMAX
cells. Since the compressed mode affects the capacityrpefe as well as the coverage of the
UMTS system, it is activated only when necessary. The measemt period is sufficient if every
39 frame (one transmission gap everyn® is compressed for inter-frequency measurement. In this
case, the capacity degradation is around 19% [172]. If thecBiEmeasure one signal sample from
a WIMAX neighboring cell every scheduled transmission gapofder to achieve 20 measurement
samples as mentioned above), the measurement duratfoh, is, = 30 x 20= 600ms This can be
considered a basic measurement reporting period.

Similarly, the UMTS to WIMAX measurement periofiT, ., depends on the compressed mode
pattern and the number of inter-frequency WiMAX cells to beasuredN,,. That is,

Totsic inter < 600
AT, = max{600Q ba-°"°—$+|\1W} (ms) (6.11)
inter
whereT, .. iner = 62.5msis the basic inter-frequency measurement time period duwéch 60thsof
the UMTS communication mode. This is becal§gy e, = SOMsevery 480ns[164]) and Ty, is

the available time for WIMAX measurement during 60§

6.5 Required cell overlap analysis

Cell overlap depends first on mobile terminal velocity. €& tterminal velocity is too high, the
time taken to cross the overlap area may be shorter than usreeigfor handover preparation. For a
given velocity, the required minimum cell overlap depenl$® @n the handover delay (i.e. handover
measurement).
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6.5.1 Overlap in homogeneous UMTS or WiMAX networks

6.5.1.1 Cell overlap and crossing distance definitions

We consider three adjacent cells of the same raRli(as shown in Figure 8.5 ) and a UE moving
from BS A to BS B with a constant velocity We assume constant velocity because, if cell overlap can
support the movement of constant veloaifyt can support all non-constant movements whose velocity
is less than or equal ta If the distance between two BSsisand the overlap distance between two
cells A and B isD¢,, we haveD, = 2R— D. The main focus of this section is the estimation of the
minimum required cell overlap distan€,,;,, or, in other words, the distance threshold below which
the handover cannot be seamlessly achieved.

1
I a,

Figure 6.5: Overlapping model

@

/an
;H%
[

We considet the common vertices of three hexagons A, B and C and a stiaigla going through
the pointl and parallel to AB. Based on the hexagon property, the disténbetween the lin@ and
ABisH = %3. When the UE moves from BS A to BS B along a straight line, tlstagice between
the point where the UE enters cell B and the point where it moug of cell A is defined as a crossing
distance. For example, if UE moves along the lin¢he crossing distance @. By the Pythagoras’s

theorem, we have:
D2
dO:Z\/Rz—Hz—Dzzy/RZ—E—D (6.12)

The minimum crossing distance between two adjacent celiadifisR whose centers are separated
by distanceD is d,. The proof is as follows: First, any move from BS A to BS B thaed not follow
a straight line results in a travelling distance that is Emihan a straight line movement. Second, all
straight line movements that do not cross the segment |F{gees6.5) are not part of the movement
from BS A to BS B. For all the straight lines crossing K, a garar point in segment 1J, the line
parallel to AB results in the smallest crossing distance. alDfines parallel to AB, the line going
through! or J gives the smallest crossing distance. Therefdgegiven by [6.1R), is the minimum
crossing distance between any two adjacent cells.

For seamless handover at link layer (L2) via a single radierface, the UE generally has to be
capable of triggering handover and starting a new connegtith the target BS before it moves out of
the radio coverage of its serving BS. The time from the instdren the UE arrives at the positibrior
J) to the instant when the UE makes the handover decision lisdceandover delay, usually referred
to as L2 handover delay. However, to achieve seamless handbthe application layer, other issues
such as IP address assignment, security and session tiedirsisould be considered. The minimum
required cell overla.,,, depends only on the L2 handover delay and should be computed the
UE follows the minimum crossing distance. In fact, half th@imum crossing distanod, /2 has to be
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at least as large as the distance travelled by the UE witkeilh#mdover delay. The necessary condition
is satisfied only if:

do/2 > v (6.13)

wherev is the mobile terminal velocity andlis the handover delay.

6.5.1.2 Handover delay

From the instant when the handover decision is made by thveorleto the instant when the UE
stops communicating with the serving BS to launch the haedpvocess, the delay is very small
compared to the measurement delay. Handover delay is defsége: sum of the averaging delay and
the hysteresis delay [165,167,168]. Below, handover delapalyzed where the UE moves along the
line a (see Figuré6]5).

At instantt, we assumeé\(t) = Pg(T) — Ma(t) = 0. This corresponds to the instant when UE is
at pointl. Because of the network’s averaging process, two filtergdass are equalized at instant
(T+ av), I.€. AQ(T + day) = 0 Whered,, is the averaging delay. If a linear averaging window is used,
the last reported signal is averaged over héast reported values. The averaging window time is
T = NAT whereAT is the measurement reporting period. The averaging deldy is T/2 = %AT
since each average value has been made frorN thest samples.

If an exponential moving averaging (EMA) window is used, léms reported signai[k] at instantk
is smoothed by
Ak = (1—o)p(k — 1] + aplk] (6.14)

where 0< a < 1 is a forgetting factor. The averaging delay can be estithbyefinding the instant
whereAfik+1] > 0. From [6.1) and{6]2), we have

_Kp, df
Apk] = > log 2 (6.15)
By the Pythagoras’s theorem (see Fiduré 6.5) and repl&d:iﬁg%g, we have
K 1+ 12(x/D)?
Ak = 7 log <1+ 121 (x/D)2 (6.16)

For all values of separation distanDex/D is a variable bounded between 0 and\j/k] varies in
function ofy = x/D rather therD itself. Hence, the averaging delay only depends on the fiimge
factor a, i.e. &3y = g(a)AT (for exampleg(0.05) = 19 org(0.01) = 84). The equivalence between
N/2 andg(a) in the averaging delay formula can be seen in the two avegagindow cases. Where
we do not distinguish between linear and exponential ausgagrocesses, we udd, as a common
notation for bothN andg(a).

Due to the uncertainty arising from fluctuations of the pbgkichannel, the handover is initiated
only if yg — pa > h— o, whereh is a hysteresis margin amis the standard deviation of the received
signal. A hysteresis ofh— o) dB shifts the handover decision point from the instant whgfd,) —
Ha(d1) =0 (i.e.d; = db) to the instant whepg(dz) — pa(d1) = h—o. This kind of delay is referred to
as hysteresis delayystand corresponds to the travelling distadekas illustrated in Figure 6.5. From
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(6.1) and[(6.R), the hysteresis margin is obtained as:

h—o= Kzlog% (6.17)
2

Substitutingd? = H2+ (D/2+ Ad)?, d2 = H2 4 (D/2— Ad)2 andH = 28 in (617), we have

D?/3+ (D/2+ Ad)?
D2/3+ (D/2— Ad)2

2(h-0)
— 10K (6.18)

The value ofAd is obtained by solving this equation and eliminating thessoh greater thar.
The hysteresis deladnys: is therefore given by:

5.._0d_D3(1+A) - V3(—1+14A—- A2
VY 6(A—1)

(6.19)

2(h—0) T —
whereA=10 % . If we denoteC = 22 V6(3A(_11)+ YA~") the total handover delay becomes:

6:&w+%C (6.20)

6.5.1.3 Overlap distance

The minimum cell overlap required for seamless handoveresponds to the maximal allowable
value of separation distan@ From [6.12),[(6.13) and (6.20), we have the following ireddu:

2

D
2\/ R~ 75 = 28aw+ (2 + 1)D (6.21)

Solving the inequality, we obtain

\/48R2(3C2+3C+ 1) — 1252 V2 — 63,/(2C + 1)
4(3C?+3C+1)

0<D< (6.22)

Therefore, the minimum required cell overlap is:

\/48R2(3C2 4 3C + 1) — 1282, \2
4(3C2+3C+1)
60,V(2C+ 1)
437+ 3C+ 1)
£ f(RV,Kz,Ng, AT,0,h) (6.24)

Deonn = 2R—

(6.23)

whereC is a function ofh, o andKy. The value 0D, given in [6.28) is the minimum required
cell overlap corresponding to a specific set of environmemaimetersk,, o), a specific handover
measurement configuratioh, AT, Ny) and a terminal velocity.

Network planning already considers a number of aspectsslikported services, user density, net-
work capacity and mobility support. This theoretical as@éygives network designers another means
of ensuring seamless mobility. In all cases, minimum rexglicell overlap is a necessary condition
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(not a sufficient condition). Seamless mobility cannot Heewed if the cell overlap is smaller than its
minimum required value.

6.5.2 Overlap in heterogeneous UMTS-WiIMAX networks

Handover betwedn WLAN and 2G/3G is described as fully opgpiteg since the WLAN cell size is
small compared to the cellular cell size [11, 160]. Cell tmebetween UMTS and WIMAX has to be
addressed since their cell sizes are similar. An overlappiodel between UMTS and WiIMAX cells
is shown in Figuré 6]6. The radio coverage of UMTS and WiMAXsces assumed to be different.
As the cell organization between heterogeneous and horeogsrcells is not the same, it is impos-
sible to determine the minimum crossing distance as prsiyalescribed. We therefore compute the
required overlap distance when a UE moves along the striwgthAB with constant velocity. The
crossing distance BQ and the minimum required overlap distance between UMTS ailiiAX cells
iS Deoyiy(PQ). If the crossing distance is less thR@ (when the UE moves along a straight line other
than AB), the required cell overlap becomes larger ag),,(PQ). As a resultDc,,, (PQ) is a lower
bound of the minimum required cell overlap.

DCO
I
PI Q
| /\
> Equivalent
/ 4 UMTS
. : \

Figure 6.6: Required overlap between UMTS and WiMAX cells

When the UE moves along AB,(PQ) = PQ= PI +1Q, wherel is the point at which the signal
quality level from the UMTS cell is equal to the level recahfeom the WIMAX cell. If g, is a function
that can translate WiIMAX signal strength to UMTS signal st with equivalent quality, we have
u(ps(l)) = pa(l) (u(1) is the received signal strength at the pdint Assuming that the UE moves
from the UMTS cell to the WIMAX cell, the handover decisionositd be made before the UE goes
beyond the poinQ. Therefore g,(fis(Q)) — fa(Q) > hy — oy whereh, — oy, is the hysteresis margin
in the UMTS handover decision. In fact, the travelling distaislQ due to the decision delay caused
by the UMTS to WIMAX inter-system measurement. If the WiMAXiIkis replaced by an equivalent
UMTS cell (see Figur€ 6l6),Q can be considered to be half of the required overlap between t
inter-frequency UMTS cells. This computation uses the UMJ B/iIMAX inter-system measurement
period instead of the inter-frequency measurement petiQd: %f(Ru,v, KY, Ny, ATy—w, 0y, hy) (the
subscript or superscript means UMTS-related parameters). SimilaRy, should be larger than or
equal to half of the minimum required overlap between two Wi¥/cells, computed using a WIiMAX
to UMTS inter-system measurement period instead of a WiMA&asurement period. The required
overlap between UMTS and WIMAX cells is:

1
DCO(PQ) 2 E f(RW7V7 K¥v7 N(\:I(V7 ATW—*Lh C)-Wa hW)

1
+ 5 F(Ru, v, K3, Ng, ATy w, 0u, hu) (6.25)

N
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where f is (6.24) and the subscript (superscriptandw denote the UMTS-related and WiMAX-
related parameters respectively. The lower bound of thénmim required overlap between UMTS
and WIMAX cells is thus given by:

1
DCOmin = E f (RW7V7 nga N&Va ATW—>U7 Ow, hw)
+

%f(Ru,v, K5, Ny, ATy—w, Ou, hy) (6.26)

In the numerical analysis in Section 6, the designated mimmequired overlap between UMTS
and WiMAX cells in fact means its lower bound value. This israportant in network planning as the
minimum required cell overlap. If the overlap is less thais tower bound, the handover cannot be
seamlessly achieved.

Table[6.2 summarizes the computation of minimum requirddoserlap in four different cases:
intra-frequency UMTS cells, inter-frequency UMTS cellsniomgeneous WiMAX cells and heteroge-
neous UMTS-WiIMAX cells. The second column indicates therfola used to compute the required
minimum cell overlap value while the last column gives theresponding measurement reporting
period.

Case Dco,, | Measurement report period
Intra-freq. UMTS | (6.23) ATintra = 200ms
Inter-freq. UMTS | (6.23) ATinter > 480ms

WIMAX-WIMAX | (6.23) | AT = 200ms(Sectior 6.4.P)
WIMAX-UMTS | (6.28) | ATy > 480ms(cf. (6.10))
AT, .w > 600ms(cf. (6.11))

Table 6.2: Summary on the required cell overlap computation

6.6 Numerical analysis

This section considers the effects of the main parameteyaveraging window sizN, (b) mobile
terminal velocityv and (c) cell sizéR. The analyses are conducted for two cells of the same temiyol
as well as two cells of different technologies. For simpjicwwe discuss only the use of the linear
averaging window. Froni (6.23), we see that the requiredasetlap can be explicitly computed for
the given value® v,K,, AT, N, hando. With a long measurement averaging window time, the stahdar
deviation of the received signalis small and vice versa. This relationship betweesmdN, AT is as
follows [165]:

21K fn AT

whereaoy is the standard deviation of the log-normal shadowimgis the standard deviation of the
Rayleigh fading on each measurement report §pds the shadowing frequency. Since the signal
strength in each measurement report has already been eslevagr a number of measurement sam-
pleﬂ the standard deviation of this averaged valuesisWe therefore prefer to replaceby (6.27)

N
o(N,AT) \/— 1+2z kw] (6.27)

1The sample at instark is modeled aslk] = K; — Kzlogd[K] + u[k] + 20log(e[k]) whereu is a zero-mean Gaussian
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in order to highlight the effect of the averaging window afesN. In order to avoid unnecessary
handovers, we selett= 1.820 [167]. Some of these parameters are taken from standards doc
ments [4, 155, 172] and some from other research papers 1683175]. They are shown in Table

6.3.

UMTS UMTS WIMAX
Parameters intra-frequency| inter-frequency
Frequency band [172] [4] 2GHz 2GHz 3.5GHz
Frame duration [172] [4] 10ms 10ms 5ms
0o [163] [175] 10dB 10dB 9dB
fi [167] 0.4Hz 0.4HzdB 0.4Hz
K, [163] [175] [164] 37.6dB 37.6dB 47dB
AT (cf. Table6.2) 200ms 480ms 200ms

Table 6.3: Simulation parameters

6.6.1 Influence of the averaging window size on intra-systewell overlap

To investigate the effects of the averaging window size enréguired cell overlap, we considered
three scenarios: (1) two intra-frequency UMTS cells, (2p twter-frequency UMTS cells and (3)
two WIMAX cells. We assume that the UE moves at the speed-efLl0Okm/h and the UMTS and
WiMAX cell radius areR, = Ry, = 4km For each scenario, the variation of the required cell ayerl
by averaging window size is shown in Figuirel6.7. The requaelt overlap is expressed as a ratio
between the overlap distance and the cell diameterlfig,,/2R).

0.4 .
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inter-frequency UMTS

- = = WiMAX
0.3514
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Figure 6.7: Required cell overlap area vs. averaging winsiae

Figure[6.Y shows that the minimum value of the required oaflap between two adjacent intra-
frequency UMTS cells is 23.45% of the cell diametBgd,,, = 1876m). This corresponds to an averag-
ing window size ofN = 63 measurement reports (linear averaging window Fize12.6s). However,

random variable with the standard deviatimy) e is a Rayleigh random variable ad{k| is the distance between the UE and
the BS.
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N is specified in the handover algorithm of the UE in order topsupthe mobility management and
optimize the handover procedure. For ease of notation, @®gls,, as its minimum value according
to the variation oN. That is:

Deow, = mMin f(R v, Kz, N, AT) (6.28)

With two adjacent UMTS cells operating in different frequis, the minimum required cell overlap
is 24.17% of the cell diameter when other parameters areamgehd. This is larger than between two
intra-frequency cells because the inter-frequency scema&eds a longer measurement report period
and therefore a higher averaging delay and larger cell apeBetween two adjacent WiMAX cells,
the required overlap area is around 21.6% of the cell dianstsaller than for UMTS systems.

When the averaging window si2éis small, the cell overlap needs to be large. WNeis small, the
standard deviation of the signallis significant, implying a large hysteresis delay. The hestis delay
becomes an important factor in the overall handover delayrasults in a large cell overlap distance.
When the averaging window size increases andecreases, the overlap distance decreases until a
minimum value is reached. M still increases, the overlap distance then increases.idrctse, the
averaging delay is an important factor in the overall haedalelay while the hysteresis delay remains
stable. For all defined handover algorithms (the choiceettreraging window size and the hysteresis
margin), network planners should therefore make sure treatap distance between any two adjacent
cells is not less than iS¢, if uninterrupted handovers are to occur.

6.6.2 Influence of averaging window size on inter-system delverlap

The averaging window size used in the UMTS and WIMAX handaverasurement process is
shown respectively akl, andN,, on the overlap area between cells. As each handover algorith
can be designed differently, the averaging window size dfi@rdrom one system to another. From
Sectior[6.4, we assume that the WIMAX to UMTS measuremernigés AT, ., = 480msand the
UMTS to WIMAX measurement period 8T, ., = 600ms
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Figure 6.8: Required cell overlap area between UMTS and WiMAllIs vs. averaging window size

Considering thaR, = 4km R, = 3kmandv = 10km/h, the required cell overlap distance is il-
lustrated in Figur€ 6]8. The minimum valuelg,,, = 1770n. This is 2213% of the UMTS cell
diameter or 2%0% of the WIMAX cell diameter. WithR, = 4km, the required cell overlap area is



126 Chapter 6. Inter-system Measurement and Required Geltl@p

equal to 2340% of the UMTS/WIMAX cell diameter. For seamless handor@sre overlap is required
on the WIMAX side than on the UMTS side. The effect of the agerg window size parameter on
cell overlap is similar with either homogeneous or hetenegeis cells.

The minimum required cell overlap depends significantly loa ¢hoice of the averaging window
size. In practice, if the value &f (or a) is known, we only need to estimate the required cell overlap
that corresponds to this value. In the following section,ceasider that the minimum cell overlap is
implicitly the minimum value with respect to the variatiohtbe averaging window size.

6.6.3 Influence of velocity

The mobile terminal velocity has a direct impact on cell ¢ésqer When the UE moves quickly, cell
overlap must be large enough to allow the UE to perform thessary measurements. Figlrel 6.9
shows simulation results that indicate the increase of éfieogerlap with increasing mobile terminal
velocity. Results are provided for three scenarios: ifrequency UMTS, homogeneous WiIMAX and
UMTS-WIMAX interworking. The cell radius was fixed 8, = Ry = 4km In network planning,
the required overlap area should be calculated from the rmani terminal speed that the system can
support.

o
w
N

—e— inter—frequency UMTS
Fl O WIMAX
—#— UMTS-WIMAX interworking

o
w

o

N

o]
T

o

N

)
T

o
N)
i

o

N

N
T

% minimum cell overlap
o
N

o
[
00

0.16 n n n n
0 100 200 300 400 500

velocity (km/h)

Figure 6.9: Required overlap area vs. mobile’s velocityRge= Ry, = 4km

From Figure 6., it can be seen that, even when the mobilertatelocity is close to zero, the
required cell overlap area is not less than 17% in all three&gos. This is explained by the fact that
the hysteresis delay still plays an important role in thedoser decision. The hysteresis margin is
used to avoid the ping-pong effect due to the log-normal elad) fluctuation. This is directly related
not to the movement but to the signal propagation. The celflap area is therefore still important for
seamless handover even for low speed mobile users.

The same figure shows that a minimum overlap area of about 3@Be cell diameter is required
for a maximal velocity of 500m/h in the inter-frequency UMTS network. Similarly, the overlarea
in the WIMAX system is about 28%. In the cellular system, overlap of around 20%-30% is r@brm
B. so the range value of cell overlap to support an extremejly terminal velocity in the UMTS and
WiMAX system is still acceptable.

2See http://www.umtsworld.com/technology/coverage.htm
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6.6.4 Influence of cell size

The radio coverage of a cell depends on radio conditiongrdimsmission power of its base station,
the data rates of supportable applications, and the nunflEEmoected users. In the future, wireless
mobile networks will support applications with very hight@laates. As there will always be a tradeoff
between cell range and transmission data rate, high-smeechanication is possible only for the radio
coverage around the BS. This means that the cell sizes wiltteced. In order to avoid service
degradation and to maintain seamless service deliveryetihgred overlap between the adjacent cells
must take into account the influence of reduced cell sizes.
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Figure 6.10: Required cell overlap area vs. cell radius/fer100km/h

Figure[6.10 shows the variation of the required cell ovedagording to cell radius for three cases:
inter-frequency UMTS, homogeneous WiIMAX and UMTS-WiMAXénworking. The required cell
overlap area decreases with the cell size. This does not thearthe overlap distance decreases;
the decrease is in the ratio between the overlap distanc¢hanckell diameter. When the cell size is
R = 500m, the cell overlap area is around 29% for the WiIMAX system c¥38r the inter-frequency
UMTS system. For a high speed of 306/h andR = 500m, the required overlap can reach more than
40% (42% for inter-frequency UMTS case). In short, requitell overlap must be calculated for the
smallest allowable reduced cell size. Not surprisinglg fiandover decision based on the received
signal measurement does not scale well for highly mobilmitels crossing very small cells. The
handover algorithm for small-cell systems (such as pidtea@glmicrocells) must be different from the
macro cell system. A dedicated handover management solsitiould also be designed for extremely
high speed terminals.

6.6.5 Integration of parameters

All the above parameters influence the minimum requiredaedtlap area. The maximum allow-
able movement velocity, the minimum reduced cell size ardtbst suitable averaging window size
(the size that which gives the minimum cell overlap value) tien considered together. The results
are shown in Table8.4.

We chose a maximum supportable velocity of 200km/h for theT@\dystem and 100n/h for the
WIMAX or UMTS-WIMAX interworking system. The results showat, for data-intensive and high
speed mobile users, the minimum required overlap in inggfency UMTS systems must be at least
35.5% of the cell diameter in order to guarantee seamlesgolian The cell overlap area in WiMAX
systems (at least 28.7%) is less than in UMTS systems and if®&MiIMAX interworking systems.
The inter-frequency UMTS organization requires the largesrlap (37.4%).
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UMTS UMTS WIMAX | UMTS-
intra-frequency| inter-frequency WIMAX
v(km/h) 200 200 100 100
R(km) 0.5 0.5 0.5 0.5
Dcgyin (%0) 35.5 37.4 28.7 31.8

Table 6.4: Overlapping area ratio

Our analysis shows that the required cell overlap for usaehles of the mobile terminal velocity
and the cell radius lies mostly between 20%-30% of the calhditer. For extreme cases, such as very
high movement velocity or significantly reduced cell size tell overlap must be considerably larger,
around 40% of the cell diameter. The results also show tleatetuired cell overlap is never less than
17%. In fact, the required overlap between adjacent UMTSWIiMAX cells is about the same as
between two UMTS or WiMAX cells.

Minimum required cell overlap is a useful tool in network miéng. It can be used in the detailed
planning phase for seamless handover between any two plaaljgcent cell sites. It can also be used
to evaluate the seamless mobility support of an existinggort and to determine where additional cell
sites are needed. For example, an operator willing to depMdAX cells in addition to an existing
UMTS network to offer higher data applications or to suppgher speed users can use our solution
to calculate the minimum overlap condition during the naehend detailed planning phases.

6.6.6 Use cases

In this section we present several examples where our eplaén facilitate and assist the network
planning task. As a first example of use, the minimum requiedtoverlap condition can be used to
check the seamless handover possibility between any twmethadjacent cell sites.

Second, we consider a UMTS network upgrade scenario. Asgutimat the cell radius of the initial
UMTS system is km Using the environment parameters in Tdblé 6.3, the minimagmired overlap
between two intra-frequency UMTS cells is 38@i.e., the maximal allowable separation distance is
D = 2R— Dcy,,, = 1450m) to support the maximum movement speed okr@gh. In order to offer
high-data applications, to support a large number of siliessr or both, the cell radius is thus reduced
to, for example, 60@. An operator has a choice between UMTS and WiMAX to upgradengtwork.

As the handover between UMTS and WIMAX can be achieved sessfglethe choice of WIMAX is
more interesting in terms of QoS and building cost.

Assume that the cell radius of WiIMAX is the same magnitudeepges that of UMTSR,, = 600m).
Given the maximum movement speed okB9h, the maximal allowable separation distance between
UMTS and WIMAX cells is about 84%, and that between two WIMAX (or intra-frequency UMTS)
cells is 87%n (or 840m respectively). Taking into account this maximal allowabéparation distance
condition, network designers can determine the prior wostas well as the number of added WiMAX
cells. Figuré 6.1 illustrates the position of the added Whtells, taking into account the minimum
required overlap condition with respect to the user moverspeed. More precisely, in high-speed
movement regions (main streets), the separation distagiveebn two adjacent cells should not be
greater than the maximal allowable separation distancegare seamless mobility. For example, to
achieve seamless mobility betwednandU,, we added a WiMAX cell\;. In the low or zero-speed
movement region (buildings), a small overlap distance ficéent (e.g., overlap betweaf; andUsg).

Last but not least, we consider the case where an existing & Mefwork needs to be upgraded to
ensure service continuity for users on newly deployed Bigeed trains (movement speed of B@Ph).
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Figure 6.12: Network upgrade scenario 2

Assuming that the UMTS cell radius i&® Before the arrival of high-speed railways, the maximum
movement speed is 1RG/h and thus the maximal allowable separation distance ism700 ensure
seamless handover for a movement speed ok®Ph, the separation distance should not be greater
than 730@n. Accordingly, the operator can deploy new WIMAX cells alahg railway as illustrated

in Figure[6.12. Given the WIMAX cell radius iskh, a separation distance between UMTS and
WIMAX should be less than 6600to ensure seamless mobility. Considering this conditigggssible
organization of new added WiMAX sites is determined as iruFe§6.12. For example, to enable the
seamless handover betwddnandUs cells, a WIMAX cellW; is added.

6.7 Summary

In order to achieve the seamless vertical handover betw@&¢nSJand WiMAX systems, we ad-
dressed in this chapter two important aspects: inter-gysteasurement and required cell overlap.
First, we demonstrated that it is possible to make the UMTIBIX inter-system measurement
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through a single reconfigurable radio interface termin#hauit affecting on-going sessions. The inter-
system measurement scheme was introduced and the measurepwt period was discussed. We
also studied the measurement reporting period for the lssgreength measurement in the WiMAX sys-
tem. Second, we analyzed the minimum cell overlap requoenipport seamless handovers between
two adjacent cells within the same technology or differechhologies. More precisely, we focused
on the required overlap area between any two adjacent ¢S 6 - UMTS, WIMAX - WIMAX, and
UMTS - WIMAX). An analytical method of estimating the minimurequired overlap between two
adjacent cells of the same or different technologies waggs®d. The minimum required cell over-
lap is computed based on measurement and handover pargnpétgsical channel characteristics and
mobile terminal velocity. The various parameters influagaiell overlap were analyzed to show how
the required overlap can be computed and used to ensureessahandover as the network is being
planning. This method provides network designers with duliseol with which to provide seamless
handover as networks are planned or upgraded.



Chapter 7

Load Balancing over Heterogeneous
Wireless Packet Networks

Load balancing involves the fine tuning of a computer systetuyork or disk subsystem in order to
more evenly distribute the data and/or processing acrosdlable resources.

Computer Desktop Encyclopedia

The ability to balance the load between different acceseB)sis one of the essential motivations
to integrate different access technologies in a convergzdetwork. But, it is also a big challenge to
balance the load effectively. Load balancing is an aspettéguires a strong control from the network
side. We address the load balancing in this thesis sincegiiegtly related to the mobility management.
Firstly, the load of an access node depends on the accessrketglection. If many users select the
same access node, this access node probably becomes dedrl@econdly, to balance the load, the
network has to force some users to carry out the handovemnidmchapter, we propose a new approach
to compute the load which can hide the heterogeneity ofrdiffeaccess technologies from the load
balancer. The objective of load balancing is also redefiaéahprove the overall network performance
and to minimize unnecessary load balancing operations.

7.1 Introduction and motivation

Along with the rapid growth in demand for high data rate amght®oS multimedia communications
as well as the scarcity of radio resources, an efficient RRégource Managemefi (RRRM) scheme is
highly required. An operator can deploy different techgods or interwork with other technologies
owned by other operators to enable the global roaming chiyetbrough a coordinated heterogeneous
access environment as discussed in Chapter 5. An advancath@o Radio Resource Management
(CRRM) is a motivation for interworking among these netvgend also a challenge to overcome.
The stronger the coupling between access networks, the effaient the resources can be commonly
utilized. We consider the tight coupling approach wherfedéint access technologies are deployed by a
single operator or by cooperative operators. Availabléoragsources of coupled networks are jointly
managed. We suggest adopting fhe CRRM architecture irtestlby 3GPP [176] and further used
in [177-182]. CRRM is defined as a platform to gather infoiorafrom the[B$ of different access
systems, and to control the resource allocation df all B®gptimize the overall system performance.

131
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In the joint RRM research area, most of previous work maialyused on identifying the function-
alities of the CRRM architectural components and desigpitogocols for control exchanges between
these components [176-178, 183]. Also, the resource &lbmcacheme which aims at determining
the amount of resources allocated to each user in such a waaxomize the operators’ revenue
(briefly addressed in Section 6.3 of Chafter 2) or the usatsfaction has been increasingly stud-
ied [184—186]. However, the load balancing between diffdEESs and different access technologies
has not been sufficiently considered. In fact, the load loahgnplays an important role in the CRRM.
The load balancing consists of accepting or denying a newrageest and enforcing users connected
to a heavily loaded BS to handover to a lightly loaded oneh@lgh the load balancing is much related
to the resource allocation, they are two separable aspeutsload balancing can be considered on the
one hand as an objective of the resource allocation schedheratine other hand as a constraint for the
resource allocation optimization. In this work, we onlydisaon the load balancing issue.

An adaptive threshold for load balancing based handovesresrient initiation was introduced
in [187]. Although this approach makes it possible to dethetneed of initiating a handover, the
suitable target access network is not addressed. Anothgrosofor RRM algorithm based on fuzzy
logic and reinforcement learning was presented in [1801]1Blowever, the admission control is just
an initial step in the load balancing process as it only desls the arriving communications. Even
if an efficient admission control algorithm [180, 181, 188ised, overload situations might still occur
due to the mobility of high-rate data users or the inheremtdiation of the transmission channel.

All the load balancing solutions have been based on a fundiesource unit notion, callédad.
The load metric represents the occupation ratio BS. ®hd bf a cellular network is usually
computed through the received power and the interferenad [£89] whereas the load of a WLAN
is simply computed through the number of users connectea #®FRa[180] [181]. The load can be
computed in different manners for different systems. Assaltethe same load value for two different
systems does not mean the same load situation. As such agsompia the basis of any cross-system
load balancing solution, having a same semantic of the loatitiens mandatory. Furthermore, the
existing load computation methods, which are based on tee@nence [189] or the throughput [190],
do not allow the load variation anticipation prior to theusiion where a user moves into/out of a cell.
In fact, the estimation of future interference or throughymiues is really challenging. Accordingly,
we cannot be able to make the right decision to achieve anegificesource balancing.

In this chapter, we introduce a new approach to quantifydhd in wireless packet networks and a
novel load balancing algorithm to improve the above linnitas. A new load metric and new balancing
index are proposed in Sectibnl7.2. Secfion 7.3 is devotedtnisk the load balancing algorithm.

7.2 Load metric & balancing index

7.2.1 Load metric definition

Along with the increase of multimedia and data-intensivpligptions, future 4G networks will ex-
perience an extremely high load. We present here only thesewpstem downlink load balancing.
However, the solution is still valid for uplink load balangi Traditionally, the load metric correspond-
ing to the resource occupation ratio varies from 0 to 1. Ireless packet networks, the channel access
is dynamically assigned to mobile users by a scheduler [@81jing in thd BS (see Figuie 7.1). The
scheduler decides which packets are transmitted to theiesmonding destinations at an instant (de-
pending on the required QoS of each user and radio link guaditween the user and thelBS). Contrary
to a fixed resource allocation in circuit networks, the resetallocation in packet networks is much
more dynamic. An overload situation will cause a delay okpadoss to some specific connections,
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but not necessarily an outage of connections. It is thusasting to be able to estimate the overload
degree. The way to balance the load in packet networks iddiffesent from circuit networks.
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Figure 7.1: Scheduler in a base station

The packet scheduling is an active research area. Gendrabgd on the transmission channel
estimation, the BS will adapt the modulation and coding s@héo transmit packets in such a way to
maximize the throughput and minimize the packet error lexently, the QoS priority has been also
taken into account in the packet scheduling [191]. Comp#rdte load balancing, a global strategy
involving all the BSs in the system, the packet schedulifjgssa local strategy at each individual BS.
We can see that if the total requesting resource (i.e., packieal rate mapped with the modulation
and coding rate) is higher than the capacity of the BS (iyant®I| departure rate at physical layer),
some users will not get their required QoS. In other words BB is overloaded.

We define loag as the ratio of the required resources to the total resouttése amount of the
required resources of all users connected to a BS is grémterar equal to its total resources, this BS
is considered as overloaded. In differentiated QoS wisehetworks, the objective of the scheduler is
to guarantee the QoS required by the non-best-effort usknsce, the required resources information
used for load computation is the guaranteed bit ratequired by running applications of non-best-
effort users. Alternatively, the required resources of mcmnication is its data arrival rate at the BS.
As a First In First Out[{(EIED) buffer is implemented at the B8 éach connection, the packet arrival
rate can be easily retrieved. In the following, for simgiiceach communication is assumed to have a
guaranteed bit ratg(Kbps). At the physical layer, multiple transmission modes cosipg of a pair
of modulation scheme and Forward Error Control (FEC), a&£iBH802.11/15/16, 3GPP and 3GPP2
standards, are available to each user. Given the modulatidrcoding rate oRy(bits/symbo), the
packet ofN, bits is mapped to a block dfl,/Rnc symbols after modulated and coded. Hence, the
required resources of a communication can be expres&éﬂhC a&symboy's).

The total resources of a BS can be referred to as the numbetatgmbols that the BS can trans-
mit in downlink during one second, i.e., data symbol ate For example, in HSDPA system [192],
the channel multiplexing is in time domain where each Trassion Time Interval (TTI) consist-
ing of three slots (or 2ms) can carry 480 data symbols. Wigaich TTI, a maximum of 15 parallel
codes can be assigned to one user or shared between sewesal ldance, the total resources be-
come 15x 480symbolg(2ms = 3.6Msymbolgs. In an OFDM system liké& WIMAX, 3G LTE, or
IEEE802.11a/g, the resources consist of OFDM symbols ie tiomain and sub-carriers in frequency
domain. The downlink data symbol rate is equa({rtamber of downlink OFDM symbolsjnumber
of data sub-carriers)/(frame duratignMeanwhile, in the direct-sequence CDMA system like UMTS,
CDMA2000 or IEEE 802.11b, the symbol rate depends on theadprg factd SF(chips/symbo)

IDirect Sequence spreading process is done by directly eonghihe baseband information to high chip rate binary code.
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of the used code. For instance, the symbol rate of 802.11esmonding to the use of Baker code or
Complementary Code Keying (CCK) is equal tdldymbo)'s or 1.379Msymbol's respectively [193].
As the chip ratdR; = Rs x SF (chip/s) is a fixed quantity, we choose it as the total resources peteam

Now letM denote the number of currently connected users at a BS dféstaurceR.. Each useris
characterized by a required guaranteed bit nat@ modulation and coding rak,. and an associated
spreading factoBF. If SF does not exist, we s&F = 1. The load of a BS is thus given by:

p—i < niSk
Rei& Rme

(7.1)

This load metric definition takes into account not only therigsrequired resource but also the radio
link quality between the user and the BS. If the link qualgyso poor to guarantee the connection or
the user is outside the corresponding BS’s radio coveragecdrresponding modulation and coding
rate Ry,c will be set to 0. If the BS accepts this user request, its lcambimes infinity. Thus, the load
balancing algorithm should refuse the connection or faneeuser to handover to another neighboring
access network. Using this definition, the resources hgéereity among different access systems
will be hidden from the load balancing problem. In other wgrthe balancing scheme is based only
on the load values of different access nodes regardless d#riying technologies and underlying
scheduling schemes. The load balancing over heterogemetwsrks is somewhat similar to that over
a homogeneous network.

7.2.2 Load balancing index

One of the key elements in the load balancing is the balardexinsed to measure the balance of
resources in a system. Such an index was first introduced9ii [@And recently used in [190]. It is
defined as: ,

&= (KZi p,)2 (7.2)
2iP

whereK is the number of neighboring BSs over which the load can beilolised. In fact,&; is
a correlation factor between the load vedipy, ..., pk| and the vectofl, ..., 1]. If all BSs have the
same load level, thefy = 1. The load balancing target is to maximé&e However, this balance index
has serious limitations. Consider a scenario where a nenatiske overlapped zone of three BSs as
depicted in Figur€7]2(a) wants to initiate a communicat®iven that{pa = 0.8,pg = 0.4,pc = 0.3}
are the current load of BS A, B and C respectively dfigpa = 0.1,Apg = 0.2,Apc = 0.7} are the
added load if the new user attaches to BS A, B and C, resphctiBg using objective functiorg,
the new user attaches to BS C as it results in the highestdsladexg; = 0.89. Unfortunately, the
BS C becomes overloadedd = 1). As the same connection will generate different addeddaehen
connecting to different access nodes, it becomes diffiouthdintain all BSs at the same load value.
Also, in a heavily loaded system, the balancing objeciveries to evenly distribute the load to all
BSs, which leads to a situation where all BSs will be overdmhdt may be better to degrade the QoS
of only a set of users instead of all users. When the load lestifee BSs has not been balanced yet but
all the BSs are not in the imminent overloaded situatiors itat necessary to maximizg by forcing
the users to attach to another BS. To resolve the overloaatisih in the exemplary scenario, one may
suggest adding a constraint lipge< 1 Vi while trying to maximizeg;. It seems to be a good solution
in a lightly loaded system. But, this constraint is neveis§ad in a heavily loaded system. In fact, the
objective of load balancing algorithm is to minimize theeeff of overload situation and not to avoid
the overload situation (because it is not always guarariteadinite capacity system).

The Spreading Factor is the ratio of the chips (UMTS = 3.84ipk) to baseband information rate.
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Figure 7.2: (a) Problem of usirfy; (b) Load balancing indek, computation

In order to improve the revealed limitations, the objecti¥@ur load balancing scheme is to reduce
overloading situation in access networks. The idea is teal@nminent overload situations and start
to redistribute the load from heavily loaded access nodkgitty loaded ones. A system is considered
as load-balanced if all BSs have a load below a specific tbfesh< & < 1. It is motivated by the
avoidance of unnecessary load balancing operations whadtenthe resource and cause undesired
handover overheads. Usually, in a load control strateggraiprs reserve an amount of resources
(1—9), known also aguard channeratio, for handing over users as well as for system redurydanc
The choice of threshold can be inspired by the research on guard channel optimizatifil95] and
we do not address such a choice in this work. Accordingly, vepgse a new balance indéx (see
the illustration in Figur€7]12(b)):

K
= i—0)" 7.3
&2 i;(pl ) (7.3)
whereat £ max(a,0). If 3p; > 8, then&, > 0. The greater inde&,, the closer to an overload situation
the network is. Note however th& > 0 does not mean an overload situation siggenay be greater
than O bup; < 1Vi. The objective of the load balancing is now to miniméze In the previous scenario,
the overload situation does not occur while usfagas an objective function sindg(C) (that is the
value ofg, while network C is selected) is clearly greater than fi§axA),&2(B)} for any chosem. In
fact, we havé»(C) = 1— 8, &»(B) = (0.6 —0)" and&z(A) = (0.9—-93)".

7.3 Load balancing algorithm

7.3.1 Optimal algorithm

7.3.1.1 Optimization formulation

We provide here a formulation of an optimal load balancirgpathm. Assuming that at a given
instant our system consists Mdf currently connected users adBSs of different access technologies.
Let us denotel = (w;j), i = 1..M, j = 1. K as a generated load matrix whevg is the load generated
at BS j while useri attaches to it. If useris not in the radio coverage of B thenwjj = «. The
balancing algorithm will be triggered upon the imminentdwvad situation. Results of the algorithm
should come out with an assignment= (ajj ), whereao;; = 1 if useri is assigned to attach to BiSand
oij = 0 otherwise. The assignmerds are given as

K M
o* =arg rr(}ingl(pj — )" wherep; = i;Wij 0ij (7.4)
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subject to the following conditionsojj = 0 if w;j =  and only one elemert;; in each rowi of
matrix o is non-zero. We assume that if user MiS in coverage of a particular BS then M&iill be
allocated the resourcélf : gj; = 1). In other words,

K
Fi1wy # 0= Y 0y L) = 1 (7.5)
i=

One may note that the constraint on binary integer variabiesnakes our optimization problem
non-convex, and therefore far more difficult to solve. In #@st case where any user can connect
to any BS, by using potentially exhaustive search, we neediapute the values &, for KM possi-
bilities of o to find outc*. The optimal algorithm is impractical for implementatiance it requires
an exponential computation time, especially in a large les® network with thousands of users and
BSs. Also, such an assignment may lead to a reallocationsoirees for all users which implies a
significant amount of handovers and overheads.

In a lightly loaded system, there may exist many possiblat&sis 6* for problem [Z.#). In this
case, even if the system is load-balanced, the resourcaatibh may not be optimized. We therefore
define a second optimization objective based on the total saesfaction index to enhance the load
balancing operations.

Assume that each user MSequires a guaranteed bandwidthand the SNR of the radio link
between M3 and BSj isyjj. Inspired by [82], the achievable throughput of Mi&it connects to BS
j can be estimated as

Ni

Tj = p—jg(w) il [1—0.5exp(—vy; )™ (7.6)

<|

whereM is the block sizel is the number of data bit within the block sikkandv is the specified
constant depending on the considered technologypand z{"' 1Wijajj is the load of BSj. In fact,
g(y:j) is the probability that the radio frame of sikkis transmitted without errors. Angt represents
the achievable data rate if user MSonnects to BS. Shortly, for a given vecton, given SNR
matrix (yij ), given elementary load matrigw;j) and a selected assignmemtwe can easily deduce
the achievable throughput matriXj;). According to a particular assignmeai we can rewrite the
achievable throughput of M&as follows:

(@) =3 5100, (7.7)
J

Inspired by the utility function form proposed in Chagdiém#& use the modified Sigmoid form to
model the user satisfaction degree based on its estimateésl/able throughput:

( n|mm)l

ni-n™" min

—'mm— Ti > n;

u(Ti) = 1+(n )¢ (7.8)

0 otherwise

wheren™" is the minimum acceptable bandwidth threshold of M$he parametet is the tuned
steepness parameter that follogvs 2. As a result, the second optimization objective is to fintlaou
assignment’ that maximizes the total user satisfaction:



7.3. Load balancing algorithm 137

M
o' =arg rg*ax;ui (Ti(0™)) (7.9)
1=
wherec* are the assignments that satisfy the load balancing condifi.4). Obviously, the second
optimization objective is used only when the load balandimtex &, = 0 is obtained and more than
one assignmera™ are found.

7.3.1.2 lllustration example

Let us consider the following networks composed of 3 BSs aktE6 (as depicted in Figufe T.3).

iy

=

Figure 7.3: An illustration example
The generated load matrix of 6 MSs are assumed as follows:

04 03 o
05 o« 06
o 03 05
02 03 04
03 02 04
04 02 03

Recall thatw;3 = o for instance indicates that the MS1 is not in the radio cayeref BS3. Given
0 = 0.95 (the threshold in the load balancing index), there areiB@rent solutionso™ that satisfy
the load balancing conditiof (7.4). These assignmentscanedf using Matlab. Here is one of these
solutions:

O O0OO0OO0ORrPEF
PR OOOO
NN N el e)

In this solution, the MS1 and MS2 connect to BS1; MS3 and MS4dneot to BS3; MS5 and
MS6 connect to BS2. In this case, the load of the three B$s=s [0.9 04 0.9] and clearly
&> = 0. Now, we assume that = [ 200 200 200 200 200 20@) is the required guaranteed
bandwidth vector of the six users. For each solution, we edenfhe achievable bandwidif for
each MS (assuming thaly) = 1, ™" = 0 andZ = 3). According to the assignment;, we have

T=[222 222 222 222 500 500and the total user satisfaction of the six MSbJis= 4.193.
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Taking into account the second optimization objective, ibst assignment that maximizes the total
user satisfaction is:

OO Pr OOoOr
PP, ORFR OO
[eNeoNeoNeN e

This assignment results in a total user satisfaction lef/&l e- 4.701 (the achievable throughput
is T=[333.33 333.33 285.71 333.33 285.71 285.71]). Thisrmpta shows how the optimal solution
can be used to distribute and balance the load over a lighdlgldd system to reach the best resource
utilization. Though the second optimization does not reyaiuch computation time, the complexity
of the first optimization remains high and thus hard to solve.

7.3.2 Proposed on-line load balancing algorithm

Our aim is to design a feasible and suboptimal solution fadlbalancing to minimize the resource
rearrangement and the computation effort. When a useat@dia connection, its terminal selects a
suitable access network among available ones using th@reselection mechanism given in Chapter
and(B. The load value of each access node will be used in th@meselection evaluation if the
terminal has access to this information. The user will be &binot select the heavily loaded access
node. Otherwise, the access node may refuse the user'satimmesquest based on its admission
control policy if it is heavily loaded. Despite the use of amassion control, the overload of an access
node may still happen due to the transmission channel fltictuar user’s volume data rate changes.
To handle the load balancing, on-going communicationsheiltransferred from an access network to
another by triggering a handover. The two main targets ofppoposed algorithm are the admission
control and the network-initiated handover.

7.3.2.1 Admission control

The admission control is employed to admit or reject a newimaiing communication in order
to avoid overload situations. A connection request to aipd&S will be accepted if the BS’s load,
including the contribution of the incoming communicati@below an admission threshaddc, that is
p < 0ac. Otherwise, the new incoming communication will be redieeldo the least loaded overlapped
access network. If all BSs in the coverage area could notnagtmlate the new communication, the
connection request is rejected. If the incoming commurtnat a handing-over one, the admission
threshold is greater than the one used for a new originatingnaunication. It is generally preferable
to allocate resources to on-going communications ratheer th new initiating ones. In our solution,
we propose to always accept the handing-over users.

It is noteworthy that a number of previous publications [1181] [188] have considered the admis-
sion control as a means to achieve load balancing. Howéwedmission control is just a first step
in the load balancing process as it only deals with incomm@munications and it does not treat the
load fluctuation of on-going ones. Moreover, trying to redtran originating communication to a less
loaded access system (redirect from one technology to erattay not be possible if the communica-
tion is initiated from a single-mode terminal. In this casejay be better to force a multi-mode user to
make a vertical handover to a coordinated access systentaochenodate the originating single-mode
user. That motivates the need to use handover enforcemeffetaively distribute the load over the
heterogeneous systems.
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7.3.2.2 Handover enforcement

In addition to the admission control, it is essential to hawvaechanism to detect and handle immi-
nent overload situations. Such a mechanism is known as atWandnforcement since its main role
is to selectsuitableusers in a heavily loaded access network and force them twokian tosuitable
lightly loaded overlapped ones. The main output of the haedenforcement is to determine a set of
pairs,suitableuser andsuitabletarget access network, for the handover execution.

BS,
M, M M,

LA

Figure 7.4: lllustration of load balancing algorithm

Let M = {M1,M>,..., My} denote a set of mobile users currently connected to a hel@ated
BS that needs to be unloaded. The loadB& is po > 8. The set of neighboring BSs overlapped
with BS is denoted byB = {BS,BS...,B&} and the current load of each of the neighboring BSs is
0 = {p1,...,Px}. The load balancing model is illustrated in Figlrel 7.4. While load oBS is still
greater tha and the load balance indéx can still be decreased, then identify a p&id) of suitable
user and suitable BS for load balancing handogled) is given by

(1,d) =arg (m_i)nEz(i, ) (7.10)
N

€201, J) = (Po—Wio—d)" + (pj +Wij —8) " + ; (o —0)" (7.11)
1£{0.j)

wherew;; is the load contribution of usévl; at BS; while M; connects tdBS. Also, wjj = o if M; is
not in the radio coverage &S. The proposed algorithm to achieve this goal is as follows:

If po > dthen
Initiate k:=0 and cond:=true
Calculateg[K|
While &> (k] # 0 & cond=true do
Find (1,J) that minimizeg(i, )

ki=k+1
If €2[k] < &2[k— 1] then
cond:=false
end
end
end

Instead of balancing the resources of the overall systeneswitded in the optimal algorithm, our
proposed solution aims at redistributing locally the lo&d beavily loaded BS around its neighboring
overlapped BSs. In turn, the neighboring BS will redisttéits load to its own neighboring BSs and
so on. By doing so, the load of the overall system will be thalaticed. The handover enforcement
will be triggered when the load of a specific BS is greater thahhe algorithm execution is continued
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until & = 0 or we cannot find a handover to improve indgx Also, the decision to makié; handover
to BS; only relies on the load comparison betwds® andBS. From [Z.11)(i, j) is selected if

(Po—Wio—0)" + (pj +Wij —8)" < (po— )"+ (p; — )" (7.12)

A ping-pong effect wher/; is decided to handover back B could not happen due to constraint
(7.12). Therefore, our algorithm is ensured to converge.

7.3.3 Performance evaluation

In this section, we first show the effectiveness of our nevd Ibalance indexX, which is used as
an objective function in our proposed load balancing schexext, the performance of our proposed
solution is compared with the optimal solution and a refeeescheme. The chosen reference solution
employs aradvancedadmission control [180] [181] [188], in which a new incomiogmmunication
will be redirected to the least loaded BS. This smallest i@dde includes the load of the new incoming
communication.

users MS1 MS2 MSi... MSM
wm,k
BS BS1 BS2 BSj ... BSK

w é@
Figure 7.5: Simulation scenario

We consider a simulation scenario in which users activatiedaactivate dynamically their commu-
nication sessions. Each communication is associated witlaeanteed bandwidthwhich is randomly
generated in the intervgl€ [100 1200Kbps Assume that a user has only one communication session
at a time and the duration of each communication follows goegntial distribution with a selected
averaged value of 5 minutes. A user has the possibility toecinto a random number of BSs (as illus-
trated in Figuré7J5). As we focus on the load balancing dfmrathe simulation of the physical and
MAC layers is not necessary in order to observe the load baigrperformance. Therefore, the radio
link quality between a user and its reachable BSs (i.e., théutation and coding rates) are also ran-
domly selected at the beginning of each communication @es3ihe modulation and coding ra®,c
varies from O (i.e., radio link is very poor for the connentiar user is outside the BS’s radio coverage)
to 4 bits/symbol The capacity of each BS is randomly selected in the intéfival] Msymboy's.

The performance is evaluated by means of a non-satisfactaex (N SI) which is the ratio of the
total number of users that are currently connected to thdaaded BSs to the total number of users
in the system. The use of this metric is motivated by the faat if a BS is overloaded, no matter how
it schedules its users, it will not guarantee the require® €@o all its served users.

7.3.3.1 Validation of the load balancing index,

We employ indexe§; andé&, as load-balancing objectives. Another strategy that stgan mini-



7.3. Load balancing algorithm 141

mizing the total load of all BSs is also examined. The perfomoe of the three strategies is illustrated
in Figure[Z.6. In this simulation, the number of BSs in theaysis fixed at 10. The value of threshold
0 here is selected as= 0.8. Note further that when we change the number of BSs or usditei
system, the whole system configuration (eRye, BS’s capacityn) is modified. The comparison be-
tweenN Sl of these different network configurations is not much reiv&o we do not discuss about
the fluctuation oN Slbetween different network configurations. Note also thakeep the same initial
network configuration to test the different load balancimdeixes.

1 T T T
Minimize Ez strategy

0.8 Minimize total load strategy

- Maximizeg , strategy

0.6

04
02t ‘
10 20 30 40 50 €

60 70 80 90
number of users

Non-satisfaction Index

N

o

Figure 7.6: Non-satisfaction index vs. load balancing cioje function strategies

From Figurd 7B, we observe that tfebased strategy gives the best performance compared to the
two other strategies in any simulated network-load costeXihe positive values dfl Sl for a small
number of users are explained by the fact that the users ctathé the overloaded BS are outside
any overlapped BS. The three strategies give approxim#telysame results for a small number of
users. When the number of users increases Kil&z,30), theg; strategy exposes clearly its limitation.
The &1 strategy is not suitable since an equalization of all BSatldoes not lead to a good system
performance. Also, minimizing the total load does not resuén efficient resource utilization either
because minimizing the total load does not mean a mininoizaif the system overload level. One can
see that the performance of the total load minimizatiortegrais still better than th&;-based strategy.
The results confirm the efficiency of tlRe-based load balancing strategy.

7.3.3.2 Performance of the proposed load balancing stratgg

We compare the performance of our proposed scheme with thiaatical optimal solution (using
only the first optimization objective). As the optimal sadut requires a great computation time, the
number of users arriving at a time is limited to 15 and a smathber of BSs is considered. However,
each user requires a high (600 < n < 1200) to introduce a high load in the system. According
to Figure[Z.¥, our proposed algorithm performs very well pared to the optimal one. Indeed, the
balance indexes; given by our solution are very close to those of the optimal. dviore interestingly,
the NSl of the two solutions is lightly different (18% for the optitnane vs. 20% for our scheme in
the case of 4 BSs) for heavily loaded scenarios (small numiBEs) and mostly the same for lightly
loaded scenarios.

We compare now our proposed scheme with the reference @olut80, 181, 188] in which a new
communication will be redirected to the least loaded BS asegbincluding the load of the incoming
communication. In practice, we start two separate sinanatiusing the same initial load-balanced
system, the same user arrival process and the same useriaguapplication scenario. The number
of BSs is set to 10 and the number of users is set to 20. The k@ation of the system is due to the
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Figure 7.8: Performance comparison between our soluti@htl@ reference one (using advanced
admission control)

communications initiation/termination. The NSI of the taystems, the one managed by our proposed
load balancing scheme and the one managed by the referdraaescis observed at every instant and
is depicted in FigurE_718. We observe that the ratio of ndisfsed users in the system managed by our
proposed scheme is smaller than in the system managed bgférernce one. In fact, our proposed
scheme uses a simple admission control compared to the @t/admission control of the reference
one. The key of our scheme is based on the handover enfortqareess that handles imminent
overload situations. The results show clearly the effecidss of our solution which is furthermore
feasible for implementation in both homogeneous and coatdd heterogeneous networks.

7.4 Summary

This chapter treated another aspect of the mobility manageover heterogeneous networks where
the role of the network control is vital: load balancing. W&fided a new load metric which makes
it possible to formulate the load balancing as a classiarapétion problem. This novel load metric
for wireless packet networks is based on the packet scimgdaiid the radio link quality information.
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Thank to this new metric, the heterogeneity of differentemsdechnologies can be removed. It also fa-
cilitates the load balancing operations since it allowsl leariation anticipation. We introduced a new
load balancing index to measure the overload degree of ammysthis balancing index leads to min-
imize the overload degree of a system instead of equalifisddad among the access nodes within
a system. We designed a load balancing scheme which coonsiatsadmission control and a han-
dover enforcement. The proposed iterative algorithm isadribe feasible suboptimal solutions to the
problem. The solution can be used in on-line system becausguiires less computation time and be-
cause it operates in a distributed way instead of a usualaizeid way. However, this iterative search
may result in a local optimum solution. To overcome this tation, some advanced optimization
techniques like Tabu search [196], ant colony optimizafi®¥], particle swarm optimization [198],
genetic algorithm, evolutionary optimization [199]..ynlae employed. The use of these techniques
are left for future works.






Conclusions

As foreseen by many researchers and analysts, the nexatjenexireless mobile communications
(4G) will be based on the heterogeneous underlying infragire integrating different wireless access
technologies in a complementary manner. Looking at thefgdmrtof mobile and fixed operators to-
day, a dominance of access bundles and flat rates, netwovkrgemce has become a means to solely
reduce operational cost and maintain competitiveness iar&ehof flattened subscriber growth and
decreasing per-user revenues. Future mobile users neetoto 'eamless mobility and ubiquitous
access to services in afways best connectadode. In this context, the inter-system mobility man-
agement is an important and challenging technical issuestsdbtved. The underlying idea of this
thesis was to optimize the inter-system mobility managéraed find out solutions to ensure seamless
handovers across a wide range of networks and devices.

The contribution of the thesis was divided into two partse Handover enhancements controlled
by the user terminal side (user-controlled approach) andetlitontrolled by the network (network-
controlled approach).

The end-users are not anymore passive - they are startingsigrdtheir own services and sharing
them in communities. They are increasingly demanding hiighality and more personalized services.
The best way to offer customized services in the context dbilityp management is to allow users
to influence and even to control the access network choieehdindover decision and the handover
preparation.

As the terminal can access to information on its inner cdgpalki surrounding networks, active ses-
sions and the user preferences, it is in a much better posdiselect the best access network than the
network side. This real-time information can be gatheredhigyterminal but it is not available to the
service platform or network entities. Transferring alllgaed information to the network for the han-
dover decision implies the frequent update from every useatds the network, which is not feasible.
In the first part of this thesis, we presented a framework @/kige mobility management is considered
as a third party service. The user terminal can select thealobesss network among the available ones
and control a holistic vertical handover procedure. Basethe gathering information, the terminal
determines the adaptive handover threshold in order torersgamless handover. Furthermore, the
terminal can predict the handover and initiate some handmeparation techniques like pre-buffering
to assure the seamless user experience during handovessbutanot least, the terminal-controlled
mobility management makes it possible to optimize the pasasumption of multiple-radio interface
devices.

In the gathering information phase, it is preferable thattiobile terminal has some provisioning in-
formation elements about its neighboring cells to be abtpitokly discover, synchronize and measure
their signal strength. The terminal can detect neighbocelts by naively scanning all the channels,
which may take a long latency. Suchbind scanning can be possible if the terminal is equipped with
multiple radio interfaces. But, in the case of single regunfable radio interface device, the long scan-
ning latency implies a large overlap between adjacent,cellsgh power consumption and probably

145
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large handover interruption time. In addition to the aceestsvork discovery and the handover mea-
surement, the transfer of user’s mobility and security exist from the serving network to the target
network to reduce the handover latency requires contrah fitee network. Similarly, the QoS guaran-

tee, radio resource allocation and load balancing are sishje be controlled by the network. In fact,

only the network has the entire information about the trdffad in the access nodes (i.e., number of
users currently connected to this access node) and itablailadio resources.

In the two main parts of the thesis, we have pointed out tharstdges and the capabilities to en-
sure seamless handovers of both user control and netwotkotanthorities. The vertical handover
procedure can be completed under the full control of the oetwer the user terminal. However, to
effectively manage the user mobility in heterogeneous aidsy the control from both user terminal
and network should be jointly coordinated. One possiblestijore is that what happens if both the
mobile terminal and the network want to control the handgrecedure, for example, the handover
decision. If the terminal decides to handover to a speciftess node, the network can either help
terminal to prepare the handover or not. In the latter cageterminal prepares and executes the han-
dover itself using a third party mobility service. A seamsléandover can be possible if the terminal is
equipped with multiple radio interfaces and it is multi-hexin Otherwise, a seamless handover seems
to be difficult to achieve. Now, if the network forces the térad to handover to an indicated access
node, the terminal can either obey this recommendation todmthe latter case, the terminal can con-
sider this command as an access network selection triggeandition. The terminal starts to select
another access node and then makes the handover to itededecess node using terminal-controlled
handover scheme. In short, the coordination of the dedséhould reflect the reasonable and dy-
namic compromise between user autonomy and network comtne network can help and guide the
user terminal in the choice of the suitable access netwadkirathe information gathering. The user
terminal is responsible for selecting the best access mktaarording to user preferences, managing
the radio interface activation mode, handover prepardfimnexample, pre-buffering streaming data)
and triggering the handover when appropriate. The netvgr&sponsible for authentication, roaming
establishment if necessary, handover preparation (fanpbeg mobility and security context transfer),
QoS maintenance and load balancing-based handover maeagem

Contributions of this thesis

Summing up, the major contributions of this work include:

e A novel utility-based access network selection which idelst
— A new sigmoidal function form to best model the utility of éaeccess network character-
istic,
— A new multiplicative aggregate utility function form,
— A context-aware (user situation and application) usergpegfces configuration.

e A terminal-controlled handover management framework tvimcludes:

— A very-loose coupling interworking architecture,

— A user-centric access network selection scheme,

— A power-saving multiple radio interface management,

— An adaptive handover initiation threshold to ensure sessmeobility.

e Aterminal-controlled seamless media streaming schemehahcludes:
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— A practical handover prediction scheme based receiveadlssgrength measurements using
the Grey-Model filter and CUSUM-based movement detectiohriijues,

— An adaptive pre-buffering policy to maintain the media emitin the buffer for seamless
streaming.

e A UMTS{WiMAXIinterworking solution which includes:

— A loose-coupling interworking architecture between UMTH &/iMAX systems,
— A scheme for inter-system measurement using an SDR-ensdslachal,
— A required minimum cell overlap for seamless handover in all@WViMAX system.

e An intermediary platform for interworking and roaming be®wn different access networks in a
multi-operator environment.

e A novel load balancing scheme which includes:

— A novel load metric definition,
— A new load balancing index definition,
— A practical load balancing scheme in heterogeneous wgglasket networks.

Future Work

Mobility management in heterogeneous networks is a conppielslem comprising of a large num-
ber of challenging issues. Regarding the aspects addressad thesis, there are still many possible
research areas that the future work may take.

In the access network selection, recently researchers ¢@avw&dered the use of Multi-Attribute
Decision Making (MADM) algorithms [69, 70, 200]. Though tMADM is much related to the utility
theory, further analysis and comparison between the yubliised and MADM approaches will be
needed to figure out the best one or a possible coordinatitdmedfvo approaches. An automatic user
situation profile update using the information from ternhisiatus, the currently connected networks,
location servers, running services, the sensors intejiratbe terminal device and etc. is an interesting
research direction not only for access network selectidralso many other application fields.

Another research topic much related to the mobility managerand access network selection is the
radio resource management (RRM). The load balancing overdgeneous networks was addressed
in this work, however further improvements using some adgdnoptimization techniques may be
envisioned. In an open access heterogeneous networksnée@pendent operators battle to get user
connections (by allocating an appropriate resource amueach user) to maximize their resource
utilization and their revenue knowing that users have tib&r select the access network of highest
utility level (according to preferences of each user). Tamlination between the access network
selection and the resource allocation in this context isffecdit problem that can be modeled and
solved by the game theory.

The terminal-controlled mobility management frameworkl dne inter-system handover coupled
with the roaming establishment between two access netwariaths having no direct agreement can
be considered as a beginning of more extensive studieshaditial answer. Inspired by the localized
network-based management solution, a new network-basgeddomainmobility management may
be envisioned to enhance the handover performance.

In heterogeneous networks, the users will be always besteobed (ABC) through the best access
network using the best available device. The network opefets to satisfy ABC property for users (or
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aid users to get ABC property) and has to maintain the besildesutility out of its investment. From
the network operators’ perspective, the operators neednaroement which fulfils the requirements
for "Always Best Managed" (ABM) infrastructures, networlend services. An intelligent network
selection and an autonomous mobility management are ezhjtorachieve ABC and ABM simulta-
neously. The autonomous mobility management includingraarhous handover, autonomous load
balancing and autonomous location management is an erfablaBM networks. The autonomous
mobility management in heterogeneous networks becomesfdiskure research directions towards
seamless mobility.

In the last few years, the limited available spectrum andrtegiciency in the spectrum usage neces-
sitate a new communication paradigm to exploit the exisiiitgless spectrum opportunistically [201].
This new networking paradigm is referred to as Dynamic SpattAccess (DSA) or cognitive radio
networks. The dynamic spectrum access techniques allonitaegradio users to select thest avail-
able channelfor the communication. The users can switch from one spectnole to another to
maintain the connectivity, which is known apectrum handoverThe purpose of spectrum mobility
management, including best channel selection and spedtamaiover, is to make sure that such tran-
sitions are seamless and as soon as possible such that ticat#ms running on cognitive radio users
perceive minimum performance degradation during a spedtandover. One can see that the mobility
management should be take into consideration spectrunoli@ndperations to maintain the seamless
service delivery. One interesting future research dioects to study the coordination between the
spectrum mobility management and traditional mobility sgement in cognitive radio networks.

This dissertation presents the comprehensive and pragahatiprovements on different facets of
the inter-system handover. This research will facilitéwe évolution of seamless mobility of the next
generation network.
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