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Abstract

This paper is devoted to studying the difference between the fair strike of a volatility swap and the
at-the-money implied volatility (ATMI) of a European call option. It is well-known that the difference
between these two quantities converges to zero as the time to maturity decreases. In this paper, we
make use of a Malliavin calculus approach to derive an exact expression for this difference. This
representation allows us to establish that the order of the convergence is different in the correlated
and in the uncorrelated case, and that it depends on the behavior of the Malliavin derivative of
the volatility process. In particular, we will see that for volatilities driven by a fractional Brownian
motion, this order depends on the corresponding Hurst parameter H. Moreover, in the case H ≥ 1/2,
we develop a model-free approximation formula for the volatility swap, in terms of the ATMI and its
skew.

Keywords: Malliavin calculus, fractional volatility models, volatility swaps.
AMS subject classification: 91G99

1 Introduction

A volatility swap is a forward contract whose underlying is the future realized volatility asset price. It is
well known (see for example Feinstein (1989), Friz and Gatheral (2005), Carr and Lee (2008, 2009)), that
the difference between the ATMI of a vanilla option and the corresponding volatility swap price tends
to zero as the time to maturity decreases. Moreover, the sign of the difference between the above two
quantities is related to the skew of the implied volatility (see for example Demeterfi, Derman, Kamal and
Zou (1999) and Carr and Lee (2008)).

This paper is devoted to contributing to the study of the link between volatility derivatives and the
ATMI of vanilla options, in the context of stochastic volatility models. Our analysis does not require
a specific model and can be applied to the case of fractional volatility models, introduced by Comte
and Renault (1998) (with Hurst parameter H > 1/2), to explain the long-time behavior of the implied
volatility. Alòs, León and Vives (2007), proposed to consider volatility models with H < 1/2 to explain

∗Supported by grants ECO2014-59885-P and MTM2013-40782-P
†Supported by CARF (Center for Advanced Research in Finance)
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the empirical short-time skew of the ATMI. Recently, fractional models with H < 1/2 have been further
studied by Fukasawa (2011) and have been proved to be interesting as a tool to describe real market data
(see for example Gatheral, Jaisson and Rosenbaum (2014)).

Even when the classical literature focuses on volatility models that are diffusion processes, several
recent works include the case of fractional volatilities. Among them, we can quote the paper by Bergomi
and Guyon (2011), where the authors presented a vol-of-vol expansion of the ATMI around the variance
swap. More recently, El Euch, Fukasawa, Gatheral and Rosenbaum (2018) proved a small-time Edgeworth
expansion of the density of the asset price, from where they deduced an expansion (again around the
variance swap) of the ATMI, for models with Hurst parameter H ∈ (0, 1

2 ].
Our approach uses Malliavin calculus techniques that allow us to find an explicit expression for the

difference between the ATMI and the fair strike of the volatility swap in terms of the Malliavin derivative
of the volatility process, both in the uncorrelated case (see Proposition 2) and the correlated case (see
Proposition 7). As an application of these explicit decompositions, we compute the rate of convergence
of this difference and see that this rate depends on the regularity properties of the Malliavin derivative.
In particular, for models based on the fractional Brownian motion, we prove that this difference is of the
order O

(
T 1+2H

)
in the uncorrelated case, where T denotes the time to maturity. In the correlated

case, this difference is of the order O
(
T 2H

)
if H ≤ 1/2,and of the order O

(
TH+ 1

2

)
if H > 1/2. These

results give us a tool to estimate the Hurst parameter of fractional volatilities, as we see in the numerical
examples in Section 5.

The paper is organized as follows. Section 2 is devoted to introducing the main concepts and notations.
In Section 3 we prove a representation of the difference between the ATMI and the volatility swap, in
the case when the volatility process and the asset price are uncorrelated processes. This representation
allows us to deduce the order of convergence of this difference, in terms of the Hurst parameter of the
volatility process. Moreover, we prove a limit relationship between the implied volatility, its curvature,
and the volatility swap. In Section 4 we extend the results in Section 3 to the correlated case. Finally,
some numerical examples of a fractional volatility model are presented in Section 5.

2 The main problem and notations

In this paper, we consider the following model for the log-price of a stock under a risk-neutral probability
measure P .

Xt = X0 −
1

2

∫ t

0

σ2
sds+

∫ t

0

σs

(
ρdWs +

√
1− ρ2dBs

)
, t ∈ [0, T ]. (1)

Here, X0 is the current log-price, W and B are standard Brownian motions defined on a complete
probability space (Ω,G, P ), and σ is a square-integrable and right-continuous stochastic process adapted
to the filtration generated by W . In the following, we denote by FW and FB the filtrations generated
by W and B. Moreover we define F := FW ∨ FB . We assume the interest rate r to be zero for the sake
of simplicity. The same arguments in this paper hold even if there exists a deterministic drift term in
Equation (??).

The price of a European call with strike price K is given by the equality

Vt = Et[(e
XT −K)+],

where Et is the Ft−conditional expectation with respect to P (i.e., Et[Z] = E[Z|Ft]). In the sequel, we
make use of the following notation:
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• v(t, Yt) =
√

Yt

T−t , where Yt =
∫ T

t
σ2
udu, and it is abbreviated as vt = v(t, Yt).

That is, v represents the future average volatility, and it is not an adapted process. Notice that
Et [vt] is the fair strike of a volatility swap with maturity time T.

• BS(t, T, x, k, σ) denotes the price of a European call option under the classical Black-Scholes model
with constant volatility σ, current log stock price x, time to maturity T − t, and strike price
K = exp(k). Remember that in this case

BS(t, T, x, k, σ) = exN(d+(k, σ))− ekN(d−(k, σ)),

where N denotes the cumulative probability function of the standard normal law and

d± (k, σ) :=
k∗t − k

σ
√
T − t

± σ

2

√
T − t,

where k∗t denotes the at-the-money strike, that coincides with x when the interest rate is zero.

• For any fixed t, T,Xt, k we define the implied volatility I (t, T,Xt, k) as the quantity such that

BS (t, T,Xt, k, I (t, T,Xt, k)) = V t,

and the inverse function of the Black-Scholes formula with respect to the volatility parameter is
defined as

BS−1 (t, T,Xt, k, Vt) = I (t, T,Xt, k) .

We also define a simplified notation of the inverse function BS−1(k, λ) := BS−1(t, T,Xt, k, λ).

• H(t, T, x, k, σ) :=
(

∂3

∂x3 − ∂2

∂x2

)
BS(t, T, x, k, σ).

We assume that the reader is familiar with the elementary results of the Malliavin calculus, as given
for instance in Nualart (2006). In the remaining of this paper D1,2

W denotes the domain of the Malliavin

derivative operator DW with respect to the Brownian motion W. It is well-known that D1,2
W is a dense

subset of L2(Ω) and that DW is a closed and unbounded operator from D1,2
W to L2([0, T ] × Ω). We also

consider the iterated derivatives Dn,W , for n > 1, whose domains will be denoted by Dn,2
W . We will use

the notation Ln,2
W = L2([0, T ] ;Dn,2

W ).
We will make use of the following anticipating Itô’s formula (see for example Alòs (2006)).

Proposition 1 Assume model (??) and σ2 ∈ L1,2
W . Let F : [0, T ]×R2 → R be a function in C1,2([0, T ]×

R2) such that there exists a positive constant C such that, for all t ∈ [0, T ] , F and its partial derivatives
evaluated in (t,Xt, Yt) are bounded by C. Then it follows that

F (t,Xt, Yt) = F (0, X0, Y0) +

∫ t

0

∂sF (s,Xs, Ys)ds

−
∫ t

0

∂xF (s,Xs, Ys)
σ2
s

2
ds

+

∫ t

0

∂xF (s,Xs, Ys)σs(ρdWs +
√
1− ρ2dBs)
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−
∫ t

0

∂yF (s,Xs, Ys)σ
2
sds+ ρ

∫ t

0

∂2
xyF (s,Xs, Ys)Θsds

+
1

2

∫ t

0

∂2
xxF (s,Xs, Ys)σ

2
sds, (2)

where Θs := (
∫ t

s
DW

s σ2
rdr)σs.

3 The uncorrelated case

Let us consider the following hypotheses:

(H1) There exist two positive constants a, b such that a ≤ σt ≤ b, for all t ∈ [0, T ] .

(H2) σ2 ∈ L1,2.

The key tool in our analysis will be the following relationship between the ATMI and the volatility swap
fair strike.

Proposition 2 Consider the model (??) with ρ = 0 and assume that hypotheses (H1) and (H2) hold.
Then the at-the-money implied volatility admits the representation

I (t, T,Xt, k
∗
t )

= Et [vt]−
1

32(T − t)

×Et

∫ T

t

BS−1(k∗t ,Λr)

(N ′ (d+ (k∗t , BS−1(k∗t ,Λr) )))
2

(
Er

[
N ′(d+ (k∗t , vt))

∫ T

r
DW

r σ2
sds

vt

])2

dr

 ,

where
Λr := Er [BS (t, T,Xt, k

∗
t , vt)]

Proof. Notice that, in the uncorrelated case, the Hull and White formula gives us that the option price
can be writen as

Vt = Et [BS (t, T,Xt, k
∗
t , vt)] .

Then the implied volatility satisfies that

I (t, T,Xt, k
∗
t )

= BS−1 (k∗t , Vt)

= Et

[
BS−1(k∗t , Et [BS (t, T,Xt, k

∗
t , vt)])

]
= Et

[
BS−1(k∗t , Et [BS (t, T,Xt, k

∗
t , vt)])

−BS−1(k∗t , BS (t, T,Xt, k
∗
t , vt))

+BS−1(k∗t , BS (t, T,Xt, k
∗
t , vt))

]
= Et

[
BS−1(k∗t , Et [BS (t, T,Xt, k

∗
t , vt)])−BS−1(k∗t , BS (t, T,Xt, k

∗
t , vt))

]
+Et [vt] .
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Now, as in Alòs and León (2017), we can write

BS (t, T,Xt, k
∗
t , vt) = Et [BS (t, T,Xt, k

∗
t , vt)] +

∫ T

t

UsdWs,

where Us can be computed by Clark-Ocone formula and W is the Brownian motion that drives the
volatility process. Then

Et

[
BS−1(k,Et [BS (t, T,Xt, k

∗
t , vt)])−BS−1(k,BS (t, T,Xt, k

∗
t , vt))

]
= Et

[
BS−1(k∗t ,Λt)−BS−1(k∗t ,ΛT )

]
= Et

[
−
∫ T

t

(
BS−1

)′
(k∗t ,Λr)UrdWr −

1

2

∫ T

t

(
BS−1

)′′
(k∗t ,Λr)U

2
r dr

]
, (3)

where (BS −1)′ and (BS −1)′′ denote, respectively, the first and second derivatives of BS−1 with respect
to Λ. Notice that

Ur = Er

[
DW

r (BS (t, T,Xt, k
∗
t , vt))

]
= Er

[
exp(Xt)N

′(d+ (k∗t , vt))

∫ T

r
DW

r σ2
sds

2
√
T − tvt

]
,

which, jointly with (H1), implies that

Et

[∫ T

t

[
(BS−1)′(k∗t ,Λr)Ur

]2
dr

]
≤ exp(2Xt)

4(T − t)
Et

∫ T

t

[
Er

∫ T

r

DW
r σ2

sds

]2
dr


≤ C(T, t).

This gives us that the expectation of the stochastic integral in (??) is zero. Then,

Et

[
BS−1(Xt, Et [BS (t, T,Xt, k

∗
t , vt)])−BS−1(Xt, BS (t, T,Xt, k

∗
t , vt))

]
= −1

2
Et

[∫ T

t

(
BS−1

)′′
(k∗t ,Λr)U

2
r dr

]
. (4)

Now, as

(
BS−1

)′′
(k∗t ,Λr) =

BS−1(k∗t ,Λr)

4 (exp(Xt)N ′(d+ (k∗t , BS−1(k∗t ,Λr))))
2 , (5)

the proof is complete.

In order to prove our limit results, we will need the following hypotheses.

(H3) Hypothesis (H2) holds, and there exist two constants δ ∈
(
−1

2 ,
1
2

)
and C > 0 such that, for any

0 < r < s < T ,
Er

[
DW

r σ2
s

]
≤ C (s− r)

δ
.
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(H4) Hypotheses (H2) and (H3) hold and the term

1

(T − t)3+2δ
Et

∫ T

t

(
Er

[∫ T

r

DW
r σ2

sds

])2

dr

 ,

has a finite limit as T → t.

The following theorem gives us that, with reasonable parameters, the difference between the volatility
swap and the ATM implied volatility is very small, according to the previous results by Carr and Lee
(2009).

Theorem 3 Consider the model (??) with ρ = 0 and assume that hypotheses (H1), (H2), (H3) and (H4)
hold. Then

lim
T→t

I (t, T,Xt, k
∗
t )− Et [vt]

(T − t)2+2δ
= − 1

32σt
lim
T→t

1

(T − t)3+2δ
Et

∫ T

t

(
Er

[∫ T

r

DW
r σ2

sds

])2

dr

 .

Proof. Proposition 2 gives us that

I (t, T,Xt, k
∗
t )

= Et [vt]−
1

32(T − t)

×Et

∫ T

t

BS−1(k∗t ,Λr)

(N ′ (d+ (k∗t , BS−1(k∗t ,Λr) )))
2

(
Er

[
N ′(d+ (k∗t , vt))

∫ T

r
DW

r σ2
sds

vt

])2

dr

 .

Here, using similar arguments as in the proof of Proposition ?? we see that BS−1(k∗t ,Λr) might be
expanded as

BS−1(k∗t ,Λr)

= Er

[
BS−1(k∗t ,Λr)

]
= Er

[
BS−1

(
Xt,ΛT −

∫ T

r

UsdWs

)]

= Er

[
BS−1(k∗t ,ΛT )

]
− 1

2
Er

[∫ T

r

(
BS−1

)′′
(k∗t ,Λθ)U

2
θ dθ

]

= Er [vt]−
1

2
Er

[∫ T

r

(
BS−1

)′′
(k∗t ,Λθ)U

2
θ dθ

]
.

Notice that
(
BS−1

)′′
(k∗t , ·) is bounded. This comes from the hypothesis (H1) and (??). Moreover, (H1)

and (H3) imply that

Ur = Er

[
exp(Xt)N

′(d+ (k∗t , vt))

∫ T

r
DW

r σ2
sds

2
√
T − tvt

]
≤ Ct(T − t)

1
2+δ,
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where Ct is a positive constant.Then,

BS−1(k∗t ,Λr) = Er [vt] +O((T − r)2+2δ),

which implies that

lim
T→t

I (t, T,Xt, k
∗
t )− Et [vt]

(T − t)2+2δ

= − 1

32
lim
T→t

1

(T − t)3+2δ
Et

∫ T

t

BS−1(k∗t ,Λr)

(
Er

[
exp

(
1

8

(
BS−1(k∗t ,Λr)

2 − v2t
)
(T − t)

) ∫ T

r
DW

r σ2
sds

vt

])2

dr


= − 1

32σt
lim
T→t

1

(T − t)3+2δ
Et

∫ T

t

(
Er

[∫ T

r

DW
r σ2

sds

])2

dr

 , (6)

and now the proof is complete.

Corollary 4 Assume a fractional volatility model of the form σt = f(BH
t ), where f ∈ C1

b is a function
with range in a compact set of R+ and BH

t is a fractional Brownian motion with Hurst parameter H
(see for example Alòs, León and Vives (2007)). Then, (H1)-(H4) hold with δ = H − 1/2, and then

I (t, T,Xt, k
∗
t )− Et [vt] = O

(
(T − t)

1+2H
)
.

Remark 5 Corollary 3.10 of Alòs and León (2017) shows that, under some regularity conditions

lim
T→t

1

(T − t)2δ
∂2I

∂k2
(t, T,Xt, k

∗
t ) =

1

4σ5
t

lim
T→t

1

(T − t)3+2δ
Et

∫ T

t

(
Er

[∫ T

r

DW
r σ2

sds

])2

dr

 .

Then, the above result gives us, that, in the uncorrelated case

lim
T→t

I (t, T,Xt, k
∗
t )− Et [vt]

(T − t)2+2δ
= −σ4

t

8
lim
T→t

∂2I
∂k2 (t, T,Xt, k

∗
t )

(T − t)2δ
.

That is,

lim
T→t

I (t, T,Xt, k
∗
t )− Et [vt]

(T − t)2+2δ
= −1

8
lim
T→t

I (t, T,Xt, k
∗
t )

4 ∂2I
∂k2 (t, T,Xt, k

∗
t )

(T − t)2δ
.

Remark 6 Assume that (H3) holds for δ = 0 and that, for every t ∈ [0, T ] , there exists a random
variable D+

t σ
2
t such that

lim
T→t

sup
r∈[t,T ]

∣∣Er

[
DW

r σ2
s

]
−D+

t σ
2
t

∣∣ = 0. (7)

Then, Theorem ?? gives us that

lim
T→t

I (t, T,Xt, k
∗
t )− Et [vt]

(T − t)2

= −
(
D+

t σ
2
t

)2
96σt

− 1

32σt
lim
T→t

1

(T − t)3
Et

∫ T

t

(Er

[∫ T

r

DW
r σ2

sds

])2

−

(∫ T

r

D+
t σ

2
t ds

)2
 dr

 . (8)
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Now, notice that

Et

∫ T

t

(Er

[∫ T

r

DW
r σ2

sds

])2

−

(∫ T

r

D+
t σ

2
t ds

)2
 dr


= Et

[∫ T

t

Er

[(∫ T

r

DW
r σ2

sds−
∫ T

r

D+
t σ

2
t ds

)(∫ T

r

DW
r σ2

sds+

∫ T

r

D+
t σ

2
t ds

)]
dr

]
,

which gives us, jointly with (??) and (??), that

lim
T→t

I (t, T,Xt, k
∗
t )− Et [vt]

(T − t)2
= −

(
D+

t σ
2
t

)2
96σt

.

4 The correlated case

We will consider the following hypothesis

(H2’) σ ∈ L3,2
W .

(H3’) Hypothesis (H2’) holds and there exist two constants δ ∈
(
−1

2 ,
1
2

)
and C > 0 such that, for any

0 < r < s < T ,
Er

[
DW

r σ2
s

]
≤ C (s− r)

δ
,

Er

[
DW

θ DW
r σ2

s

]
≤ C (s− r)

δ
(s− θ)

δ
,

and
Er

[
DW

u DW
θ DW

r σ2
s

]
≤ C (s− r)

δ
(s− θ)

δ
(s− u)

δ
.

(H5) Hypotheses (H1), (H2’), (H3’) and (H4) hold and the terms

1

(T − t)2+δ
Et

[∫ T

t

∫ T

s

DW
s σ2

rdrds

]
,

1

(T − t)4+2δ
Et

(∫ T

t

∫ T

s

DW
s σ2

rdrds

)2
 ,

1

(T − t)3+2δ
Et

∫ T

t

(∫ T

s

DW
s σrdr

)2

ds

 ,

and
1

(T − t)3+2δ
Et

[∫ T

t

∫ T

s

∫ T

r

DW
s DW

r σ2
ududrds

]
,

have a finite limit as T → t.

The following result gives us an exact decomposition for the at-the-money implied volatility that will
be the main tool in this Section.
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Proposition 7 Consider the model (??) and assume that hypotheses (H1), (H2’) and (H3’) hold for
some δ ∈

(
−1

2 ,
1
2

)
. Then

I (t, T,Xt, k
∗
t ) = I0 (t, T,Xt, k

∗
t )

+
ρ

2
Et

[∫ T

t

(
BS−1

)′
(k∗t ,Γs)H(s, T,Xs, k

∗
t , vs)Φsds

]
, (9)

where I0 (t, T,Xt, k
∗
t ) denotes the implied volatility in the uncorrelated case ρ = 0,

Γs := Et [BS(t, T,Xt, k
∗
t , vt)] +

ρ

2
Et

[∫ s

t

H(r, T,Xr, k
∗
t , vr)Φrdr

]
,

and Φt := σt

∫ T

t
DW

t σ2
rdr.

Proof. We can write (see Alòs, León and Vives (2007)):

Vt = Et [BS(t, T,Xt, k
∗
t , vt)] +AT

t ,

where

AT
t =

ρ

2
Et

[∫ T

t

H(s, T,Xs, k
∗
t , vs)Φsds

]
.

Thus,
I (t, T,Xt, k

∗
t ) = BS−1 (k∗t , Vt) = Et

[
BS−1(k∗t , V

0
t +AT

t )
]
, (10)

where V 0
t := Et [BS (t, T,Xt, k

∗
t , vt)] denotes the option price in the uncorrelated case ρ = 0. Then, it

follows that

Et

[
BS−1(k∗t , V

0
t +AT

t )−BS−1(k∗t , V
0
t )
]

=
ρ

2
Et

[∫ T

t

(
BS−1

)′
(k∗t ,Γs)H(s, T,Xs, k

∗
t , vs)Φsds

]
,

which proves (??).
Theorem ?? and Proposition ?? allow us to prove the following result.

Theorem 8 Consider the model (??) and assume that hypotheses (H1), (H2’), (H3’), (H4) and (H5)
hold for some δ ∈

(
−1

2 ,
1
2

)
. Then

• If δ < 0

lim
T→t

I (t, T,Xt, k
∗
t )− Et [vt]

(T − t)1+2δ

= lim
T→t

3ρ2

8σ3
t (T − t)4+2δ

Et

(∫ T

t

∫ T

s

DW
s σ2

rdrds

)2


− lim
T→t

ρ2

2σt(T − t)3+2δ
Et

∫ T

t

(∫ T

s

DW
s σrdr

)2

ds


− lim

T→t

ρ2

2σt(T − t)3+2δ
Et

[∫ T

t

∫ T

s

∫ T

r

DW
s DW

r σ2
ududrds

]
. (11)

9



• If δ > 0

lim
T→t

I (t, T,Xt, k
∗
t )− Et [vt]

(T − t)1+δ
= lim

T→t

ρ

4(T − t)2+δ
Et

[∫ T

t

∫ T

s

DW
s σ2

rdrds

]
. (12)

• If δ = 0

lim
T→t

I (t, T,Xt, k
∗
t )− Et [vt]

(T − t)

= lim
T→t

3ρ2

8σ3
t (T − t)4

Et

(∫ T

t

∫ T

s

DW
s σ2

rdrds

)2


− lim
T→t

ρ2

2σt(T − t)3
Et

∫ T

t

(∫ T

s

DW
s σrdr

)2

ds


− lim

T→t

ρ2

2σt(T − t)3
Et

[∫ T

t

∫ T

s

∫ T

r

DW
s DW

r σ2
ududrds

]

+ lim
T→t

ρ

4(T − t)2
Et

[∫ T

t

∫ T

s

DW
s σ2

rdrds

]
. (13)

Proof. The main idea of the proof is to see that I (t, T,Xt, k
∗
t ) − E[vt] is a sum of terms of the order

O
(
(T − t)1+δ

)
, terms of order O

(
(T − t)1+2δ

)
and higher-order terms. Then if δ < 0, 1+ δ > 1+2δ and

the leading terms will be those of order O
(
(T − t)1+2δ

)
, while if δ > 0 the leading terms will be those of

order O
(
(T − t)1+δ

)
. Notice that Proposition ?? gives us that

I (t, T,Xt, k
∗
t )− E[vt] = T1 + T2,

where

T1 = I0 (t, T,Xt, k
∗
t )− E[vt],

T2 =
ρ

2
Et

[∫ T

t

(
BS−1

)′
(k∗t ,Γs)H(s, T,Xs, k

∗
t , vs)Φsds

]
.

We know, from the previous section, that T1 = O
(
(T − t)2+2δ

)
. Then, the proof reduces to see that

T2 is a sum of terms of the orders O
(
(T − t)1+δ

)
and O

(
(T − t)1+2δ

)
. Towards this end, we apply the

anticipating Itô’s formula (??) to the process

H(s, T,Xs, k
∗
t , vs)Js,

where Js =
∫ T

s

(
BS−1

)′
(k∗t ,Γu) Φudu. Then, taking conditional expectations we get

0 = Et

[
H(t, T,Xt, k

∗
t , vt)Jt

+

∫ T

t

H(s, T,Xs, k
∗
t , vs)dJs

10



+

∫ T

t

∂2

∂x∂σ
H(s, T,Xs, k

∗
t , vs)Js

∂v

∂y
(DW

s Ys)σsds

+

∫ T

t

∂

∂x
H(s, T,Xs, k

∗
t , vs)(D

W
s Js)σsds

+

∫ T

t

∂

∂t
H(s, T,Xs, k

∗
t , vs)Jsds

+

∫ T

t

∂

∂σ
H(s, T,Xs, k

∗
t , vs)

∂v

∂t
Jsds

+

∫ T

t

∂

∂σ
H(s, T,Xs, k

∗
t , vs)

∂v

∂y
JsdYs

+

∫ T

t

∂

∂x
H(s, T,Xs, k

∗
t , vs)JsdXs

+
1

2

∫ T

t

∂2

∂x2
H(s, T,Xs, k

∗
t , vs)Jsd⟨X⟩s

]
.

Now, using the relationships

1

σ(T − t)

∂

∂σ
BS(t, T, x, k, σ) =

(
∂2

∂x2
− ∂

∂x

)
BS(t, T, x, k, σ),(

∂

∂t
+

1

2
σ2 ∂2

∂x2
− 1

2
σ2 ∂

∂x

)
BS(t, T, x, k, σ) = 0,

DW
s Js = ρ

∫ T

s

(
BS−1

)′
(k∗t ,Γr)D

W
s Φrdr,

DW
s Ys = ρ

∫ T

s

DW
s σ2

rdr,

we obtain

0 = Et

[
H(t, T,Xt, k

∗
t , vt)Jt

−
∫ T

t

H(s, T,Xs, k
∗
t , vs)

(
BS−1

)′
(Xt,Γs)Φsds

+
ρ

2

∫ T

t

(
∂3

∂x3
− ∂2

∂x2

)
H(s, T,Xs, k

∗
t , vs)JsΦsds

+ρ

∫ T

t

∂

∂x
H(s, T,Xs, k

∗
t , vs)

(∫ T

s

(
BS−1

)′
(k∗t ,Γr)

(
DW

s Φr

)
dr

)
σsds

]
,

which implies that

T2 = Et

[
ρ

2
H(t, T,Xt, k

∗
t , vt)Jt

11



+
ρ2

4

∫ T

t

(
∂3

∂x3
− ∂2

∂x2

)
H(s, T,Xs, k

∗
t , vs)JsΦsds

+
ρ2

2

∫ T

t

∂

∂x
H(s, T,Xs, k

∗
t , vs)

(∫ T

s

(
BS−1

)′
(k∗t ,Γr)

(
DW

s Φr

)
dr

)
σsds

]
= T 1

2 + T 2
2 + T 3

2 .

Now, the proof will be decomposed into three steps.
Step 1 Here we claim that T 1

2 is of the order O
(
(T − t)1+δ

)
. As

(
BS−1

)′
(k∗t ,Γs) =

1

eXtN ′(d+ (k∗t , BS−1(k∗t ,Γs)))
√
T − t

,

and

H(t, T,Xt, k
∗
t , vt) =

eXtN ′(d+ (k∗t , vt))

vt
√
T − t

(
1− d+ (k∗t , vt)

vt
√
T − t

)
,

we have that

lim
T→t

T 1
2

(T − t)1+δ

= lim
T→t

1

(T − t)1+δ
Et

[ρ
2
H(t, T,Xt, k

∗
t , vt)Jt

]
= lim

T→t

ρ

2(T − t)1+δ
Et

[
eXtN ′(d+ (k∗t , vt))

vt
√
T − t

(
1− d+ (k∗t , vt)

vt
√
T − t

)

×
∫ T

t

1

eXtN ′(d+ (k∗t , BS−1(k∗t ,Γs)))
√
T − t

Φsds

]

= lim
T→t

ρ

4(T − t)2+δ
Et

[∫ T

t

Φs

vs
ds

]

= lim
T→t

ρ

4(T − t)2+δ
Et

[∫ T

t

σs

vs

∫ T

s

DW
s σ2

rdrds

]

= lim
T→t

ρ

4(T − t)2+δ
Et

[∫ T

t

∫ T

s

DW
s σ2

rdrds

]
. (14)

Step 2. Here we see that T 2
2 and T 3

2 are the sum of terms of the order O
(
(T − t)1+2δ

)
plus terms of the

order O
(
(T − t)

3
2+3δ

)
. Notice that 3

2 + 3δ > max (1 + δ, 1 + 2δ). Applying again the anticipating Itô’s

formula to the processes (
∂3

∂x3
− ∂2

∂x2

)
H(s, T,Xs, k

∗
t , vs)Zs,

and
∂H

∂x
(s, T,Xs, k

∗
t , vs)Rs,

12



where

Zs :=

∫ T

s

ΦuJudu,

Rs :=

∫ T

s

(∫ T

u

(
BS−1

)′
(k∗t ,Γr)

(
DW

s Φr

)
dr

)
σudu,

we get

T 2
2 =

ρ2

4
Et

[(
∂3

∂x3
− ∂2

∂x2

)
H(t, T,Xt, k

∗
t , vt)Zt

+
ρ

2

∫ T

t

(
∂3

∂x3
− ∂2

∂x2

)2

H(s, T,Xs, k
∗
t , vs)ZsΦsds

+ρ

∫ T

t

∂

∂x

(
∂3

∂x3
− ∂2

∂x2

)
H(s, T,Xs, k

∗
t , vs)

(
DW

s Zs

)
σsds

]
, (15)

and

T 3
2 =

ρ2

2
Et

[
∂H

∂x
(t, T,Xt, k

∗
t , vt)Rt

+
ρ

2

∫ T

t

(
∂3

∂x3
− ∂2

∂x2

)
∂H

∂x
(s, T,Xs, k

∗
t , vs)RsΦsds

+ρ

∫ T

t

∂2H

∂x2
(s, T,Xs, k

∗
t , vs)

(∫ T

s

∫ T

r

(
BS−1

)′
(k∗t ,Γu)

(
DW

s DW
r Φu

)
dudr

)
σsds

]
. (16)

Lemma 4.1 in Alòs, León and Vives gives us that the last two terms in (??) and (??) are O
(
(T − t)

3
2+3δ

)
.

Now, as (
∂3

∂x3
− ∂2

∂x2

)
H(t, T,Xt, k

∗
t , vt) = − 1

16

eXtN ′ (d+(k
∗
t , vt))(

vt
√
T − t

)5 (
v4t (T − t)2 − 48

)
,

and
∂H

∂x
(t, T,Xt, k

∗
t , vt) =

1

4

eXtN ′(d+ (k∗t , vt))(
vt
√
T − t

)3 (
v2t (T − t)− 4

)
.

It follows that

lim
T→t

T 2
2

(T − t)1+2δ

=
ρ2

4(T − t)1+2δ
Et

[(
∂3

∂x3
− ∂2

∂x2

)
H(t, T,Xt, k

∗
t , vt)Zt

]
=

ρ2

4(T − t)1+2δ
Et

[
− 1

16

eXtN ′ (d+(k
∗
t , vt))(

vt
√
T − t

)5 (
v4t (T − t)2 − 48

)
13



×
∫ T

t

σs

(∫ T

t

DW
s σ2

rdr

)(∫ T

s

Φr

eXtN ′(d+ (k∗t , BS−1(k∗t ,Γr)))
√
T − t

dr

)
ds

]

= lim
T→t

3ρ2

4σ5
t (T − t)4+2δ

Et

[∫ T

t

(∫ T

s

DW
s σ2

rdr

)(∫ T

s

Φrdr

)
σsds

]

= lim
T→t

3ρ2

4σ5
t (T − t)4+2δ

Et

[∫ T

t

(∫ T

s

DW
s σ2

rdr

)(∫ T

s

σr

∫ T

r

DW
r σ2

θdθdr

)
σsds

]

= lim
T→t

3ρ2

4σ3
t (T − t)4+2δ

Et

[∫ T

t

(∫ T

s

DW
s σ2

rdr

)(∫ T

s

∫ T

r

DW
r σ2

θdθdr

)
ds

]

= lim
T→t

3ρ2

8σ3
t (T − t)4+2δ

Et

(∫ T

t

∫ T

s

DW
s σ2

rdrds

)2
 , (17)

and

lim
T→t

T 3
2

(T − t)1+2δ

= lim
T→t

ρ2

2(T − t)1+2δ
Et

[
∂H

∂x
(t, T,Xt, k

∗
t , vt)Rt

]
= lim

T→t

ρ2

2(T − t)1+2δ
Et

[
1

4

eXtN ′(d+ (k∗t , vt))(
vt
√
T − t

)3 (
v2t (T − t)− 4

)
×
∫ T

t

∫ T

s

1

eXrN ′(d+ (k∗t , BS−1(k∗t ,Γr)))
√
T − t

(
DW

s

(
σr

∫ T

r

DW
s σ2

udu

))
drσsds

]

= − lim
T→t

ρ2

2σ2
t (T − t)3+2δ

Et

[∫ T

t

∫ T

s

DW
s σr

∫ T

r

DW
r σ2

ududrds

+

∫ T

t

∫ T

s

σr

∫ T

r

DW
s DW

r σ2
ududrds

]

= − lim
T→t

ρ2

2σt(T − t)3+2δ
Et

∫ T

t

(∫ T

s

DW
s σrdr

)2

ds


− lim

T→t

ρ2

2σt(T − t)3+2δ
Et

[∫ T

t

∫ T

s

∫ T

r

DW
s DW

r σ2
ududrds

]
. (18)

Step 3 From the results in the last steps, we deduce that I (t, T,Xt, k
∗
t ) − E[vt] is the sum of terms of

the orders O
(
(T − t)1+δ

)
, O

(
(T − t)1+2δ

)
and higher-order terms. Then we conclude that, for δ < 0,

I (t, T,Xt, k
∗
t ) − E[vt] is of the order O

(
(T − t)1+2δ

)
, and that if δ > 0, this difference is of the order

O
(
(T − t)1+δ

)
. Now, taking into account (??), (??) and (??), the result follows.

Corollary 9 Assume that σt = f(BH
t ), where f ∈ C3

b with range in a compact set of R+ and BH
t is a

fBm with Hurst parameter H. Then δ = H − 1/2 and the above result proves that, in the correlated case

14



• If H ≤ 1/2, then I (t, T,Xt, k
∗
t )− Et [vt] = O

(
(T − t)2H

)
.

• If H ≥ 1/2, then I (t, T,Xt, k
∗
t )− Et [vt] = O

(
(T − t)H+1/2

)
.

Notice that, if we compare with Corollary 4, we see that the order of the convergence is not affected only
by the Hurst parameter but also by the correlation. This result is in line with the results by Fukasawa
(2014), where it was established that the leverage effect (the negative correlation observed between the
asset price and its volatility) plays a crucial role in the ATM short-time behaviour of the implied volatility.

Remark 10 The above theorem gives us that, if δ ≥ 0,

lim
T→t

I (t, T,Xt, k
∗
t )− Et [vt]

(T − t)1+δ
=

ρ

4
lim
T→t

1

(T − t)2+δ

∫ T

t

∫ T

s

DW
s σ2

rdrds+O(ρ2).

Now, taking into account the representation of the short-time limit skew in term of the Malliavin derivative
of the volatility process (see Alòs, León and Vives (2007)) we get

lim
T→t

I (t, T,Xt, k
∗
t )− Et [vt]

(T − t)1+δ
=

σ2
t

2
lim
T→t

∂I
∂k (t, T,Xt, k

∗
t )

(T − t)δ
+O(ρ2). (19)

This equality is in line with the previous results in Section 6.5 of Carr and Lee (2008) on the impact
of correlation on volatility swap prices. Moreover (??) gives us, in the case H ≥ 1/2, the following
model-free approximation formula:

Et [vt] ≈ I (t, T,Xt, k
∗
t )−

I (t, T,Xt, k
∗
t )

2

2

∂I

∂k
(t, T,Xt, k

∗
t ) (T − t), (20)

that is similar to the model-free first-order vol-of-vol expansion around the variance swap by Bergomi and
Guyon (2011). In the case δ < 0, the obtained limit expressions are more complex. Even when they
would allow us to construct an approximation for the volatility swap fair strike, it is not easy to establish
a model-free relationship between the fair strike of the volatility swap and the implied volatility skew.

Remark 11 Hypotheses (H1)-(H5) have been chosen for the sake of simplicity. The same results can be
extended to other stochastic volatility models (see Section 5).

5 Numerical examples

Consider the model (??) whose volatility process is given by the following form

σs = σ0 exp

(
νWH

s − ν2s2H

4H

)
, s ∈ [0, T ], (21)

for some positive constants ν and σ0 and where

WH
s :=

∫ s

0

dWr

(s− r)
1
2−H

,

for some Hurst parameter H ∈ (0, 1). Also, we assume t < T < ∞. This model is similar to the fractional
SABR model (see e.g. Gatheral and Jaisson (2014)). We can prove that this model satisfies (H2’), (H4)
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and (H5). Nevertheless, it does not satisfy (H1) nor (H3). In order to see that the results in Theorem
?? still hold, we can make use of an approximation argument. Let us define ϕ(x) := σ0 exp(x). For
every n > 1, consider a function ϕn ∈ C2

b satisfying that ϕn(x) = ϕ(x) for any x ∈ [−n, n], ϕn(x) ∈
[ϕ(−2n) ∨ ϕ(x), ϕ(−n)] for x ≤ −n, and ϕn(x) ∈ [ϕ(n), ϕ(x) ∧ ϕ(2n)] for x ≥ n. We will define

σn
s := ϕn

(
νWH

s − ν2s2H

4H

)
.

It is easy to see that σn
s satisfies (H1) and (H3’) with δ = H − 1

2 . Then, we can write (we consider t = 0
for the sake of simplicity)

I (0, T,X0, k
∗
0)− E [v0]

= I (0, T,X0, k
∗
0)− In (0, T,X0, k

∗
0)

+In (0, T,X0, k
∗
0)− E [vn0 ]

+E [vn0 ]− E [v0]

=: T1 + T2 + T3, (22)

where In and Et [v
n
t ] denote, respectively, the implied volatility and the fair price of the volatility swap

under the volatility process σn. Now, Theorem ?? gives us that (in the correlated case) T2 = O
(
T 2H

)
if

H ≤ 1
2 and T2 = O

(
TH+ 1

2

)
if H ≥ 1

2 . On the other hand,

vn0 =

√
1

T

∫ T

0

(σn
s )

2ds =

√
1

T

∫ T

0

(ϕn(as))2ds

where as := νWH
s − ν2s2H

4H . Now, as ϕn(x) ≤ max(ϕ(x), ϕ(−n)) < ϕ(x) + ϕ(−n), 2(a2 + b2) ≥ (a + b)2,

and
√
a+

√
b ≥

√
a+ b for a, b > 0, we get that

vn0 ≤

√
1

T

∫ T

0

(ϕ(as) + ϕ(−n))2ds

≤
√
2

√ 1

T

∫ T

0

(ϕ(as))2ds+

√
1

T

∫ T

0

(ϕ(−n))2ds


=

√
2 (v0 + ϕ(−n)) , (23)

Then |vn0 − v0| ≤ (1 +
√
2)v0 +

√
2ϕ(−n), which implies that

T3 ≤ E [|vn0 − v0|]

≤ (1 +
√
2)E

[
|v0 + σ0 exp(−n)|1sups∈[0,T ] | ln(σs/σ0)|>n

]
≤ (1 +

√
2)
(
E
[
(v0 + σ0 exp(−n))2

]) 1
2

(
P

(
sup

s∈[0,T ]

∣∣∣∣νWH
s − ν2s2H

4H

∣∣∣∣ > n

)) 1
2

(24)
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Then, if T < 1, taking n > ν2

2H it follows that

T3 ≤ (1 +
√
2)
(
E
[
(v0 + σ0 exp(−n))2

]) 1
2

(
P

(
sup

s∈[0,T ]

∣∣WH
s

∣∣ > n

2ν

)) 1
2

.

Now, Markov’s inequality gives us that

P

(
sup

s∈[0,T ]

∣∣WH
s

∣∣ > n

2ν

)
≤
(
2ν

n

)p

E

[(
sup

s∈[0,T ]

∣∣WH
s

∣∣)p]
. (25)

Moreover, by Lemma 7.4 in Nualart and Răşcanu (2002) we can easily deduce that, for any p > 4, there
exists a positive constant C1 such that

E

[(
sup

s∈[0,T ]

∣∣WH
s

∣∣)p]
≤ C1T

pH . (26)

This, jointly with (??) and (??) give us that T3 = O
(
T

pH
2

)
. Then, taking p > 4 it follows that the

order of this term is higher than the order of T2. Next, by the mean value theorem, there exists a point
ξ ∈ (V n

0 , V0) such that

T1 = I(0, T,X0, k
∗
0)− In(0, T,X0, k

∗
0)

= (BS−1)′(k∗0 , ξ)(V0 − V n
0 ),

where V n
0 is the option premium with the approximated volatility (σn). Then,

lim
T→0

I(0, T,X0, k
∗
0)− In(0, T,X0, k

∗
0)

Tα
= C2 lim

T→0

V0 − V n
0

Tα+ 1
2

, (27)

for any α, and for some C2. Now, let us consider the following extension of the Hull and White formula
(see Willard (1997) and Romano and Touzi (1997)):

Vt = Et

[
BS

(
t, T, X̂t, k

∗
t ,
√
1− ρ2vt

)]
,

V n
t = Et

[
BS

(
t, T, X̂n

t , k
∗
t ,
√

1− ρ2vnt

)]
,

where

X̂t = Xt + ρ

∫ T

t

σsdWs −
1

2

∫ T

t

(σs)
2ds

and

X̂n
t = Xt + ρ

∫ T

t

σn
s dWs −

1

2

∫ T

t

(σn
s )

2ds

Then, similar arguments as for T3 give us that, if T < 1 and n > ν2

2H

|V0 − V n
0 | ≤ E

[∣∣∣eX̂0 − eX̂
n
0

∣∣∣]+ E
[
eX̂0
√
T (1− ρ2) |v0 − vn0 |

]
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≤
(
E

[(
eX̂0 + eX̂

n
0

)2]) 1
2 (

E
[
1sups∈[0,T ] | ln(σs/σ0)|>n

]) 1
2

+
√
1− ρ2

(
E
[
e2X̂0

]) 1
2
(
E
[
|v0 − vn0 |

2
1sups∈[0,T ] | ln(σs/σ0)|>n

]) 1
2

≤
(
E

[(
eX̂0 + eX̂

n
0

)2]) 1
2 (

E
[
1sups∈[0,T ] | ln(σs/σ0)|>n

]) 1
2

+
√
1− ρ2

(
E
[
e2X̂0

]) 1
2
(
E
[
(v0 + σ0 exp(−n))21sups∈[0,T ] | ln(σs/σ0)|>n

]) 1
2

≤ C3

(
P

(
sup

s∈[0,T ]

(
νWH

s − ν2s2H

4H

)
> n

)) 1
4

≤ C3

(
P

(
sup

s∈[0,T ]

∣∣WH
s

∣∣ > n

2ν

)) 1
4

,

for some C3 > 0. Then, Markov’s inequality gives us that

|V0 − V n
0 | ≤ C3

(
2ν

n

) p
4

E

[(
sup

s∈[0,T ]

∣∣WH
s

∣∣)p] 1
4

,

which implies that

T1 = O
(
T

pH
4 − 1

2

)
,

and taking p > 8
H , the order of T1 is also higher than that of T2.

5.1 Estimating the Hurst parameters

Hereafter, we use the parameters σ0 = 10%, ν = 0.2 and the correlation between the asset price and its
volatility is ρ = −0.8.

Let us consider a linear regression analysis with dependent variable ln |I (0, T,X0, k
∗
0)− E [v0]| and

independent variable lnT . According to our previous results, the corresponding slope will be approxi-
mately 2H for H ≤ 1/2 and 1/2+H for H > 1/2. This gives us a tool to estimate the Hurst parameter of
the fractional volatility model. In fact, if the obtained slope a is lesser than 1, then we will estimate H as
a/2, while if a ≥ 1, the Hurst parameter will be estimated by a− 1/2. In order to check the goodness of
this methodology, we have checked it numerically for different Hurst parameters. The results have been
compared with the estimate obtained from the fact that the skew is of the order H − 1/2 (which implies
that a linear regression analysis with dependent variable ∂I

∂k (0, T,X0, k
∗
0) and independent variable lnT

will have a slope equal to H − 1/2).
Firstly we obtain the ATM option premiums whose maturities are from 0.0001 to 0.5 by using Monte

Carlo simulation with 500 time steps for one year (the least number of partition is 100) and one billion
trials. Then, the ATM implied volatilities are calculated by the bisection method. The ATM skews ( ∂I∂k )
are obtained by the difference method of the implied volatilities. The variance swaps are also calculated
by Monte Carlo method. We apply the Black-Scholes model as the control variate to the Monte Carlo
simulations for pricing option premiums. The Hurst parameters are set as 0.1, 0.3, 0.5, 0.6 and 0.9. In
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order to estimate the Hurst parameters, we calculate the ATM implied volatilities, volatility swaps, and
ATM skews with these steps, and the results are shown in Table ??.

H index Maturity 0.5 0.4 0.3 0.2
0.1 I(0, T,X0, k

∗
0) 9.9590% 9.9504% 9.9389% 9.9233%

E[v0] 10.1292% 10.1077% 10.0816% 10.0477%
∂I/∂k -0.21216 -0.23179 -0.25938 -0.30334

0.3 I(0, T,X0, k
∗
0) 9.9825% 9.9858% 9.9889% 9.9922%

E[v0] 10.0548% 10.0475% 10.0395% 10.0303%
∂I/∂k -0.12601 -0.13183 -0.13941 -0.15073

0.5 I(0, T,X0, k
∗
0) 9.9808% 9.9848% 9.9886% 9.9925%

E[v0] 10.0166% 10.0133% 10.0100% 10.0067%
∂I/∂k -0.07937 -0.07940 -0.07930 -0.07906

0.7 I(0, T,X0, k
∗
0) 9.9870% 9.9901% 9.9930% 9.9957%

E[v0] 10.0071% 10.0052% 10.0035% 10.0020%
∂I/∂k -0.05240 -0.05013 -0.04727 -0.04342

0.9 I(0, T,X0, k
∗
0) 9.9914% 9.9937% 9.9958% 9.9976%

E[v0] 10.0037% 10.0025% 10.0015% 10.0007%
∂I/∂k -0.03585 -0.03280 -0.02919 -0.02470

H index Maturity 0.1 0.01 0.001 0.0001
0.1 I(0, T,X0, k

∗
0) 9.93962763% 9.96946549% 9.98260328% 9.98947785%

E[v0] 10.04169028% 10.02661269% 10.01691433% 10.01072121%
∂I/∂k -0.40128 -1.01318 -2.55196 -6.42015

0.3 I(0, T,X0, k
∗
0) 9.99612543% 9.99983575% 10.00008748% 10.00004253%

E[v0] 10.02000722% 10.00502817% 10.00126319% 10.00031732%
∂I/∂k -0.17339 -0.27530 -0.43630 -0.69192

0.5 I(0, T,X0, k
∗
0) 9.99623704% 9.99962458% 9.99996267% 9.99999633%

E[v0] 10.00333211% 10.00033331% 10.00003334% 10.00000334%
∂I/∂k -0.07914 -0.07914 -0.07909 -0.07912

0.7 I(0, T,X0, k
∗
0) 9.99813219% 9.99988195% 9.99999258% 9.99999954%

E[v0] 10.00074288% 10.00002959% 10.00000119% 10.00000006%
∂I/∂k -0.03782 -0.02390 -0.01509 -0.00950

0.9 I(0, T,X0, k
∗
0) 9.99908619% 9.99996321% 9.99999854% 9.99999994%

E[v0] 10.00020248% 10.00000322% 10.00000006% 10.00000001%
∂I/∂k -0.01873 -0.00746 -0.00297 -0.00118

Table 1: ATM implied volatilities, volatility swaps, and ATM skews

The linear regression with dependent variable ln |I (0, T,X0, k
∗
0)− E [v0]| and independent variable

lnT give us the slopes which are used for calculating the Hurst parameters. Moreover, we also estimate
H from the obtained skew. The results are summarized in Table ??.
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H index Maturities T ≤ 0.5 T ≤ 0.4 T ≤ 0.3 T ≤ 0.2 T ≤ 0.1 T ≤ 0.01
0.1 (A) Slopes 0.244 0.241 0.237 0.232 0.227 0.215

estimated H 0.122 0.120 0.118 0.116 0.113 0.107
(B) Slopes -0.401 -0.401 -0.401 -0.402 -0.401 -0.401

estimated H 0.099 0.099 0.099 0.098 0.099 0.099
0.3 (A) Slopes 0.655 0.654 0.652 0.649 0.646 0.638

estimated H 0.328 0.327 0.326 0.325 0.323 0.319
(B) Slopes -0.200 -0.200 -0.200 -0.200 -0.200 -0.200

estimated H 0.300 0.300 0.300 0.300 0.300 0.300
0.5 (A) Slopes 1.002 1.002 1.002 1.001 1.002 1.002

estimated H 0.501 0.501 0.501 0.501 0.501 0.501
(B) Slopes 0.000 0.000 0.000 -0.000 0.000 0.000

estimated H 0.500 0.500 0.500 0.500 0.500 0.500
0.7 (A) Slopes 1.242 1.241 1.240 1.238 1.235 1.229

estimated H 0.742 0.741 0.740 0.738 0.735 0.729
(B) Slopes 0.200 0.200 0.200 0.200 0.200 0.200

estimated H 0.700 0.700 0.700 0.700 0.700 0.700
0.9 (A) Slopes 1.427 1.424 1.421 1.416 1.408 1.388

estimated H 0.927 0.924 0.921 0.916 0.908 0.888
(B) Slopes 0.400 0.400 0.400 0.400 0.400 0.400

estimated H 0.900 0.900 0.900 0.900 0.900 0.900

Table 2: Hurst parameters obtained from linear regressions.

T ≤ x means that the maturities of the data, which are used for the linear regression, are less than or
equal to x years. For example, in the case of T ≤ 0.2, the linear regression analysis uses the data whose
maturities are 0.2, 0.1, 0.01, 0.001, 0.0001. (A) shows the results calculated by the implied volatilities
and volatility swaps, and (B) shows those calculated by the skews. In the cases of using the ATM implied
volatility and the volatility swap, the Hurst parameters (the values in estimated H rows) are calculated
by “slope / 2” for H ≤ 0.5 and are calculated by “slope - 0.5” for H > 0.5. In the cases of using the
ATM skew, the Hurst parameters are calculated by “slope + 0.5”.

These results show that most of the Hurst parameters are obtained accurately. In particular, the
Hurst parameters obtained by skews are more precise than those obtained by implied volatilities and
volatility swaps. Nevertheless, this latest methodology does not need to compute the implied volatility
skew from real market data. We also notice that the estimates obtained from the implied volatilities
and the volatility swaps tend to be more accurate when we only use very short times to maturity. The
techniques presented in this paper could have a potential interest in FX markets, where volatility swaps
are more popular than variance swaps and where maturities can be very short.

5.2 Approximation of volatility swaps

Even when formula (??) is only valid in the case H ≥ 1
2 , Theorem ?? gives us that, in the uncorrelated

case ρ = 0, the ATM implied volatility (that coincides in this case with (??)) must be an accurate
approximation for the volatility swap fair price. In this subsection we compare the values of our formula
(??) with those of the ATM implied volatility as the approximated values of volatility swaps. Table ??
and Table ?? show the approximated volatility swaps using the ATM implied volatility (ATMI) and our
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correction (formula (??)) for ρ = −0.8 and ρ = 0, respectively. The rows of “volatility swap” are the
original volatility swap values obtained by the Monte Carlo simulation.

H index Maturities 0.5 0.4 0.3 0.2
0.5 vol swap 10.0166% 10.0133% 10.0100% 10.0067%

ATMI 9.9808% 9.9848% 9.9886% 9.9925%
formula (??) 10.0006% 10.0006% 10.0005% 10.0004%
error (ATMI) -0.358% -0.285% -0.214% -0.142%

error (formula (??)) -0.160% -0.127% -0.095% -0.063%
0.7 vol swap 10.0071% 10.0052% 10.0035% 10.0020%

ATMI 9.9870% 9.9901% 9.9930% 9.9957%
formula (??) 10.0000% 10.0001% 10.0001% 10.0001%
error (ATMI) -0.201% -0.151% -0.105% -0.062%

error (formula (??)) -0.070% -0.051% -0.034% -0.019%
0.9 vol swap 10.0037% 10.0025% 10.0015% 10.0007%

ATMI 9.9914% 9.9937% 9.9958% 9.9976%
formula (??) 10.0003% 10.0003% 10.0002% 10.0001%
error (ATMI) -0.123% -0.087% -0.057% -0.031%

error (formula (??)) -0.033% -0.022% -0.013% -0.006%
H index Maturities 0.1 0.01 0.001 0.0001

0.5 vol swap 10.0033321% 10.0003333% 10.0000333% 10.0000033%
ATMI 9.9962370% 9.9996246% 9.9999627% 9.9999963%

formula (??) 10.0001909% 10.0000203% 10.0000022% 10.0000003%
error (ATMI) -0.070927% -0.007087% -0.000707% -0.000070%

error (formula (??)) -0.031401% -0.003130% -0.000311% -0.000031%
0.7 vol swap 10.0007429% 10.0000296% 10.0000012% 10.0000001%

ATMI 9.9981322% 9.9998820% 9.9999926% 9.9999995%
formula (??) 10.0000225% 10.0000014% 10.0000001% 10.0000000%
error (ATMI) -0.026105% -0.001476% -0.000086% -0.000005%

error (formula (??)) -0.007204% -0.000282% -0.000011% 0.000000%
0.9 vol swap 10.0002025% 10.0000032% 10.0000001% 10.0000000%

ATMI 9.9990862% 9.9999632% 9.9999985% 9.9999999%
formula (??) 10.0000223% 10.0000005% 10.0000000% 10.0000000%
error (ATMI) -0.011163% -0.000400% -0.000015% -0.000001%

error (formula (??)) -0.001802% -0.000027% 0.000000% 0.000000%

Table 3: approximated volatility swaps (ρ = −0.8)
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H index Maturities 0.5 0.4 0.3 0.2
0.1 vol swap 10.1292% 10.1077% 10.0816% 10.0477%

ATMI = formul (??) 10.1286% 10.1075% 10.0814% 10.0476%
error -0.005% -0.002% -0.002% 0.000%

0.3 vol swap 10.0548% 10.0475% 10.0395% 10.0303%
ATMI = formul (??) 10.0546% 10.0475% 10.0395% 10.0303%

error -0.002% 0.000% -0.001% 0.000%
0.5 vol swap 10.0166% 10.0133% 10.0100% 10.0067%

ATMI = formul (??) 10.0165% 10.0133% 10.0100% 10.0067%
error -0.001% 0.000% 0.000% 0.000%

0.7 vol swap 10.0071% 10.0052% 10.0035% 10.0020%
ATMI = formul (??) 10.0070% 10.0052% 10.0035% 10.0020%

error -0.001% 0.000% 0.000% 0.000%
0.9 vol swap 10.0037% 10.0025% 10.0015% 10.0007%

ATMI = formul (??) 10.0036% 10.0025% 10.0015% 10.0007%
error 0.000% 0.000% 0.000% 0.000%

H index Maturities 0.1 0.01 0.001 0.0001
0.1 vol swap 10.0416903% 10.0266127% 10.0169143% 10.0107212%

ATMI = formul (??) 10.0417006% 10.0266294% 10.0169207% 10.0107220%
error 0.000103% 0.000166% 0.000064% 0.000008%

0.3 vol swap 10.0200072% 10.0050282% 10.0012632% 10.0003173%
ATMI = formul (??) 10.0200206% 10.0050341% 10.0012656% 10.0003186%

error 0.000134% 0.000059% 0.000024% 0.000013%
0.5 vol swap 10.0033321% 10.0003333% 10.0000333% 10.0000033%

ATMI = formul (??) 10.0033428% 10.0003366% 10.0000344% 10.0000037%
error 0.000106% 0.000033% 0.000011% 0.000003%

0.7 vol swap 10.0007429% 10.0000296% 10.0000012% 10.0000001%
ATMI = formul (??) 10.0007510% 10.0000311% 10.0000015% 10.0000001%

error 0.000081% 0.000015% 0.000003% 0.000001%
0.9 vol swap 10.0002025% 10.0000032% 10.0000001% 10.0000000%

ATMI = formul (??) 10.0002079% 10.0000038% 10.0000001% 10.0000000%
error 0.000054% 0.000006% 0.000001% 0.000000%

Table 4: approximated volatility swaps (ρ = 0)

The rows named “error” are calculated as

(approximated value − volatility swap value)/(volatility swap value),

and are expressed as a percent.
In the correlated case (i.e. ρ = −0.8), we can see that all of the errors of the new approximation

are lower than those of obtained by ATM implied volatility. In the uncorrelated case, as predicted and
according to Carr and Lee (2009), the differences between the volatility swap and the ATMI are much
smaller than those of the correlated case.
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