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Monitoring the activities of daily living (ADLs) and detection of deviations from previous 
patterns is crucial to assessing the ability of an elderly person to live independently in 
their community and in early detection of upcoming critical situations. “Aging in place” 

for an elderly person is one key element in ambient assisted living (AAL) technologies. 

Topic motivation and significance
The continued increase in longevity will yield a steep rise in the 

old-age dependency ratio, defined as the ratio of the num-
ber of elderly people to those of working age. World-

wide, this ratio is expected to double from 11.7% to 
25.4% in the next 35 years, with countries like 

Japan, Germany, Italy, Spain, and Poland 
exceeding a 50% ratio [1]. In alignment to this 
development, the number of people aged 80 
and over is going to triple in the next 35 
years, going from 22 million to 61 million 
in the European Union  [2] with similar 
developments in the United States [3]. 

This trend leads to several sociological 
and economical challenges. On the one 
hand, several studies show that, at 90%, 
the vast majority of elderly people have the 

desire to live as long as possible, independent-
ly, in their own home [4]. On the other hand, 

there is the desire of families and health insur-
ers to have cost-effective alternatives to assisted 

living and nursing homes. The costs of maintain-
ing retirement living standards due to longevity are 

expected to roughly double in the next 35 years, while, 
at the same time, a shortage of caregivers is expected [5], [6]. 

AAL aims to deal with some of the challenges that devel-
op with longevity. It serves as a framework of solutions ranging 

from medication reminder tools to fall detection systems and communica-
tion tools. The technology used in these solutions is based on ambient intelligence, a 
paradigm within information technology that aims to aid people in their everyday lives 
by learning and adaptively responding to their behavior by integrating technology in 
their environment. As such, it can also assist elderly people to age in place while still 
having sufficient security standards in case of emergency [7]–[9]. 
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One important concept in AAL is the monitoring of 
ADLs [10]. The concept of ADLs is commonly used in health 
care, summarizing activities and daily routines, on which the 
functional status of a person is based, and, ultimately, on which 
the ability of a person to live indepen-
dently in a community is assessed. These 
include six basic ADLs (bathing/shower-
ing, dressing, feeding, functional mobility, 
personal hygiene, and continence) meant 
to assess physical self-maintenance and a 
larger number of instrumental ADLs, such 
as food preparation and housework. 

Because the manual assessment of the ADLs of a person 
is not feasible in a real-life situation, automatic classification 
and monitoring of ADLs using sensors deployed in house-
holds is a crucial technology for AAL. ADL monitoring can 
allow for early detection of diseases such as Alzheimer’s 
[11], [12] and dementia [13], [14] and can generally reveal a 
decrease in the ability of a person living independently. ADL 
monitoring yields several technical and nontechnical issues 
that need to be addressed. On the technical side, the choice 
and setup of sensors deployed in households, as well as the 
signal processing and machine-learning algorithms to be 
considered for event detection and classification, are impor-
tant. On the nontechnical side, ease of use and privacy are 
crucial [15], [16]. The most practically successful and useful 
system for ADL monitoring is thus one that requires little 
training or configuration effort and integrates seamlessly in 
a household. These considerations pose several challenges on 
the technology side, including: 

■■ Sensor selection. Sensors have to be affordable, privacy 
preserving, and easy to install and configure, ruling out 
complicated sensors and microphones. This effects the 
achievable classification accuracy. 

■■ Household invariance. Data and ground truth acquisition 
for each individual household is costly and laborious. 
ADL classifiers should provide reasonable performance 
on a variety of household configurations, with additional 
training data as optional input to boost accuracy.

Figure 1 summarizes some of the challenges that must 
be considered in a practically applicable ADL classifica-
tion system. 

State of the art in sensor technology to assess ADLs
Reliable and accurate sensor data is crucial for ADL monitor-
ing and classification tasks. Sensor effectiveness largely 
depends on the activity type to be recognized. In past works 
on ADL classification, various types of sensors were deployed 
in experiments leading to different architectures and perfor-
mance of the overall systems  [17]. Two main categories of 
sensors can be distinguished: wearable sensors and nonwear-
able sensors. Wearable sensors are usually attached to a per-
son directly (e.g., bracelet sensors or cardio sensors) or to their 
clothes (e.g., an accelerometer or a step counter) to measure 
location, pulse rate, body temperature, blood pressure, and 
other vitally important metrics as well as motion characteris-
tics. Nonwearable sensors are usually deployed in stationary 
locations of a house or a room and are able to detect a person 
and his movements and activities. Nonwearable sensors can 
specify the operational status of objects, measure water flow, 

room temperature, or door/cupboard open-
ings/closings. While wearable sensors 
allow for higher localization accuracy and 
can detect body movements and vital 
health metrics  [18], nonwearable sensors 
are considered less intrusive and do not 
require any interaction from the user’s 
side. Wearable sensors also may have 

harsher power consumption requirements. However, in some 
cases, the wearable sensors might be part of or make use of 
devices the user already is familiar with and normally carries 
with them, such as a wristwatch or a cell phone. 

Nonwearable sensors
In Table 1, we summarize and categorize nonwearable sen-
sors that were used for ADL monitoring and classification in 
previous work. 

■■ Infrared (IR) sensors are the most often used nonwear-
able sensors in past projects and studies on ADL classi-
fication  [19]–[24]. They are used to discover human 
presence in a room, detect motion in a specific area, or 
to locate a human within a house. In  [25], a modified 
passive IR (PIR) sensor was used to detect stove and 
oven operation. 

■■ Ultrasonic sensors are usually used for person detection 
and localization by measuring distances to objects. In 
[26]–[28], these sensors were deployed together with other 
sensors to monitor the behavior of a person and to identify 
ADLs. In other studies, ultrasonic sensors were used to get 
accurate pacing trajectories and then to find ones that were 
abnormal [29], [30]. 

■■ Photoelectric sensors are devices that detect a light source 
and output a signal when the light intensity is greater or 
less than the predefined threshold value. This type of sen-
sor is not extensively used; however, in some projects, they 

figure 1. The challenges in ADL classification.
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are used as a presence detection sensor [31], [32] or as gait 
speed and direction measurer [33]. 
There are video-based approaches in which a camera is 

installed in a specific place of a house to detect person move-
ments and/or other general activities. While performing well 
under laboratory conditions, this type of sensor is unable to 
provide the same performance in natural conditions because 
of noise and nonconstant lighting  [34]. Moreover, a video-
camera-based approach is considered to be strongly privacy-
violating. To address privacy concerns, a 
low-resolution thermal sensor was recently 
proposed to be used instead of a traditional 
video camera [35], [36]. This sensor is able 
to provide almost the same activity informa-
tion as a video camera while preserving the 
user’s privacy. However, there are no stud-
ies that prove high operational performance 
of such types of sensors in real scenarios. 

■■ Vibration sensors are usually deployed to detect a person 
falling [25], [37]. Vibration sensors can also be used in 
identifying interaction with various objects  [38], flushing 
toilets, or detecting water flows [39], [40]. 

■■ Pressure sensors are used to detect the presence of a per-
son, steps, and fall events. These sensors are usually 
deployed in the form of floor mats and smart tiles [25], 
[31]. In [41], pressure sensors were installed not only in 
floors but also in furniture to obtain object usage informa-
tion during activities. 

■■ Magnetic switches are usually used to report whether 
doors or cupboards are opened or closed. These sensors are 
also able to provide information on users accessing partic-
ular rooms and opening dressers, refrigerators, or trash 
cans. Details on installation and usage of magnetic switch-
es and other types of door sensors can be found in [24], 
[31], [42]–[44]. 

■■ Audio sensors are usually used to detect sounds in-
house and discriminate between different types of 
sounds. In [27], [45] microphones were installed to clas-
sify environmental sounds into classes such as speech, 
phone ringing, dish clanging, and TV/radio to extract 
events such as talking, a door closing, a person walking, 
a phone ringing, an object falling, and TV usage. In [46] 

an array of acoustic sensors was installed to detect a 
person falling. 

■■ A Wattmeter and other sensors that measure electricity 
consumption of domestic appliances and light are often 
used in identifying ADLs. Today, this can be one of the 
major indicator of well-being of a subject [47]. In [48], 
electricity consumed by room lights and various appliances 
was used to record electrical activity and then to translate it 
into the probability of a particular ADL. In [49] domestic 

energy was monitored along with other 
sensors to find abnormalities and monitor 
the person’s health and security status. 

Wearable sensors
In Table 2, we present a summary of wear-
able sensors that were used for activity 
recognition and ADL classification. Accel-
erometers are the most commonly used 

sensors for action, movement, and activity recognition 
[44], [50]. Attached to a specified human body, location 
accelerometers allow to differentiate between different 
types of motion (e.g., running, walking, sitting, scrubbing, 
etc.) [51], [52] or help to identity the posture of a person 
[53]. Often, accelerometers are also used to detect falls by 
measuring vibration or acceleration [54]. In some studies, 
accelerometers are used together with gyroscopes to obtain 
orientation information and better distinguish various 
types of motion and movement [55]. 

Table 1. Nonwearable sensors used for ADL classification.

Sensor Type of Measurement Task Usage Example 
Passive/Active IR Motion/Identification Localization/Presence detection Detection of person in kitchen 
Ultrasonic Motion/Identification Localization/Presence detection Detection of person in kitchen  
Photoelectric Motion/Identification Localization/Presence detection Detection of person in kitchen 
Video/Thermal Activity Localization/Presence detection Detection of person next to stove 
Vibration Vibration Presence detection/Object usage Detection of person in kitchen  
Pressure Pressure on object Presence/Fall/Steps detection Fall detection 
Magnetic switches Door/Cupboard opening/Closing Objects usage/Presence detection Cupboard opening 
Radio-frequency identification (RFID) Object information Objects usage/Presence detection TV usage 
Audio Activity Objects usage/Presence detection Shower usage 
Wattmeter Consumption information Electrical objects usage Water boiler usage 

Table 2. Wearable sensors used for ADL classification.

Sensor Task Usage Example 
Accelerometer Action recognition, types 

of motion, fall detection 
Person running, person falling 

Hand-worn sen-
sors 

Recognition of gestures, 
step counter 

Person eating, person walking 

Smartphone Recognition of actions, 
movements, and types of 
motion 

Person sleeping, person riding 
a bike 

RFID Recognition of actions of 
a person with objects 

Cutlery usage, opening of cup-
boards, kitchen device usage 

Vital monitoring 
sensors 

Monitoring vital body 
parameters 

High blood pressure detection, 
abnormal heart rate 

A smart home is a normal 
living environment 
augmented with technology 
to improve the comfort or 
security of its residents.
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Various types of hand-worn sensors are also considered in 
many activity recognition scenarios. These types of sensors 
include multifunctional wristwatches, magnetic sensors and 
other types of bracelets. Accelerometers are often integrated 
into wristwatches providing hand and arm gesture recogni-
tion capabilities  [56]. In  [57] an wrist-worn activity detector 
was used to perform sleep/awake activity classification. In [58] 
inertial sensors, accelerometers, and tilt switches were com-
bined in a wrist-worn sensing unit to model users’ rhythms 
and as a result recognize daily activities. Hand-worn magnetic 
sensors are able to distinguish between magnetic fields emit-
ted by different electrical devices and recognize the activity 
of a user [59]. Emergency buttons are often integrated into a 
wristwatch and used to request help in case of an emergency 
situation  [31]. Also, step counters are often integrated into 
wristwatches [57]. 

The modern smartphone offers a wealth of sensors, and 
can further be used as a communication platform [60]. Usu-
ally, accelerometers, gyroscopes, a global positioning sys-
tem, a magnetometer and a microphone are incorporated 
into a modern smartphone device, providing all necessary 
information for movement, action and activity recognition 
including fall detection [61]. 

RFID tags are often used to detect the interaction of a per-
son with an object and infer an ADL. In [62], RFID tags were 
deployed on various kitchen utensils such as bowls, cutlery, 
dishes, and jars to detect food preparation, eating, and drinking 
as well as on various cupboards, the TV, and furniture. Similar 
setups are considered in [63]–[65]. Matic et al. [66] focus spe-
cifically on monitoring dressing activity and detecting dress-
ing failures. Often, RFID sensors are used in combination with 
other sensors such as accelerometers [66].

In addition to these sensors, there is also a large variety 
of sensors that monitor vital signs such as blood glucose, 
humidity and temperature, blood pressure, heart rat, pulse 
oximetry, CO2 gas, electrocardiography, electroencepha-
lography, electromyography, and electrooculography. These 
allow for the monitoring of a large set of human vital statis-
tics and support activity recognition and ADL classification 
tasks [67], [68]. 

The ability of all of these sensors to provide rich infor-
mation about people’s lives and biometrics can raise severe 
privacy concerns. Figure  2 illustrates the richness of the 
sensors versus the perceived privacy of a person using these 
sensors. It is clear from the figure that sensors that provide 
rich information about a person are usually not perceived as 
privacy-preserving. For example, a video camera that allows 
for the recognition of almost any human activity in its field 
of view cannot be used in most rooms due to heavy privacy 
violations. In contrast, magnetic switches can be placed in 
every room without severely violating privacy, but they do 
not provide exhaustive information on every human activity. 
This can be partly improved by installing multiple instances 
of low-informative sensors (e.g., magnetic switches) so that 
richer insight into the user’s activities can be achieved up 
to the level of the most informative sensors. However, this 
comes at the cost of increased installation efforts and compli-
cates the deployment process. 

State of the art in ADL experimental setups
A primary goal of AAL is to assess the self-maintenance of 
elderly people still living at home. Therefore, many studies in 
ambient intelligence focus on automatically recognizing 
human activities that correspond to ADLs, such as bathing, 

figure 2. The richness of the sensors versus a user’s perceived privacy.
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cooking, and eating, to be able to determine any changes in 
their patterns. The experimental setting in which human 
activity data can be collected is called a smart home. A smart 
home is a normal living environment augmented with tech-
nology to improve the comfort or security of its residents [69]. 
In the domain of AAL, sensors installed in the smart home 
can be used to monitor the behavior of people living in the 
home. For example, a team at Washington State University 
introduced the Center for Advanced Studies in Adaptive Sys-
tems (CASAS) Smart Home to test machine-learning tech-
niques for human activity recognition [70].  

Depending on the focus of a study, the experimental sce-
nario and, consequently, the requirements on the smart home 
environment vary. The smart home can be a real home where 
sensors are installed, but it may also be a lab in which a smart 
home is built and where temporary residents can stay for 
a shorter or longer period of time. In addition, some studies 
use predefined scenarios to be able to systematically evaluate 
activity recognition algorithms, while others investigate pat-
terns of normal behavior. Finally, the type of sensors that are 
installed vary, depending on the focus, 
e.g., energy efficiency or privacy consid-
erations. Table 3 lists a selection of smart 
home data sets and properties of the exper-
imental settings. 

Related to the two types of sensors 
described in the “State of the art in sen-
sor technology to assess ADLs” sec-
tion—wearable and nonwearable—the 
experimental approaches can be sepa-
rated in in-situ and ambient approaches. 
In the in-situ approach, the goal is to cor-
rectly identify particular activities, and this is often tested in 
a laboratory setting for a short period of time according to 
predefined scenarios. The types of sensors used are most-
ly low cost and low power, so that many can be installed. 
These include accelerometers [63], [73], both body-worn and 
attached to objects; RFIDs [74], [75], also both body-worn 
and attached to objects; and door contact sensors. Although 
wearable sensors allow experiments to include activities out-
side of a home, contrary to the ambient approach, most work 
in the in-situ approach and are applied indoors and in living 
labs. The advantage of using low-cost and low-power sensors 

is the possibility of running the installation for long unin-
terrupted periods. However, because these relatively simple 
sensors require a wide coverage, the initial set up requires 
more effort. Moreover, wearable sensors may not be easily 
accepted by elderly users. 

The ambient approach is usually applied in experi-
ments of longer duration in real-life settings, either in a 
smart home where participants live in an apartment (days 
or weeks, e.g., [70]) or in a real apartment (e.g., [71]). In 
the controlled environment of a smart home it is easier to 
gather detailed and balanced data and annotate them, for 
example, with cameras, making it suitable to gather data 
to test activity recognition algorithms. On the other hand, 
data recorded in real environments is more representative 
of normal behavior and therefore more suited to test algo-
rithms for behavior modeling. For example, in [24], ambient 
sensors such as door contact sensors, motion sensors, and 
a float sensor in the toilet were used to recognize patterns 
of activities. This example was followed in [76] as part of 
the CASAS project to detect broad activities such as eating 

breakfast, sleeping, and wandering. 

ADL classification
The signal processing and machine-learn-
ing methods that are referenced in the liter-
ature on ADL classification span a broad 
range of techniques, from simple heuristics 
to more advanced machine-learning algo-
rithms such as hidden Markov models 
(HMMs) and conditional random fields 
(CRFs). Most of the classical machine-
learning algorithms such as support vector 

machines (SVMs) and random forests assume input data that 
is independent and identically distributed (IID). However, 
there are certain cases where the independence assumption of 
each data point does not hold. This is true, for example, in 
speech recognition (every syllable is dependent on the nearby 
ones) but also for human behavior modeling and recognition: 
What someone is doing at a specific point in time is not inde-
pendent from what he was doing just before. The taxonomy of 
machine-learning algorithms that are used for structured 
learning when the IID assumption does not hold is presented 
in Figure 3. 

Table 3. A summary of data sets collected in smart home environments, with their name and reference, whether wearable and/or nonwearable 
sensors were installed, approximately how long the (average) recording time was, and whether it was recorded in a (living) lab or a real home.

Data set Institution Sensor Types Recording Duration Lab/home 
CASAS [70] Washington State University Wearable and nonwearable Up to months Lab and home 
HIS [27] Grenoble TIMC-IMAG Lab Wearable and nonwearable Hours Lab 
[23] University of Virginia Nonwearable Weeks Home 
[24] University of Amsterdam Nonwearable Weeks Home 
TigerPlace [71] University of Missouri Nonwearable Year Home 
[65] Intel Research Seattle Wearable Weeks Home 
[72] Staffordshire University/Chiang Mai University Wearable Days Lab 
[63] TU Darmstadt/Fraunhofer IGD Wearable Hours Lab 

Generative models estimate 
the joint probability 
distribution of observation 
samples, which can be  
used to predict the most 
likely class to which a  
new sample belongs. 
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Two broad categories in machine learning are genera-
tive and discriminative models, where the former is model-
ing the joint probability distribution of the samples and the 
labels and the latter is modeling the conditional probability 
of the labels given the samples. The standard HMM is a typi-
cal algorithm of the first category, with several of its exten-
sions also falling into the same group. In the discriminative 
group, the basic models are CRFs and their extensions [for 
example, latent-dynamic CRFs (LDCRFs) and semi-Markov 
CRFs (SMCRFs)] as well as certain types of artificial neural 
networks (ANNs), with the most prominent ones being the 
recurrent neural networks (RNNs). 

Finally, a multitude of hybrid methods, aiming to combine 
the advantages of discriminative and generative models, are 
also available. These include, for example, approaches relying 
on kernel metric distances such as the Fisher kernel and vari-
ous combinations of HMMs with discriminant models such as 
random forests and ANNs. 

While most work in ADL classification is performed using 
one of the aforementioned machine-learning techniques, 
heuristic methods also were successfully applied. Short-term 
activities and data sets with sufficiently 
redundant sensor setups (to suppress false 
alarms) are especially suitable for heuristic 
methods. One successfully applied heuristic 
is the circadian activity rhythms [23], [77], 
which describe the measurement of home 
rhythmic behavioral activity as the resident 
engages in the habitat. In some cases, these 
simple heuristics are either fused together or used as features 
for a second-level machine-learning algorithm. For example, 
in [78], simple heuristics measures like means and variances 

are used as features for neural network models, while the out-
comes of the neural networks are fused under an HMM. 

For the data representation in activity recognition and ADL 
classification scenarios, the bag-of-words (BoW) approach has 
proven to be convenient and successful. Originating in natural 
language processing, the BoW approach represents a text (such 
as a sentence or a document) as the bag (multiset) of its words, 
disregarding grammar and even word order but preserving 
multiplicity. An analogous bag-of-visual-words also has been 
successfully used for general image classification  [79] and 
later for human action recognition and classification in video 
sequences [80]. Recent studies on human activity recognition 
show that the BoW representation allows achievement of high-
performance action recognition [81], [82].  

Generative models
Generative models estimate the joint probability distribution 
of observation samples, which can be used to predict the 
most likely class to which a new sample belongs. They are 
called generative, because the model can be used to gener-
ate samples given the joint probability distribution. HMMs 

are a popular generative model that can 
deal with structured data where the IID 
assumption does not hold. In the context 
of traditional HMMs (having a finite 
number of discrete states), three impor-
tant questions are asked as part of the 
model learning and its application on 
unseen data [83]. 

1)	 Likelihood: Given a model and a sequence of observations, 
how likely is it that this sequence was generated by the 
given model? The answer to this problem is given by the 
forward-backward algorithm. 

2)	 Decoding: What is the most likely sequence of model 
states that generated a sequence of observations? The 
answer to this question is given by the Viterbi algorithm. 

3)	 Learning: How should transition and emission probabili-
ties be learned from observed sequences? The answer is 
given by the Baum–Welch algorithm, which can be seen as 
a special case of the expectation maximization algorithm 
and tries to optimize the model parameters to best describe 
the observation sequence, while using also the results of 
the two previous problems. 
Because HMMs are suitable to model sequential data, it 

is a popular classification method in activity recognition. A 
variety of HMM-based variants is presented in a compre-
hensive survey by Turage et al. [84]. Also, the recognition 
of human motion data can be modeled with HMMs. Li [85] 
proposed a straightforward and effective motion descriptor 
based on oriented histograms of optical flow field sequenc-
es. Following dimensionality reduction performed by prin-
cipal component analysis, the method was applied to human 
action recognition using the HMM approach. Yamato et al., 
in [86], used HMMs in their simplest form: training a set 
of HMMs, one for each action and modeling the observa-
tion probability function as a discrete distribution, adopting figure 3. The taxonomy of algorithms for structured learning. 
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a mesh feature that computed frame by frame on the data 
[87]. Finally, the learning was based on the standard Baum–
Welch approach. HMMs also can be applied on more com-
plex data types, as demonstrated in Martinez et al. [88]. 
They proposed a framework for action recognition based 
on combining an HMM with a silhouette-based feature set. 
The proposed solution relies on a two-dimensional model-
ing of human actions based on motion templates, utilizing 
motion history images that combine viewpoint (spatial) and 
movement (temporal) representations. 

Besides variations of the standard HMMs such as hierar-
chical HMMs (HHMMs) (where each class can be an HMM) 
and spectral HMMs (that can be used to do inference with 
unknown or continuous state spaces) the second impor-
tant generative model are restricted Boltzmann machines 
(RBMs), which are implementing hidden layers in a stochas-
tic neural network. They are often effective in cases where 
a lot of nonannotated data is available (typically thousands 
or tens of thousands of samples) but anno-
tated data are scarce. 

Discriminative models
While the approaches based on HMMs 
discussed in the previous section have 
achieved unquestionable success in 
numerous applications, one of the draw-
backs of HMMs is that they cannot take 
advantage of powerful discriminative 
learning techniques that have been developed for the classi-
fication of vectorial data, such as kernel machines or metric 
learning. Contrary to generative models, discriminative 
models do not try to model the underlying probability distri-
bution, but instead estimate the conditional probability of 
the labeled sequences given the observations. Among other 
advantages, discriminative models are typically efficient at 
dealing with data in high dimensional spaces. 

SVMs [89] are considered to be one of the most power-
ful discriminative classification methods that were applied 
to various problems including activity recognition and ADL 
classification [72]. By leveraging the structural risk mini-
mization and the kernel trick concepts [90], SVMs are very 
effective in discriminating between classes even on very 
high dimensional vectorial data. SVMs are using only few 
samples (support vectors) to describe their decision bound-
aries making them memory efficient and resistant to noise 
or small class overlaps. The main drawback of SVMs is 
the high computational complexity of the training proce-
dure that practically limits their applicability. Linear SVMs 
that are not using kernels are more attractive for large-scale 
data sets, however, they are not so powerful as SVMs that 
employ kernels. 

Random forest is an ensemble learning method that is using 
a set of decision trees to solve classification tasks. Introduced 
by Breiman [91], random forest is famous for its ability to accu-
rately separate data while being able to naturally handle both 
numerical and categorical features. Random forest requires no 

feature scaling procedure and by its intrinsic properties is not 
prone to overfitting. The employment of random forest in ADL 
classification scenarios can be found in [92]. 

CRFs have been proposed as a way to tackle similar struc-
tural problems where HMMs are applied, but relaxing certain of 
their assumptions [76], [93]. CRFs typically require less data to 
train than HMMs for a given performance level. They allow for 
the relaxation of the strong independence assumption between 
predictors and thereby allow for a richer set of features that can 
be partially overlapping. Their disadvantage is that they are 
computationally more complex (especially during training time) 
and, as all discriminative methods, they cannot make explicit 
estimations regarding the distribution of the observed variables 
and therefore cannot be used to sample from the learned model. 

The standard CRF models the transitions between labels, 
thus capturing extrinsic dynamics, but lack the ability to 
represent internal substructure. Several modifications of the 
standard CRF have been proposed and applied to ADL classi-

fication including LDCRFs and semi-CRFs 
which, however, can be very computation-
ally expensive. 

Hybrid models
To address the drawbacks of generative 
and discr iminative models, various 
studies have proposed to combine them 
into hybrid ones. Hybrid models allow 
to leverage the ability to separate struc-

tural objects by learning similarity between them and, at 
the same time, to have access to all tools and advantages 
of generative models listed above. The Fisher kernel [94] 
and tangent vector of posterior log-odds (TOP) kernel are 
cases of such a hybrid method that relies on kernel metric 
distances. Other hybrid algorithms use a discriminant 
model such as an ANN or random forest to calculate the 
frame posterior probabilities and/or additional synthetic 
features while an HMM is responsible for modeling time 
dependencies on a metalevel through temporal smoothing 
on the estimated outcomes of the discriminative methods. 
Finally, CRF-HMM is another hybrid model often used in 
natural language processing due to its ability to model 
non-IID data both at the low as well as the high level of 
representation, for example to capture relations between 
letters and words. 

Recently, hybrid HMM models have been also proposed 
for activity recognition. Ellis et al. [95] proposed to first 
learn low-level code-book representations for each sensor 
and use an random forest classifier to produce minute-level 
probabilities for each activity class. Subsequently, a high-
er-level HMM layer is used to learn patterns of transitions 
and durations of activities over time to smooth the minute-
level predictions. Fisher kernel learning (FKL) is another 
approach that combines the flexibility of generative meth-
ods and the power of discriminative ones [96]. Fisher kernel 
representations have recently been applied to activity rec-
ognition problems [97]. The key intuition behind the Fisher 

To address the drawbacks 
of generative and 
discriminative models, 
various studies have 
proposed to combine them 
into hybrid ones.
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kernel is that similar objects induce similar log-likelihood 
gradients in the parameters of a generative model allow-
ing effective discrimination of these objects. To construct 
a Fisher kernel for structured objects, it is required to cal-
culate the log-likelihood gradient for each of the objects 
in the parameters of a generative model. The Fisher kernel 
function can then be derived as a weighted inner product 
between the gradients of two structured objects [96]. The 
weighting is typically performed using the Fisher informa-
tion metric; this weighting is necessary because different 

types of model parameters have different scales. Jaakkola 
and Haussler [94] have shown that the Fisher information 
metric is asymptotically immaterial, which is the theoreti-
cal basis for often assuming it to be an identity matrix. In 
this case, a (normalized) kernel is used that simply embeds 
objects in an Euclidean space by using the gradients induced 
by the objects as features [96]. 

Experimental results
To evaluate different ADL classification methods, we consid-
er the following three data sets: 

■■ Data set 1: This data set [24] describes the activities of a 
26-year-old man in his apartment where he lived alone. 
Fourteen state-change sensors were installed at doors, cup-
boards, the refrigerator, and the toilet flush. Sensors were left 
unattended, collecting data for 28 days in the apartment, 
resulting in 2,120 sensor events and 245 activity instances 
[24]. Seven ADL types were annotated. 

■■ Data set 2: The second data set [98] is one of the multiple 
data sets recorded from the CASAS group of Washington 
State University. This particular data set was selected because 
it has the interesting property of capturing the activities of 
two people in a house, which can occur also in a practical 
application where one of the residents is a patient while the 
other is still healthy. The data were recorded over a period of 
two months using 34 sensors of four types: motion, item, 
door, and water sensors. Based on the annotations, 124 
instances of activities of interest were captured. 

■■ Data set 3: Finally, we recorded our own data set in two 
independent households, each for one week. The sensors 
installed include contact, motion, acoustic sensors, and 
power meters. In the first household, there were 7,856 
events and in the second household there were 8,618 
events, which resulted in 394 and 644 activity instances, 
respectively, that were annotated as five different ADL 
types. In the first household, five contact sensors, five 
motion sensors, three acoustic sensors, and three power 
meters were distributed over three rooms. In the second 
household, three contact sensors, five motion sensors, two 
acoustic sensors, and three power meters were distributed 
over two rooms. The room layout and sensor positions 
are shown in Figures 4 and 5.
The following four classifiers are most prominent in the 

community and are tested on all three data sets: 1) SVM, 2) ran-
dom forest, 3) HMM, and 4) FKL. Regarding the evaluation of 
classification accuracy, the time slice accuracy is an established 
way of evaluating time series and represents the percentage of 
correctly classified frames, independently of the ADLs. How-
ever, since some of the ADLs have significantly larger duration 
compared to others, we also use the average class accuracy as a 
second criterion to avoid skewing the performance evaluation 
exclusively toward the dominant classes. To compute these accu-
racies, cross-validation is used. However, since the problem is 
structured learning and the IID assumption does not hold, the 
cross-validation is done at the event level, that is, without parti-
tioning the samples of the same ADL. For example, of a total of 

figure 4. The layout and sensor setup of the first household.
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figure 5. The layout and sensor setup of the second household.
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30 food preparation instances, 20 might end up in the training 
and the remaining ten in the validation set, both with their full 
duration (all frames). 

Data set 1
The evaluation results on data set 1 are presented in 
Table 4. Of the different classifiers, FKL performs best on 
average. SVM has the lowest class-average accuracy since 
it does not consider time dependencies between data sam-
ples. The same holds for random forest, however it is very 
effective at modeling the variations in the execution of dif-
ferent ADLs and also is a bit less prone to overfit the dom-
inant class (especially given that the annotation of ADLs is 
to some extent subjective resulting in some noise on the 
labels). The number of states per class for HMM was taken 
the same for all classes and this resulted in relatively low 
accuracy (in other words, this basic type of HMM cannot 
effectively model sequences that vary significantly in com-
plexity for the different classes). The intrinsic number of 
states is different for various ADLs and should be deter-
mined carefully to obtain better performance. For exam-
ple, there is a multitude of ways for doing food preparation 
but fewer ways for drinking. However, this would increase 
the complexity of HMM, requiring more training data and/
or a model that can better capture hierarchy, like an 
HHMM. A full overview on the confusion between classes 
for FKL is provided in Figure 6. 

Overall, the accuracies of classes Eat and, especially, 
Drink are substantially lower than those of the other classes 
because they are confused with each other and Idle. Both 
activities take place in the same location and involve similar 
actions such as opening a refrigerator or cupboard. The mag-
netic contact sensors that comprise the majority of the sen-
sors in this data set are not very efficient for discriminating 
between events that are so similar that they involve triggering 
of the exact same sensors. 

Data set 2
Because the activities of two residents are recorded in this data 
set and the classifiers do not allow for overlapping activities, the 
classifiers are trained and tested on the activities of one of the 
residents. However, this means the learned activities in the train-
ing data as well as the activities in the test set can be 

contaminated by the second resident. However, the evaluation 
results in Table 5 show that the classification algorithms can 
deal with this possible confusion to some extend, except for the 
Watch TV class. The effect of the contamination will reduce as 
the number of training examples increases, while the noise on 
the performance evaluation can be reduced by a bigger test set. 

Table 5. Time-slice and class-average accuracy for SVM, RF, HMM,  
and FKL on data set 2.

SVM RF HMM FKL

Tim
e-s

lic
e 

Ac
c.

 

Personal hygiene 0.56 0.61 0.51 0.64 
Sleep 0.43 0.47 0.42 0.52 
Work 0.76 0.78 0.80 0.77 
Meal preparation 0.84 0.89 0.93 0.84 
Watch TV 0.30 0.35 0.00 0.41 

Class-average accuracy 0.58 0.62 0.53 0.64

figure 6. The confusion matrix for FKL on data set 1.
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Table 4. Time-slice and class-average accuracy for SVM, RF, HMM,  
and FKL on data set 1.

SVM RF HMM FKL

Tim
e-s

lic
e 

Ac
cu

ra
cy

 

Idle 0.82 0.80 0.19 0.67
Toilet 0.58 0.81 0.87 0.77
Shower 0.14 0.10 0.71 0.82
Bed 0.37 0.99 0.96 0.95
Eat 0.28 0.29 0.34 0.61
Drink 0.38 0.13 0.00 0.42

Class-average accuracy 0.43 0.52 0.51 0.71

figure 7. The confusion matrix for FKL on data set 2.
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Similar to data set 1 with a one-per-
son household, FKL shows the highest 
performance in terms of average accu-
racy. random forest and SVM perform 
slightly worse than FKL, while HMM 
provides the worst average accuracy, 
mostly because of the complete failure 
on the Watch TV class. A confusion 
matrix for FKL is provided in Figure 7. 
The classes Work and Meal Preparation 
can be discriminated the best among all 
other ADLs in this data set, while Per-
sonal Hygiene and Sleep demonstrate 
moderate recognition accuracy, and Watch TV performs the 
worst. Since two people are living in the apartment and can 

perform different activities at the same 
time and at different locations, dissimilar 
activities such as Sleep and Meal Prepa-
ration can be also confused. 

Data set 3
For the third data set, we evaluated two 
scenarios. In the first scenario (one 
household) training and testing were 
done only using events coming from a 
single household. In the second scenario 
(two households) training and testing 
were performed on data taken from both 

households. All events from both households were shuffled 
in a way that the event sequence within one ADL is kept to 
preserve the structure in the data (non-IID assumption). 
Evaluation results on data set 3 for random forest, SVM, 
HMM, and FKL on one and two households are provided 
in Tables 6 and 7, respectively. 

Also, for this data set, FKL outperforms the other methods, 
both for the one household and the two households scenario 
(see Tables  6 and  7). However, the performance of random 
forest and HMM are very close to FKL for the two house-
holds scenario. The HMM even has an improved performance 
compared to its performance for the one household scenario, 
probably because (for this data set) the improvement that it can 
gain with more data is bigger than the potential loss because of 
increased variation in the class representation. 

The confusion matrices of FKL for the two scenarios are 
shown in Figures 8 and 9. In the one household scenario, FKL 
can achieve high performance, with the only noteworthy con-
fusion appearing for very similar activities (see Figure 8). For 
example, Food Preparation and No ADL (which is defined as an 
activity that is not described by a formal ADL, e.g., standing in 
the kitchen, reading at a table, etc.) have an overlap while Con-
tinence and Hygiene also are partly difficult to discriminate in 
the absence of clear signature detections from the sensors on 

Table 6. Time-slice and class-average accuracy for SVM, RF, HMM,  
and FKL on data set 3 for the one household scenario.

SVM RF HMM FKL

Tim
e-s

lic
e 

Ac
c.

 No ADL 0.12 0.31 0.17 0.65 
Continence 0.39 0.90 0.75 0.70 
Hygiene 0.93 0.81 0.63 0.79
Showering 0.89 0.73 0.55 0.94 
Food preparation 0.96 0.93 0.98 0.75 

Class-average accuracy 0.66 0.74 0.62 0.77

Table 7. Time-slice and class-average accuracy for SVM, RF, HMM,  
and FKL on data set 3 for the two households scenario.

SVM RF HMM FKL

Tim
e-s

lic
e 

Ac
c.

 

No ADL 0.31 0.19 0.62 0.63 
Continence 0.87 0.91 0.64 0.54 
Hygiene 0.72 0.74 0.57 0.78
Showering 0.64 0.44 0.80 0.87 
Food preparation 0.88 0.94 0.84 0.74 

Class-average accuracy 0.68 0.64 0.69 0.71

figure 8. The confusion matrix for FKL on data set 3 for one household.
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figure 9. The confusion matrix for FKL on data set 3 for two households.

0.63

0.03

0.02

0.05

0.24

0.03

0.54

0.06

0.02

0.43

0.78

0.07

0.05

0.14

0.87

0.02

0.27

0.74

NoADL

NoA
DL

Continence

Con
tin

en
ce

Hygiene

Hyg
ien

e

Showering

Sho
wer

ing

Food
Preparation

Foo
d

Pre
pa

ra
tio

n

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Automatic classification 
of ADLs enables automatic 
monitoring of the ability of 
an elderly person to live 
independently in his house 
and can allow for early 
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which the events are based (such as water 
running in the sink, toilet flushing, etc.). 

The experiment with two households is 
more challenging and also more interesting, 
first of all because the sensor setups between 
the households are similar but not identical, 
and a BoW approach is used to map them in a 
common feature space for learning and infer-
ence. Furthermore, the households have dif-
ferent layouts and the persons are doing certain activities in very 
different ways. For example, in one of the households, cooking 
always involves opening and closing multiple kitchen cupboards 
while in the other household this is only done sporadically. Nev-
ertheless, the classification scheme based on Fisher kernel is able 
to do learning and inference in the joined space, with the only 
significant overlap between classes appearing between the 
Continence and Hygiene, which is to some extent attributable 
to the different sensor setups and bath layouts. 

Conclusions
Automatic classification of ADLs is a crucial part of assisted living 
technologies. It enables automatic monitoring of the ability of an 
elderly person to live independently in his or her house and can 
allow for early detection of diseases such as Alzheimer’s and 
dementia. ADL classification involves the whole chain from a 
plethora of wearable and nonwearable sensors, deployment 
options, and signal processing and machine-learning algorithms. 
Our study concludes that the recent developments in hybrid genera-
tive/discriminative methods, relying on kernel metric distances, are 
superior over traditional generative methods such as HMM and its 
variants. Specifically, FKL showed the best performance in a vari-
ety of data sets covering different activity types, sensors, and setups. 

We expect continuing improvements on all aspects of the 
aforementioned chain ranging from improvement of existing 
sensor technologies, addition of new sensors, the acceptability of 
certain technologies up to various algorithmic aspects such as the 
generalizability and adaptiveness that are briefly detailed next. 

Sensor technologies require improvements in several 
directions including size, accuracy, energy efficiency, and 
reliability. Establishing a common communication protocol 
would allow to create an unified framework, providing a 
significant speed up in infrastructure deployment. Reus-
ability of sensors from smart home applications would be 
another boosting factor helping to reduce infrastructure and 
installation costs. Several legal issues related to the data 
ownership and data security have to be addressed to get 
acceptance for using ADL monitor systems. 

While sensor technology improves, leading to higher-quali-
ty measurements and lower costs and maintenance, in practical 
applications the (elderly) user needs to be taken into account 
as well (see Figure 1). Specifically, user-centered design and 
transparency can help to increase the acceptance of users of 
technology in their home and their perceived privacy [15]. Fur-
thermore, users are more and more exposed to sensor technolo-
gy in other aspects of their lives, increasing their understanding 
and, thereby, acceptance. 

Finally, we note that there is still progress 
to be made such that research in ADL clas-
sification can be reliably applied in a practi-
cal solution. This covers the optimization of 
sensor setups for cost effectiveness, adaptive 
classification algorithms that allow tracking 
changing behavior over time and robustness 
with respect to context changes such as han-
dling of visitors, caregiving personnel, or 

pets. One of the biggest challenges from the signal processing 
and machine-learning side remains the generalizability over 
households. While training for an individual household is eas-
ily possible in a lab setup, this approach is not scalable to a 
real-world scenario with thousands of households and more. A 
successful approach for generalizability has to consider envi-
ronmental/climate parameters, building layout, sensor place-
ment, and the behavior of the elderly. 
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